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Abstract

Searches for physics beyond Standard Model (SM) are one of the main goals of the CMS
experiment at the Large Hadron Collider (LHC). Among the investigated theories is Su-
persymmetry (SUSY), which would manifest in a production of new particles. As the
LHC is a hadron collider, it is expected that colored SUSY particles would be produced
in abundance if they were light enough. The decays of these new particles would manifest
in a production of jets. A good understanding of the properties of the jets is crucial to
interpret searches targeting such scenarios.

In this thesis, the measurement of the jet energy resolution in data and in simulation,
and a search for supersymmetry in multijet events with missing transverse momentum are
presented.

The measurement of the jet energy resolution was performed on data collected at the
center of mass energy of /s = 13 TeV at the CMS experiment in 2016. The method
employed uses the balance of the transverse momentum in dijet events to compute the
data to simulation ratios of the jet energy resolution, which are used as a correction factor
in simulation. Furthermore, similar scale factors are calculated for the non-gaussian part
of the jet response.

A search for supersymmetry in events with jets and missing transverse momentum is per-
formed on the same data as the measurement of the jet energy resolution. The main focus
of the work presented in this thesis was the estimation of the background arising from
QCD multijet events. The method, that was used, called rebalance and smear, predicts
the QCD contribution to the SM backgrounds based on a jet resolution model.

The observed number of events agree with the Standard Model background predictions
and no evidence for supersymmetry has been observed. The upper limit on the produc-
tion cross sections and exclusion curves for SUSY particles for different simplified models
(SMs) are calculated. The production of gluinos with masses in a range of 1800-1960 GeV
were excluded for masses of the lightest supersymmetric particle (LSP)up to values of 1
TeV for different simplified models at 95% confidence level. The top, bottom and light
squarks with masses below 960, 1050 and 1450 GeV, respectively, were also excluded for
masses of LSP below 400 GeV for the considered simplified models.






Kurzzusammenfassung

Die Suche nach Physik jenseits des Standardmodells ist eines der wichtigsten Ziele des
Forschungsprogramms des CMS-Experimentes am LHC. Supersymmetrie (SUSY), welche
zur Entstehung neuer Teilchen fithren wiirde, ist eine der vielversprechendsten Ideen. Es
wird erwartet, dass die Produktion von farbgeladenen SUSY-Teilchen zu Ereignissen mit
Jets und fehlender, transversaler Energie fiihrt. Daher ist ein gutes Verstandnis der Eigen-
schaften von Jets essentiell um Suchen nach solchen Szenarios zu interpretieren.

Der Inhalt dieser Arbeit kann in zwei Teile aufgeteilt werden. Im ersten Teil wird die Mes-
sung der Energieauflosung von Jets in Daten und in Simulationen vorgestellt. Die Messung
wurde mittels in 2016 am CMS-Detektor gesammelten Daten mit einer Schwerpunktsen-
ergie von /s = 13 TeV durchgefiihrt. Die verwendete Methode nutzt die Ausgeglichenheit
das transversalen Impulse in Ereignissen mit zwei Jets. Das Resultat der Messung ist das
Verhéltnis der Energieauflosung von Jets zwischen Daten und simulierten Ereignissen,
welches als Korrekturfaktor flir Simulationen verwendet werden kann. Des weiteren wer-
den dhnliche Skalierungsfaktoren fiir die nicht-Gaussischen Komponenten der Jet-Messung
bestimmt, welche im folgenden Teil dieser Arbeit verwendet werden.

Im zweiten Teil der Arbeit wird eine Suche nach Ereignissen mit Jets und fehlender,
transversaler Energie vorgestellt. Die Suche wurde mittels der gleichen Daten, welche zur
Bestimmung der Jetenergieauflosung verwendet wurden durchgefiihrt. Der Fokus dieser
Arbeit liegt auf der Vorhersage des Untergrundes durch Ereignisse mit mehreren Jets aus
der starken Wechselwirkung. Die verwendete Methode, welche sich "rebalance and smear”
nennt, sagt den Anteil an QCD-Ereignissen des SM-Untergrundes anhand eines Modells
der Jetenergieauflosung voraus. Das Prinzip der Methode wird erlautert und Unterschiede
zu fritheren Implementierungen werden vorgestellt.

Die beobachtete Anzahl von Ereignissen stimmt mit der Standardmodelvorhersage tiberein
und kein Anzeichen von Supersymmetrie wird beobachtet. Eine oberes Ausschlussgrenze
fiir den Wirkungsquerschnitt von SUSY-Teilchen und Ausschlussgrenzen in mehreren vere-
infachten Modellen wurden bestimmt. Die Produktion von Gluinos mit Massen zwischen
1800-1960 GeV wurden fiir Modelle mit leichtesten Supersymmetrischen Teilchen (LSP)
mit einer Masse unter 1 TeV fiir verschiedene vereinfachte Modelle mit einem Konfiden-
zintervall von 95% ausgeschlossen. Ebenfalls wurden Top-, Bottom- und leichte Squarks
mit Massen unter 960, 1050 bzw. 1450 GeV fiir Modelle mit LSPs unter einer Masse von
400 GeV ausgeschlossen.
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1 Introduction

Since the beginning of civilization, humans, fascinated with the world they found them-
selves in, felt the desire to understand and describe it. Ancient philosophers were taking
first steps towards a logical understanding of nature. Already around the 5™ century
BCE, Leucippus and Democritus proposed that matter is composed of indivisible parti-
cles called atomos, an idea that reappeared in the works of numerous scholars throughout
subsequent history. The correspondence between the atomos postulated by Democritus
and modern elementary particles is perhaps far-fetched. However, it is fascinating to look
at modern day science from a broader perspective and see that our knowledge is a result
of a continuous development over millennia.

The 19" and 20*" centuries brought enormous advancement in the understanding of
the building blocks of matter, which culminated in the 1970s in the formulation of the
Standard Model (SM) of particle physics. This theory not only managed to describe the
observations of particles at the time of its formulation, but also predicted new particles and
phenomena which were discovered after its completion. While it describes the observed
matter and its interactions very well, it leaves some questions unanswered, like what
is the nature of Dark Matter, or why the mass of the Higgs boson is as improbably
small as 125 GeV. One of the main objectives of modern particle physics is finding the
possible solutions to these problems and testing them in experiments. One of the proposed
extensions of the Standard Model, which provides an answer to some of the open questions
and can be tested experimentally, is Supersymmetry (SUSY), which predicts new particles
with masses around the TeV scale. Supersymmetry introduces a superpartner for each
of the Standard Model particles. Among other features it provides candidates for Dark
Matter, solves the hierarchy problem and hints at a possibility of a unification of the three
fundamental forces.

The elementary particles and their interactions can be investigated in collider experi-
ments, in which particles are accelerated to high energies and collided with a stationary
target or other highly energetic particles. The largest and most powerful particle acceler-
ator to date is the Large Hadron Collider located at CERN, which accelerates two proton
beams to a center of mass energy of 13 TeV. The beams are collided in the several points
at which the experiments are located. One of the experiments is conducted at the CMS
detector. Studies presented in this thesis were based on the data collected in 2016 by the
CMS detector.

To find evidence for Supersymmetry, it is necessary to understand the Standard Model
predictions and the objects measured at high energy particle physics experiments. One
particularly important class of objects are the so-called jets, which are the result of show-
ering and hadronization of elementary particles produced in the particle collision. A good
understanding of the properties of jets is fundamental for all measurements performed
at collider experiments. One such property is the jet energy resolution, which can be
measured by investigating the transverse momentum imbalance of the v/Z+jet and dijet
systems. Jet resolution depends fundamentally on the intrinsic response of the detectors,
as well as on the algorithm used to reconstruct the jet. The first measurement of the jet
transverse momentum resolution performed on the 13 TeV data collected in 2016 at the
CMS detector is presented in this thesis. The measurement is performed on dijet events
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because they are produced with large cross section, which allows for a large dataset. The
high integrated luminosity of the used dataset allowed the measurement of the resolution
in finer intervals of pseudorapidity compared to 7 and 8 TeV analyses, reflecting granular
variations in the response over the geometry of the CMS detector. Furthermore, it allowed
for a measurement of the non-gaussian component of the jet energy response, providing a
more complete understanding of the jet response.

The comprehensive understanding of jet energy resolution is utilized in the search for
supersymmetry presented in the second part of this thesis. The presented analysis, based
on the same 2016 CMS data, is targeting fully hadronic multijet events with large missing
transverse momentum and b-tagged jets in the final state. The analysis is a direct successor
of the analysis performed on 2015 CMS data, and further of the analyses which did not
include b-tagged jets in the final state, performed on 7 and 8 TeV datasets. There are
several significant changes introduced in the analysis presented in this thesis compared
to its direct ancestor. Firstly, the 2016 analysis includes at least 2 jets and transverse
momentum Hp > 300 GeV, compared to Njes > 3 and Hp > 500 GeV in the 2015
analysis. The lowering of the Nj.s selection improves the sensitivity of the analysis to
squark pair production, and lowering the Hyp selection improves the sensitivity of the study
to scenarios with small mass differences between the lightest supersymmetric particle and
the squark or gluino. Secondly, finer intervals in Hy and M, are used, which leads to an
increase in the sensitivity across the board. The last change, perhaps most important in
the context of this thesis, is the inclusion of the rebalance and smear as the main QCD
background estimation method. The QCD background, even though it is not a dominant
background in the analysis, is particularly difficult to model, as the missing transverse
momentum in the QCD events arises primarily from the mismeasurement of the energy
of jets. The rebalance and smear method, a version of which was used in 7 and 8 TeV
studies, relies on a good understanding of the jet-pr response. The 2016 implementation
of rebalance and smear has improved modeling of the missing transverse momentum at
the particle level, which was achieved by modifying the rebalancing procedure.

This thesis presents the measurement of the jet energy resolution, the non-gaussian jet
energy response tails, and the estimation of the QCD background for the SUSY search
using the rebalance and smear method, and is organized as follows:

A short descriptions of the Standard Model and supersymmetry are provided in chapter
2. The LHC and the CMS experiment along with their design are discussed in chapter
3. Then, the event simulation, along with the Monte Carlo event generators, is briefly
discussed in chapter 4. Following this is a description of the physics object reconstruction
in chapter 5. The measurements of jet energy resolution and non-gaussian tail response
are presented in chapter 6. The search for supersymmetry is introduced in chapter 7,
including the search strategy and discussion of non-QCD backgrounds and the techniques
used to estimate them. The rebalance and smear QCD multijet background estimation
method is presented in chapter 8. The results of the search for supersymmetry, including
comparisons with the results of other CMS and ATLAS searches for SUSY, are presented
in chapter 9. Finally, chapter 10 provides the summary of the work presented in this
thesis.



2 Theory

The Standard Model (SM) of particle physics describes elementary particles and inter-
actions between them. It has been formed in the second part of 20th century, the first
step in its development being the unification of electromagnetic and weak interactions by
Salam, Glashow and Weinberg [1,2]. Later came the incorporation of Higgs mechanism
into the electroweak interaction [3-5]. The last step was the development of the theory of
strong interactions, the quantum chromodynamics (QCD). In the following sections the
Standard Model, its shortcomings and possible extensions will be discussed. More details
on these topics can be found in extensive literature, e.g. [6].

2.1 The Standard Model of particle physics

The Standard Model of particle physics is a quantum field theory which incorporates
quantum mechanics and special relativity. It describes the matter, represented by fermions
with spin 1/2, three of the main interactions: electromagnetic, weak and strong, mediated
by the gauge bosons with spin 1, and the Higgs boson, the only scalar elementary particle
in the Standard Model, which is responsible for generating masses of weak bosons, quarks
and charged leptons. In a field theory, the dynamics of the physical system can be fully
described by a Lagrangian density L, which is used to define the action

A= /£d4x. (2.1)

The interactions terms in the lagrangian £ are obtained by assuming local invariance
under gauge transformations. The gauge group of the SM is

SUB)c®@ SU((2)L @ U(1)y, (2.2)

where U(1)y represents the electromagnetic interaction acting on weak isospin Y, SU(2)1,
represents the isospin symmetry and the weak interaction of left-handed (L) particles and
SU(3) is the color symmetry and represents the strong interaction.

The unit system used throughout this thesis and generally in particle physics is the
natural unit convention. It assumes that the reduced Planck constant h and the speed of
light ¢ are equal to unity:

h=c=1. (2.3)

This convention uses the same units for energy, mass and momentum of the particles.

2.1.1 The matter particles

There are 12 fermions described within SM, summarized in table 2.1. Each of the fermions
has an antiparticle which has the same mass but the quantum numbers with opposite signs.
Fermions are grouped into quarks and leptons.
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fermions
1% generation | 2% generation | 3"¢ generation
Ve v Vr
leptons . i -
c t
quarks d 5 b

Table 2.1: Fermions of the Standard Model.

Quarks There are six quarks in the SM. They carry a color charge and thus interact
strongly. They are grouped in three generations (see table 2.1), with the up-type quarks
(u, ¢, t) carrying +2/3 electric charge and down-type quarks (d, s, b) carrying —1/3
electric charge.

Leptons The SM contains 6 leptons. Same as quarks, they are grouped into three gener-
ations. Fach generation carries its own lepton number, namely electron number L. for the
1%, muon number L, for the 27 and tau number L, for the 3" generation. Three of the
leptons (e, u and 7) have electrical charge of —1, and three, the corresponding neutrinos,
are neutral.

Fermions carry a weak isospin 7. Within each generation of fermions there are left-
handed (L) isospin doublets with isospin 7' = +1/2 and right-handed (R) isospin singlets
with 7" = 0. The left- and right-handedness refers to different states of chirality. For
massless particles chirality is equal to helicity which is the projection of the particles spin
onto its momentum.

Masses of the fermions vary significantly and this so-called mass hierarchy is not under-
stood within the SM. The neutrinos have masses m, < 2 eV, while the mass of electron
is me = 510.998928(11) - 103 eV and the mass of the heaviest fermion, the top quark ¢, is
my = 173.1(0.6) - 10? eV (all masses taken from [7]).

2.1.2 Fundamental interactions

The interactions between SM particles are usually split into 3 categories, the electromag-
netic, weak and strong. The electromagnetic and weak interactions are described with a
unified electroweak theory. So far, the attempts to add the theory of gravity to the Stan-
dard Model have failed. The fundamental forces are carried by the so-called gauge bosons.
The interactions of the Standard Model are summarized in figure 2.1 and described below:

The electromagnetic interaction is mediated by photon + and couples to the electric
charge. The photon is massless and has no electric charge, which makes the range of
the electromagnetic interaction infinite. Quantum Electrodynamics (QED) is the theory
describing interactions between all charged particles and photons. All processes within
QED can be described using a Feynman diagram presented in figure 2.2. The interactions
with photon always leave the flavor of the particles unchanged. The strength of the
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photon

Higgs boson

weak bosons

Figure 2.1: Summary of the particle content of the Standard Model. Blue lines represent
interactions. Taken from [8].

interaction is given by the running coupling ae,, which is increasing with energy (and
decreasing with distance). A sketch of the dependence of a.y, on energy is presented in
figure 2.2. The decrease of the coupling with increasing distance is caused by the screening
effect, which reduces the effective charge of the charged particle seen by the photon at
large distances due to vacuum polarization. More details are discussed in [6,9].

The weak interaction is mediated by three bosons, W', W2 and W3, which couple to
the weak isospin (SU(2) quantum number) and to hypercharge (U(1) quantum number).
In the electroweak theory the linear combinations of the charged W12 bosons form the
W+ and W~ bosons, and the linear combination of the neutral W? with the neutral B
form the Z and -y bosons. The weak bosons are massive, with the mass of the Z boson
myz = 91.1876 &+ 0.0021 GeV and of the W boson my,y+ = 80.379 + 0.012 GeV [7]. This
causes the weak interaction to be suppressed at energies below the masses of Z/ W= bosons.

The elementary Feynman diagrams of the weak interaction are presented in figure 2.3.
The first two from the left are the neutral current and charged current interactions, re-
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Figure 2.2: (left) Generalized QED Feynman diagram. The interaction with photon does
not change the flavor of the fermion. (right) A sketch of the effective QED
coupling constant as a function of energy.

spectively, and the remaining two are triple and quadric gauge boson interactions. The
neutral current interaction is mediated by the Z boson and does not change the flavor
of the fermion, much like in the case of the photon interaction. The charged current in-
teractions, mediated by either W™ or W~ bosons, change the charge of the fermion by
AQ = %1 and its flavor, namely it changes the up-type into down-type quarks, and charged
leptons into neutrinos, and vice-versa. Because the weak-eigenstates and mass-eigenstates
of the fermions are different, W= bosons can couple to fermions from different generations,
however, such processes have significantly lower probabilities. The couplings of possible
transitions between up- and down-type quarks are summarised in the CKM matrix [10,11].
In the Standard Model the lepton numbers are conserved, however the observation of the
neutrino oscilations [12,13] contradicts this assupmtion. An analog of the CKM matrix
for leptons is the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [14,15].

The weak interaction violates parity, which has been first observed and properly inter-
preted in an experiment by Wu [16,17]. The violation of P symmetry means that the
weak interaction is not symmetric under spatial reflections. The W bosons couple only
to left-handed fermions and right-handed antifermions, and Z has a different coupling
strength to L and R states.

The electromagnetic and weak interactions are described by a unified theory of elec-
troweak interaction, introduced by Salam, Glashow and Weinberg [1,2]. Above the en-
ergies of several 100 GeV the strengths of electromagnetic and weak interactions are of
the same order of magnitude. This has been confirmed in eTe™ collisions at the PETRA
experiment at DESY [18] and at the LEP experiment at CERN [19]. The unfied theory
predicted the existance of the neutral Z boson. The first experimental evidence of its
existence came from the measurement of the neutral currents (interaction mediated by
the Z boson) in Gargamelle experiment at CERN [20,21], and the W* and Z bosons were
later discovered at the SPS collider at CERN [22,23].

The strong interaction is mediated by massless gluons which couples to particles carry-
ing color charge. The gluon itself carries the color charge, which means that it can interact
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Figure 2.3: Fundamental Feynman diagrams of the weak interaction.

with other gluons. The strong interaction is described by the Quantum Chromodynamics
theory.

There are three linearly-independent color states, commonly referred to as red, blue and
green and three respective anti-colors. Quarks carry one color, meaning that a quark can
have three different color states, and gluons carry one of eight linear combinations of the
fundamental colors and anticolors. The theory of the strong interaction emerged as an
explanation for the existence of particles like AT", a bound state of three u quarks with
parallel spins, which seemed to violate the Pauli-principle. The solution to this problem,
proposed independently by Greenberg [24] and Han and Nambu [25], was the introduction
of additional quantum number which would later be called color. The vector gauge boson
proposed by Han and Nambu, later called gluon, was observed for the first time at the
PLUTO detector at DESY [26,27].

Bound, colorless states of quarks or antiquarks are called hadrons. These can be divided
into baryons, which are build out of three quarks (antiquarks) of different colors (anticol-
ors), and mesons, which consist of a pair of quark and antiquark carrying color and its
anticolor respectively. The quarks creating the hadrons and defining their quantum num-
bers are called valence quarks. The valence quarks exchange gluons, which in turn can
interact with other gluons or create quark-antiquark pairs (sea quarks). The quarks and
gluons inside of the hadrons are collectively called partons.

The strength of the strong force, as a consequence of the self-interaction of gluons,
increases with distance. As a consequence, states with color cannot exist as free objects and
will generate new coloured particles if separated from the bound state. This phenomenon
is known as color confinement, and is responsible for the typical dimension of colourless
objects of around 107'® m. On the contrary, at small distances, which correspond to high
energies, the strength of the strong coupling decreases and coloured particles behave as
free particles. This phenomenon, known as asymptotic freedom, has been proven by Gross,
Politzer and Wilczek in [28,29]. An important consequence of the color confinement is
that a creation of quark or gluon creates a cascade of hadrons, which are then detected in
high-energy experiments and then collected into objects called jets.

2.1.3 Higgs mechanism

The theories discussed above do not provide any explanation for one crucial observable:
the mass of fermions or weak bosons. Direct incorporation of mass terms into the SM
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Figure 2.4: Fundamental Feynman diagrams of the strong interaction.
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Figure 2.5: A schematic of the strong coupling constant as a function of energy.

lagrangian violates SU(2);, ® U(1)y gauge invariance and the theory violates unitary. The
solution to that problem is the so-called Higgs mechanism [3-5].

To generate masses of the particles the Higgs filed ® is postulated with a quartic poten-
tial. The field ® has non-vanishing vacuum expectation value (VEV). The expansion of the
field around the VEV leads to an emergence of massive, scalar boson known today as Higgs
boson. Insertion of the Higgs potential and kinematic terms into the SM lagrangian results
in mass terms of W and Z bosons. Importantly, the lagrangian with Higgs contribution
remains invariant under electroweak gauge transformations. The masses of fermions can
be generated by coupling to the Higgs field ( Yukawa coupling). More detailed discussion
is presented in most of classical quantum field theory textbooks like [6].

In 2012 Atlas and CMS experiments at LHC, CERN announced the discovery of a scalar
particle with a mass mpy ~ 125 GeV [30,31]. The particle is in many ways compatible

with the Higgs boson described above and remains one of the biggest interests of both
CMS and Atlas collaborations.
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2.2 Limitations of the Standard Model

The Standard Model has been very successful not only in describing what was already
known when it was constructed, but also in predicting phenomena discovered many years
after its completion, with latest examples the discovery and measurements of Higgs boson.
There are, however, certain measurements or observations which are either incompatible,
or not addressed by the Standard Model. A selection of such problems is presented below.

Dark matter and dark energy According to A Cold Dark Matter model (ACDM), the
so-called Standard Model of cosmology, the matter and energy described by the Stan-
dard Model make up only 4.9% of the total energy of the universe [32,33]. The 27% is
coming from the so-called dark matter (DM) and remaining 68% from the dark energy
(DE). "Dark” refers to the fact that neither DM nor DE have been directly observed.
However, there are plenty of measurements that implicate that they do indeed exist. The
observations of rotation curves of galaxies suggest that there is a substantial amount of
matter and energy in them that is not visible but interacts gravitationally [34,35]. Same
conclusion comes from the observation of weak gravitational lensing [36]. This suggests
that DM is electrically neutral and interacts only weakly and gravitationally. The only SM
candidates that fits these criteria are neutrinos, but they cannot make up for the whole
mass of dark matter [37].

Matter-antimatter asymmetry At the early, hot stages of the history of the Universe
matter and antimatter were at equilibrium [38]. When the Universe cooled down almost all
particles and antiparticles annihilated, however, as can be observed today, some amount
of matter remained. Exactly why such an asymmetry between number of matter and
antimatter particles is observed is not understood, and the SM does not provide the
answer to that question. The CP violation in the SM is too weak to account for the
observed baryon asymmetry.

Unification of couplings In the Standard Model weak and electromagnetic forces are
unified into one theory. It is postulated that further unification of electroweak interaction
with strong force should be possible, creating the so-called Grand Unified Theory (GUT).
However, this would require the couplings of all three interactions to become equal at
same energy scale. In the Standard Model this unification of coupling strength is not
predicted [39].

Gravity One of the fundamental forces, gravity, is completely unaccounted for in the
Standard Model. Furthermore, so far the efforts to describe the gravity using quantum
field theory have failed.

Hierarchy problem One of the open questions of modern physics is why the fundamental
forces differ so significantly: for example the gravity is incomparably weaker than the three
remaining forces. One of the manifestations of this hierarchy problem is the observed mass
of the Higgs boson. Briefly, the loop corrections to my are of the order of the Planck scale,
which is of the order of O(10'?) GeV. An excessive fine-tuning would be required for such
huge corrections to cancel out and result in the measured Higgs mass of &~ 125 GeV.

There are many extensions to the Standard Model currently investigated both theo-
retically and experimentally. Among them are Grand Unified Theories, which introduce
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a higher order SU(5) or SO(10) symmetry groups, Eztra dimensions, or String theory,
by many considered to be a step towards ”the theory of everything”. These models will
not be discussed in this thesis. Instead, a model called Supersymmetry (SUSY) will be
presented in next section, and later in chapters 7-9 a search for particles predicted by it
will be presented.

2.3 Supersymmetry

Supersymmetry is the largest possible extension of the Poincaré group [40]. In general,
it postulates an additional symmetry between fermions and bosons, under which laws of
physics are invariant. Work on SUSY began in 1970s, with the renormalization features
of the supersymmetric quantum field theories presented by Wess and Zumino in [41],
which consequently led to first applications of SUSY in particle physics. Supersymmetry
gathered more attention when the Minimal Supersymmetric Standard Model (MSSM), the
first realization of SUSY that solved the hierarchy problem, was presented by Dimopoulos
and Georgi at the beginning of the 1980s [42]. A good introduction to supersymmetry is
provided in [43,44].

Supersymmetry introduces an additional symmetry between bosons and fermions. The
generator of the symmetry transformation @ acts like a ladder operator on spin of the
particle. It follows the Lie algebra and changes the value of spin by 1/2, which can be
understood as turning bosons into fermions and fermions into bosons:

Q|fermion) o |boson) Q|boson) o |fermion). (2.4)

The new particles created using the @) operator, called sparticles, have modified spin, but
other quantum numbers and mass remain unaffected. This already implies that the new
symmetry has to be broken to justify the fact that no light SUSY particles with masses
equal to the known SM particles have been observed. Supersymmetry has to be constrained
as it violates for example the baryon number B and lepton number L conservation. The
consequence of this violations would be the instability of the proton, while it is known to
be stable, with lifetime 7 > 1034 years [45]. To ensure conservation of B and L a new
conserved, multiplicative quantum number is introduced, the R-parity:

R = (—1)3B-D+25, (2.5)

where S is the spin. For SM particles R-parity value is R = +1 while for SUSY particles
it is R = —1. Introduction of R-parity is not the only way to ensure baryon number
conservation in SUSY [44], however the other ways will not be discussed here.

The conservation of R-parity has some practical consequences for experimental searches:
it ensures that the sparticles are produced in pairs, and that the lightest supersymmetric
particle (LSP) has to be stable. Additionally a stable LSP serves as a perfect candidate for
dark matter. Furthermore, R-parity conserving supersymmetry provides solutions to some
of the problems listed in section 2.2. Couplings of the fundamental interactions in SUSY
converge when extrapolated to the GUT scale, hinting at the possibility of unification
of all forces. Additionally it provides a solution to the hierarchy problem. In case of
unbroken supersymmetry the corrections to Higgs mass my from SM particles and their
SUSY partners cancel out exactly. In case of broken SUSY this is still possible for new
particles with masses at the order of O(1TeV). The condition that SUSY particles cannot
be too heavy is called naturalness.
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names particles spin
quarks (x3) (ur, dp) ur, dr %
squarks (><3) (ﬁL, dL) ﬂR, dR 0
leptons (x3) (vr, er) er :
sleptons (x3) (UL, €L) €ér 0
gluon g 1
gluino g %
W bosons w*, wo 1
wino w*, WO %
B boson B 1
bino BY %
Higgs (Hif, HY) (H), Hy) 0
higgsinos  (Hy, Hy) (Hy, Hy) 2

Table 2.2: Particle content of MSSM. Based on [43].

2.3.1 Minimal Supersymmetric Standard Model

The number N of supersymmetry transformations is arbitrary. The SUSY model with
N = 1 is the Minimal Supersymmetric Standard Model (MSSM). This realization of
supersymmetry introduces a supersymmetry partner for each of the SM particles, with
a separate superpartner for left- and right-handed fermions. The particle content of the
MSSM is summarized in table 2.2. The symbols of the superpartners are same as for
the corresponding SM particles but with a tilde above them, and the naming convention
is as follows: the fermions partners, sfermions, gain a prefix s, e.g. top guark partner
is stop squark, and gauge boson partners, gauginos, gain a -ino suffix, so for example a
superpartner of W boson is wino W. The bino, winos and higgsinos mix to form the
electric neutral mass eigenstates called neutralinos X(1),2,3,4 and charged charginos Xi?

2.3.2 Simplified models

Due to R-parity conservation SUSY particles are produced in pairs. The processes with
highest possible cross-sections are pair production of gluinos and squarks [46-50]. The pos-
sible decays of the produced sparticles depend on the specific SUSY model used, however,
many SUSY and non-SUSY models predict very similar topologies. These similarities al-
low for model-independent interpretation of search results. Simplified models [51] provide
a framework for presentation of search results and were used in the interpretation of the
search [52] discussed in chapters 7-9.

In a simplified model a set of particles and a sequence of their production and decays is
defined. The naming scheme of the particles used within the simplified model framework
has been adapted from the constrained MSSM (CMSSM). The simplified models assume
the production process of the primary particles considered. Primary particles undergo a
chain of decays or decay directly into neutral, invisible Lightest Supersymmetric Particle
(LSP). In the simplified models discussed in [52] the LSP is the neutralino x{ and the
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(¢) T5qqqqVV (d) T2tt

Figure 2.6: Feynmann diagrams of some of the simplified model signal scenarios considered
in search for supersymmetry particles described in chapters 7-9. Taken from

52].

possible intermediate particles are the charginos X{E and heavier neutralino x3.
Five types of models are considered in [52]. Examples are presented in figure 2.6 and
the models considered are listed below.

T1tttt, Tlbbbb, Tlqqqq T1 models assume pair production of virtual gluinos g. In
T1tttt scenario, presented in figure 7.1a, the gluino decays into top quark-antiquark pair
and a neutralino g — tfx(l). T1bbbb and Tlqqqq are similar with the exchange of ¢t to
bottom or light-flavor quark-antiquark pairs.

T1ltbtb In the T1tbtb, presented in figure 7.1b, the gluinos decay as § — ti)xf or its
charge conjugate. The charginos X{E decay into W* boson and LSP x!. The chargino and
neutralino are assumed to be nearly mass degenerate, which represents the fact that they
are expected to appear within the same SU(2) multiplet [53]

Mixed model An additional model is consider which mixes, with varying branching
ratios, all T1 models listed above.

T2tt, T2bb, T2qq T2 models assume production of squark-antisquark pairs. In T2tt,
presented in figure 7.1d, top squark-antisquark pair is produced, which decay directly into
their SM partner and LSP. Similarly, T2bb and T2qq assume pair production of bottom
and light-flavored squark-antisquark pairs, respectively.

T5qqqqVV T5 models assume gluino pair production. In T5qqqqV'V, presented in figure
7.1c, gluinos decay into light quark-antiquark pair and either next-to-lightest neutralino
X3 or charginos Xf The neutralino decays into Z boson and the LSP x9 — Zx{ and
charginos decay into a W bosons and the LSP Xli — Wix(l).
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The choice of the investigated models is dictated by the expectation that certain SUSY
particles will have low masses due to naturalness. This can be motivated as follows. The
minimization of the Higgs potential in MSSM yields a relation for the mass of Z boson

my = —2(my, + |u*) + ... (2.6)

where H,, is the first Higgs doublet and p is related to the Higgs potential vacuum expec-
tation value and is the higgsino mass term in the MSSM superpotential. In MSSM mass of
the H, is expected to be close to the mass of SM Higgs boson, which implies from 2.6 that
|| < 200 GeV and corresponds to small higgsino masses. At the one-loop level the highest
correction to the Z mass is expected to come from the stops, which limits their mass to
m; S 400 GeV. Furthermore, the corrections from winos limit their mass to m;, < 1 TeV.
Consequently also neutralinos are expected to be light, as they are linear combinations of
neutral higgsinos, neutral wino and bino. The mass of the stop gets a correction from the
gluinos, which also gives an estimated relation between gluino and stop masses mg < 2m;.






3 Detector

Particle accelerators have become a primary tool in searches for new particles and in
measurements of the parameters of the Standard Model. The analyses presented in this
thesis are based on the data collected at the Compact Muon Solenoid (CMS) detector,
which is one of the experiments located at the Large Hadron Collider (LHC, [54], [55]),
the most powerful particle accelerator to date. The LHC is a proton-proton (pp) collider
operated by the European Organisation for Nuclear Research (CERN) in Geneva, and is
located in the former tunnel of the Large Electron-Positron collider (LEP). The aerial
view of CERN area is presented in figure 3.1.

The Section 3.1 of this chapter presents an introduction to the LHC program, Section
3.2 introduces the basic detector concepts and finally Section 3.3 presents the design and
performance of the CMS detector.

Figure 3.1: Aerial view of the CERN, with accelerator complex and experiments marked.
Taken from [56].
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3.1 The Large Hadron Collider

The LHC is a ring accelerator with circumference of 26.7 km, located in the vicinity of
Geneva, at depth ranging from 45 m to 170 m below surface. It is composed of two rings,
in which two counter-rotating beams of protons or heavy ions (mostly lead, but there was
a single run with xenon ions) are accelerated. The beams are crossed in the interaction
points where the experiments are located.

The maximal number of proton bunches is 2808; however in the year 2016 the maxi-
mal number achieved was 2220, and the number of protons per bunch during that year
was approximately 1.18 x 10''. Protons are accelerated using 16 superconducting radio
frequency cavities (RF), with the field gradients up to 5.5 MV/m. The RF cavities are op-
erated at the frequency of 40 MHz, which corresponds to the same frequency of the bunch
crossings at the interaction points (IP) and the time separation between the bunches of
25 ns. The bunches are steered using dipole magnets and focused using quadrupole and
sextuple magnets, all of them superconducting. Both the RF cavities and the magnets are
operated at temperatures of around 1.9K. As already mentioned, time separation between
the bunches is 25 ns, which corresponds to 7.5 meter between the bunches. At the crossing
point, the bunches are approximately 8 cm long and have 20um radius.

CMs
LHC North Ar
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Figure 3.2: Schematic view of the CERN accelerator complex. For each machine the year
of first operation and in brackets circumference for ring accelerators are stated.
Below, the names are explained. Protons are pre-accelerated in Linac/, the
Proton Synchrotron Booster, the Proton Synchrotron, and the Super Proton
Synchrotron. Taken from [57].

Before being injected into the LHC, proton bunches are accelerated to 450 GeV in a
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Figure 3.3: The integrated luminosity of pp collisions in LHC in 2016, compared to per-

formance in previous years and the projected value for the same year. Taken
from [60].

chain of various accelerators. The CERN accelerator complex is shown in figure 3.2 and
the pre-acceleration steps are listed in the description of that figure. After injection, it
takes approximately one hour to accelerate the beams to 6.5 TeV and to form the so-called
stable beams, which means beams that can be collided.

The design centre-of-mass energy of the LHC is 14 TeV. During tests conducted in 2008,
some dipoles were losing superconductivity when subjected to high currents. The fix for
this condition would require a substantial amount of time, and it was decided that delivery
of 13 TeV collisions in 2015 is preferred to postponing the entire experiment to adjust the
dipole magnets [58]. On the other hand, the luminosity, which will be explained in next
section, reached values of 1.5 x 10°>*cm™2s™! in the year 2016, which corresponds to the
design value [59] [60], and reached the values of 2.06 x 103*cm~2s~! in the year 2017 [61].
The integrated luminosity, which corresponds to the total number of registered events,
exceeded in 2016 the anticipated value by ~ 60%, reaching value of 40fb~—! while only
25fb~! was expected. The figure 3.3 shows the integrated luminosity of pp collisions up to
the end of run 2016.

The Standard Model cross sections of inelastic pp scattering and some exclusive pro-
cesses are shown in figure 3.4. It is interesting to note the increase of the cross sections
of some processes at 13 TeV compared to 7 and 8 TeV values. The ratios of gg, gg and
qq parton luminosities at v/s = 7,8,13 TeV are presented in figure 3.5. The plot shows
the parton luminosities, so the luminosity of a collision of given partons from the colliding
protons, as a function of the final state invariant mass My. It can be seen that for an
interaction of two gluons, even at low My the luminosity at /s = 13TeV is twice as high

as at /s = 8TeV.
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3.2 Hadron collider physics

In this section, the basic quantities used in the discussion of hadron collider physics will be
introduced. The choice of the coordinate system and kinematic variables presented below
is discussed in detail in [63].

3.2.1 Coordinate system

A right-handed coordinate system with its origin at the nominal interaction point is used
in this thesis, as well as generally within CMS collaboration. In Cartesian coordinates,
the z-axis points towards the center of the LHC ring, the y-axis points upwards in the
direction of the surface, and the z-axis is pointed counter-clockwise viewed from above,
along the proton beam. In the polar coordinate system, the radial distance r and the
azimuthal angle ¢ are defined in the zy plane, with ¢ = 0 corresponding to the z-axis.

proton - (anti)proton cross sections
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Figure 3.4: Cross sections of important exclusive processes for pp (v/s > 4TeV) and pp
scattering (y/s < 4TeV) shown as a function of /s. The dotted line corre-
sponds to /s = 13 TeV. Taken from [62].
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Figure 3.5: Ratios of parton luminosities. Taken from [62].

The polar angle 6 is defined with respect to the z-axis and is used to define how forward
the measured particles are.

3.2.2 Luminosity

The number of expected events of a given process is defined as a product of the cross section
of the considered process and the integral L = [ Ldt of the instantaneous luminosity £
over time. The luminosity £ characterises the experimental conditions and, as defined
in [64], is given by the following equation

kpN?
:MF

prr (3.1)

where v is the Lorentz factor, f is the revolution frequency, kp is the number of bunches,
N,, is the number of particles per bunch, ¢, is the normalized transverse emittance, 8* is
the betatron function at the interaction point, and F' is the form factor correction due to
bunch crossing angle. The emittance &,, describes the spatial parameters of the beam. The
betatron function, also called amplitude function, is connected with the focusing power
of the magnets. The lower the value of 8*, the smaller cross section of the beam at the
interaction point, which can be translated into a higher probability of a proton-proton
interaction. As the number of events grows linearly with time, accelerators are designed
to achieve a high luminosity L.
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3.2.3 Kinematic quantities

The hard (high-momentum) interaction in a hadron collider occurs between partons, which
carry only a fraction x;,7 € 1,2 of the protons momentum. As a result, the center-of-mass
frame of the interacting partons has an unknown boost along the z-axis with respect to
the laboratory (detector) frame. This imposes certain choices regarding the kinematic
variables, which will be discussed briefly.

The parton four-momenta are given by

S
pP1= {(x1)0707x1) (32)

p2 = 5 (22,0,0, —22), (3.3)

|

where /s is the centre-of-mass energy of the pp collision and x; are the momentum frac-
tions of both partons. Given the above four-momenta, the centre-of-mass energy of the
parton interaction V5 is given by § = w1x2s, and its invariant mass is M = |/r122s. The
relation between momentum transfer () (equal to invariant mass M = @), momentum
fraction z and the so-called rapidity y = %ln(xl /x2) is shown in figure 3.6. The definition
and importance of rapidity will be discussed at the end of this subsection.

Unfortunately, due to a technical limitation, the full four-momenta of the produced
particles cannot be measured, which means that also the boost of the final state cannot
be measured. Instead, the quantity called transverse momentum pr is used in physics
analyses. It is the component of the particles four-momentum in the plane perpendicular
to the z-axis. This component is equal in the detector’s and parton’s center-of-mass frames.
Weakly interacting particles, such as neutrinos, will escape the detector undetected, which
will cause a transverse momentum imbalance in the event. This imbalance is denoted as
missing transverse momentum Fp, and is defined as negative of the vector sum of the
momenta of all N measured particles:

N
Br=-) i (3.4)
i=1
FEp serves as a proxy of a sum of momenta of all undetected particles.
Number of particles produced is approximately constant per interval of rapidity y, which
makes it a useful variable. However, y can not be measured, thus a quantity called

pseudorapidity 7 is introduced
0
n = —In| tan 3| (3.5)

In the relativistic limit, pseudorapidity becomes equal to rapidity. 7 = 0 corresponds to
6 = 0 and |n| — oo points along z-axis.

3.3 The Compact Muon Solenoid

The CMS experiment [65] is a general purpose detector designed to take advantage of the
multi-TeV energy and high luminosity delivered by the LHC. Typically for collision ex-
periments, its design is cylindrical, with layers of different detector components positioned
around the beam-line. The detector measures 14.6 m in diameter and 21.6 m in length,
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Figure 3.6: The kinematic reach of the LHC at /s = 13 TeV compared to the reach of
the HERA (Hadron Electron Ring Accelerator, an electron-proton collider lo-
cated at DESY in Hamburg, Germany). The relation between the momentum
transfer () and the momentum fraction z of the parton is shown, along with

the rapidity y of the event. LHC reaches 3 orders of magnitude higher in Q>

than HERA, allowing for productions of heavier particles. Taken from [62].
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Figure 3.7: The exploded view of CMS detector. [65].

with the total weight of 14 000 tons. A scheme of the detector is presented in figure 3.7. In
the following subsections, the detector components and trigger system will be discussed.

3.3.1 The solenoid

The superconducting solenoid magnet is one of the key components of the CMS detector.
It provides a homogeneous magnetic flux of 3.8 T inside of it, and it surrounds the track-
ing and calorimetry systems. It allows for precise measurement of the charged particles
momenta and the sign of their charge via measurement of the curvature of their tracks
in the tracking system. The solenoid is 12.5 m long and has a inner bore of 5.9 m. The
design magnetic flux inside of the solenoid is 4 T, however to maximize the longevity of
the system it is operated at a lower field of 3.8 T.

To measure the momenta of the muons outside of the solenoid, an iron return yoke is
used, which closes the magnetic field lines.

3.3.2 Inner tracking system

The tracking system is the innermost part of the CMS detector and is built using silicon
based semiconductor sensors. It measures the trajectories of charged particles, which are
used in the calculation of the charge and the momentum of the particles, as well as for
the calculation of the impact parameter of the vertex, allowing for discrimination between
primary and secondary vertices.
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Figure 3.8: Layout of the inner tracker system, up to 2016, in the r-z plane. PIXEL and
components of the silicon strip tracker are marked. Taken from [66].

The pixel detector

The particle flux varies with the distance from the interaction point. It is the highest
closest to interaction point, with ~ 107 particles/s at 7 = 10 cm, which imposes the use of
a pixel detector. It is composed of three cylindrical layers and two end disks on each side.
The layers are positioned at 4.4 ¢m, 7.3 cm and 10.2 cm away from the interaction point,
and the end disks, extending from 6 cm to 15 cm in radius, are positioned at |z| = 34.5 cm
and 46.5 cm. The pixel size of 100 x 150 pm? results in an occupancy of about 10™% per
pixel per bunch crossing. There are ~ 66 x 10° pixels allowing for a hit-position resolution
of 10 — 20 pm, therefore ensuring good separation of narrowly spaced trajectories. The
layout of the whole tracking system is presented in figure 3.8.

In 2017 the pixel detector has been replaced with a new, upgraded system [67], designed
to withstand higher luminosities and PU exceeding 50. Among others the changes include
new geometry of the detector (4 layers positioned at r = 3.0 cm, 6.8 cm, 10.2 cm and
16.0 cm), redesigned end disks). However, new physics search and jet resolution measure-
ment presented in this thesis use data collected prior to the pixel upgrade.

The silicon strip tracker

At the distance of r = 20 — 55 cm the particle flux drops, allowing the use of silicon strip
detectors with the minimum strip size of 10 cm x 80 pm, which gives an occupancy of
~ 2 — 3% per crossing. This part of the detector is named track inner barrel(TIB) and
consists of 4 layers. In the outermost part of the tracker, track outer barrel (TOB), the
particle flux is low enough to enable the use of wider strips of 25 cm x 180 um. To ensure
the coverage at pseudorapidity up to |n| = 2.5, the tracker endcap (TEC) and tracker inner
disc (TID) are mounted perpendicular to the beam line. The silicon strip detector has
more than 15 000 individual strip sensors, it extends to a radius of 1.1 m and is 5.6 m long.

Combined information from pixel and strip detectors allows for precise reconstruction
of tracks over pseudorapidity range |n| < 2.5. For particles with pp > 0.9 GeV the average
track-reconstruction efficiency in the central region (|n| < 0.9) is 94%, and at higher pseu-
dorapidity it is 86%. In the barrel region, muons with momentum py = 100 GeV have a
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relative resolution of 2.8% in pr and 30 and 10 pum in longitudinal and transverse impact
parameter respectively. For vertices reconstructed using at least 50 tracks the primary
vertex resolution is 10 ym in 7 — ¢ plane and 12 pm in z direction [66].

3.3.3 Calorimetry

Calorimeters are designed to measure energy deposits of high-energy particles traveling
through the detector material. Electrons and photons initiate an electromagnetic cascades
by creating, via bremsstrahlung and pair production, electrons and photons with lower
energies. Below a certain energy, photons and electrons dissipate the energy via ionisa-
tion and the photo-effect, consequently stopping the development of the shower. Hadrons
(strongly interacting particles) produce further hadrons through a process called hadro-
nisation, creating the hadronic shower. Around 90% of the hadrons produced are pions.
Neutral pions decay into two photons, which initiate an electromagnetic shower, contribut-
ing to the electromagnetic fraction f.,, of the particles energy. The charged secondaries
dissipate energy through ionisation, excitation and interactions with nuclei. Around 20-
40% of energy is carried by neutrons or absorbed in nuclei recoils and is not detected.

Calorimeters are usually characterized by the ratio of electromagnetic e and hadronic
h calorimeter response (e/h). It can be determined using the ratio of detector response to
pions m and electrons e:

E _ efem + (1 B fem)h

€ (&

(3.6)

where fe, is the electromagnetic fraction for pions, which depends on the energy.

The relative energy resolution og/FE of the calorimeter can be parametrized as

2 2 2
R S N 9
— | =l—=) +|= Cc“, 3.7
<E> <\/E> <E> " (37)
where N represents the noise term, which dominates the uncertainty at low energies and
originates from electronic noise. The stochastic term S represents statistic variations
such as fluctuations in the shower development. At large energies the constant term C

becomes dominant. It originates mainly from non-uniformity of the detector, calibration
uncertainty and radiation damage of the active material used in the detector.

Electromagnetic Calorimeter The electromagnetic calorimeter (ECAL) [65,68] hermet-
ically surrounds the tracking system and is a homogeneous (the entire volume is sensitive)
detector! build out of 61 200 lead-tungstate (PbWO,) crystals in the barrel part and an
additional 7324 crystals in each of the endcaps. The advantage of using a homogeneous
design is that all charged particles are visible, which results in a good statistical preci-
sion. However, such detectors are expensive and they allow only limited segmentation,
which translates into limited spatial resolution. The task of the ECAL is to measure the
energy deposits of electrons and photons. PbWOQOy4 crystals have been chosen for their
short radiation length X2, Moliere radius Rys® and low light decay time [68]. The biggest

!Except the Preshower (PS), which is a sampling calorimeter, in which absorber is sandwiched with signal
generating material.

2 X corresponds to 7/9 of the mean free path of photon for pair production or a mean distance at which
electron loses 1/e of it’s energy.

3Within a cylinder of radius Ry on average 90% of the showers energy will be deposited.



3.3 The Compact Muon Solenoid 25

| [ _—
e = E=l=lal

T

}T\\\\Q

|

L

I

—

Endcap
ECAL (EE)

Figure 3.9: Layout of one quarter of the ECAL detector. [65].

disadvantage of these crystals is their low light yield, which has been compensated by the
use of large-area silicon avalanche photodiodes.
As seen in figure 3.9, the ECAL is divided in 3 sections:

Barrel ECAL(EB) Covers the pseudorapidity range |n| < 1.479. The crystals (blue
rectangles in figure 3.9) are 230 mm long, which corresponds to 25.8 radiation lengths X.
The light produced is collected by photodiodes.

Preshower (ES) A disk-shaped detector installed in front of the Endcap ECAL. It
covers pseudorapidity range 1.653 < |n| < 2.6. The main purpose of ES it the detection of
neutral pions and improvement of position determination of electrons and photons. It is
a sampling calorimeter, where the active material, in this case a silicon strip detector, is
interleaved with passive absorber layers. It is much more finely grained than the endcap.
It was intended to resolve photons from neutral pions and generally to improve the spatial
resolution, beneficial for resolving deposits originating from particles close to one another.
However, the identification and separation powers are significantly impaired by parasitic
signals. As a result, the energy deposits in the preshower are added to the closest endcap
clusters. [69]

Endcap ECAL(EE) The endcap ECAL consists of a disk-shaped subdetectors made
of 220mm long crystals PbWQO,. The scintillation light is collected by phototriodes. It
extends the coverage to |n| = 3.0.

The length of the barrel and endcap crystals corresponds to approximately 24-26 radi-
ation lengths, enough to contain over 98% of energies of the photons and electrons with
momenta up to 1 TeV. The transverse size of the crystals in the barrel and endcap matches
the Moliére radius of the material used, making it possible to resolve hadron and photon
deposits only 5 cm apart from one another [69]. This feature improves the particle iden-
tification capabilities and is one of attributes making the CMS detector well suited to
benefit from Particle flow algorithm. The performance of the ECAL has been tested with
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electron beams [70,71] and the relative energy resolution without the magnetic field has

been measured as 5 o\ 2 o\ 2
ORE - 2.8% 12% 2
(E> _( E) +(E>+(0.3%). (3.8)

Hadronic Calorimeter The hadronic calorimeter (HCAL) [64,65,72] in combination with
ECAL creates a full calorimetry system, allowing for measurement of jets and missing

transverse energy. It is composed of four modules: the hadron barrel (HB), hadron endcap
(HE), hadron outer (HO) and hadron forward (HF) calorimeters (see figure 3.10).

Ring 0 Ring 1 Ring 2

Radius [m]

Distance [m]
Figure 3.10: Layout of one quarter of the ECAL and HCAL detectors. [73].

The HCAL is a sampling calorimeter, with brass alloy serving as the absorber and
plastic scintillators as an active material. In such a detector only part of the shower is
visible, which results in lower statistical precision compared to homogeneous design. On
the other hand sampling detectors are much cheaper and allow for a good transverse and
longitudinal segmentation. Brass has been chosen because of its short interaction length
and non-magneticity.

Hadronic Barrel Calorimeter(HB): The HB calorimeter covers a pseudorapidity range
up to |n| = 1.392 and is completely contained within the magnet. The innermost and
outermost layers of the absorber are made of stainless steel for structural strength; the
remaining 15 layers are made of brass. The scintillator tiles are organized into cells with
a size of A¢p x An = 0.087 x 0.087. The depth of HB calorimeter in terms of interaction
terms A; ranges from 5.8\; at n =0 to 10.6A; at |n| = 1.3.

Hadronic Outer Calorimeter(HO) The HO consists of scintillator tiles mounted out-
side of the solenoid. It uses the magnet as additional absorber material, increasing the
thickness to at least 11.8A;.
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Hadronic Endcap Calorimeter(HE) The HE extends the eta coverage to |n| = 3.0. Up
to || = 1.6 it uses same granularity as HB, above the cells size is A¢ x An = 0.175x0.175.

Hadronic Forward Calorimeter(HF) The HF is a disk shaped detector installed around
the beam pipe approximately 11 meters away from the interaction point. It uses steel as
the absorber interleaved with quartz fibres. The signal is coming from the Cherenkov light
emitted by charged particles passing through quartz and is channelled to the photomulti-
pliers. The HF covers a pseudorapidity between || = 3.0 and || = 5.0 and is organized
into 450 towers in one forward module.

The performance of the HCAL has been tested with particle beams with energies from 2 to
350 GeV [73] and the combined energy resolution of the ECAL and HCAL is parametrised

by
<0E>2 _ (94‘3%>2 + (8.4%)>2. (3.9)

E vVE
For pions with energy E = 50 GeV this parametrization gives an uncertainty of 16%. The
calorimeters of the CMS detector are a crucial component for efficient reconstruction of
particles which are later clustered into jets. The high segmentation and resolution of the
ECAL combined with hermeticity of the HCAL allow for good identification of photons
and high energy resolution of charged and neutral hadrons.
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3.3.4 Muon system

The outermost part of the CMS detector is the muon system. It consists of three types
of gaseous detectors installed in an iron frame, which also serves as a return yoke for
the magnetic field. The measurement of the muons’ momenta is based on the combined
information from the inner tracker and muon system. For muons with momenta up to 200
GeV, the measurement in the muon system is strongly influenced by multiple scattering
and radiation losses in the material before the first muon station: for these muons the
best measurement is given by the inner tracker. However, for high momentum muons the
information from the muon system improves the resolution significantly (See [65]).

The layout of the muon system is shown in figure 3.11. Different detector types have
been used in the various radiation environments:

Drift tube chambers (DT): In the barrel region |n| < 1.2, where the neutron induced
background is small and muon rates are also small, drift tube (DT) chambers have been
used. They are organized in four layers (stations), installed between radii r = 4.0m to
r = 7.0m in such a way, that the high-py muon will always cross at least 3 muon stations.
Each station has a ¢ precision better than 100um in position and 1 mrad in direction.

Cathode strip chambers (CSC): In the endcap region the muon rates and radiation are
high, and the magnetic field is high and non-homogeneous. Cathode strip chambers are
used in that region due to their high radiation resistance and fast response. They cover the
n range 0.9 < |n| < 2.4. CSC is a multi-wire proportional chamber detector, with anode
wires and cathode strips. The signal on the strips is fast and is used in Level-1 triggering;

800 —————————— 11—
i DT eta=0.8 /

R (cm)

700

600

500

400

300

200

100 /5 // _ P
/;/ ﬁ /’/ . I —
0 /é" ——‘ — ] |
0

200 400 600 800 1000 1200

Figure 3.11: Layout of one quarter of the muon system. [65].
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however, the spatial resolution of the hit is coarser than in drift tube chamber. The typical
resolution provided by the chamber is 200um and angular resolution is ~ 10mrad.

Resistive plate chambers (RPC): RPC detectors are used to complement drift tube and
cathode strip chambers for pseudorapidities up to |n| = 1.6. These are gaseous parallel
plate detectors which provide an excellent time resolution; however, the spatial resolution
is inferior compared to the CSC and DT detectors. The RPC are used for trigger system.

Muon identification efficiency is around 95 — 99% high, except in the transition region
In| &~ 1.2 between the barrel and endcap detectors. The momentum resolution for muons
with pr < 100GeV ranges from 1 — 2% in the barrel region to =~ 6% in the endcap and for
pr > 100GeV is is below 10%.

3.3.5 Trigger system

The high luminosity of the LHC means that events with a very low cross section can be
observed, but also means that the event rate will be extraordinarily high. The bunch
crossing rate with 25ns time separation is 40 MHz, and a single event corresponds to
approximately 1 MB of data, which makes it impossible to record every event. Thus an
event selection system has to be employed to preselect interesting collisions and reduce
the volume of the recorded data [65]. The CMS trigger system consists of two main parts,
the Level-1 trigger and High-Level trigger:

Level-1 (L1) trigger: The full resolution data about each event is stored in buffers while
the reduced-granularity and reduced-resolution data is provided to the Level-1 trigger.
Within the time of 3.2us the simplified data from the calorimetry and muon systems is
transferred to the L1 trigger hardware, where the decision is made whether to keep the
data, and that decision is delivered back to the front-end electronics where buffered data is
discarded or transferred further. The L1 decision is based on the so-called trigger primitive
objects such as photons, electrons or jets above certain £ and pp thresholds and on global
objects like missing transverse energy. The event rate after L1 trigger is reduced to less
than 100 kHz.

High-Level trigger (HLT): After an event has passed the L1 trigger selection, it is
forwarded to the High-level Trigger system. The selection at HLT is based on the full
information from the detector and using simplified reconstruction techniques similar to
reconstruction performed later when processing data for use in physics analyses. HLT is
software based, which allows for modification even during the data taking. The event rate
is reduced to the order of 100 Hz.






4 Simulation of particle collisions

The outcome of a collision of particles such as protons, as in case of the LHC, is very
complicated, to say the least. The collision of the protons is in fact an interaction between
two partons, gluons or quarks, that carry only a fraction of the protons momentum.
Particles that are created as a result of the interaction of these partons decay further
into more particles which carry fraction of the initial partons momentum, and then they
hadronize, creating a cascade of particles that interact with the detector material. On
top of that, during a single bunch crossing more than one proton collision happens, which
means that in a single event actually the outcome of several collisions is observed.

The simulation of high energy particle collisions is a very important tool in a variety of
applications, varying from the interpretation of the results of the experiments, to the pre-
diction of the behavior of detectors being designed or optimization of the search strategies.
It relies on Monte Carlo (MC) techniques, which use a sampling of random numbers in
order to make a prediction of a considered value. The brief description of the simulation
process and utilized software is provided below.

4.1 Simulation steps

A simulation of high energy collision follows several steps, overview of which is presented
in figure 4.1. The steps are described below.

Hard process The collision of two protons is in fact an interaction between two partons.
This interaction is usually referred to as the hard process. The interaction is described by
the type of partons that interact (gluons or quarks), the fraction z, of the protons mo-
mentum that the partons carry, and the momentum transfer Q? between the two partons.
Using the factorization theorem [75] the probability of a 2 — X process can be transcribed
as

1 1
o= 3 [ [ o [ ol @)t @dox(@) ()

where 045, x is the cross-section of a given process 2 — X, and f,, fp are the parton distri-
bution functions (PDFs) of the partons a and b. PDFs can be determined experimentally
at deep inelastic scattering experiments. Most precise measurements of the PDFs have
been performed at the HERA collider at DESY! [80].

Parton shower The particles produced in the hard process emit a cascade of softer parti-
cles, referred to as parton shower or final-state radiation (FSR). This evolution is usually
described by a probabilistic shower algorithm. The same effect can be observed for the
initial partons before the hard process. The shower produced from these initial partons
is called initial-state radiation (ISR).

! At HERA the PDFs were measured up to Q? = 1 GeV?. However, knowing PDF at some initial Q2, it
is possible to calculate it at a different scale using the DGLAP evolution equation [76-79]
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Figure 4.1: Schematic of the steps of the event simulation. Taken from [74].

Hadronization The process of showering continues until the produced particles have
energies low enough to form color neutral states. The transition from partons to hadrons
is referred to as hadronization. At this step of the simulation energies are too low to apply
perturbation theory. Hadronization is characterized using two types of models. String
models [81] assume that the color potential depends linearly on the distance between the
particles in the shower, and cluster models [82,83] assume that at some intermediate mass
scales of few GeV quarks and antiquarks form clusters that decay directly into lighter
clusters, and below that scale they hadronize via a two-body decay.

Decay The hadrons formed in the previous step are usually unstable with lifetimes e¢r <
10 mm. The decay of these hadrons into stable particles are modeled based on experimental
and theoretical knowledge about such processes. The particles produced at this step of
the simulation are referred to as generator-level or simply gen particles.

Underlying event Additional interactions within the protons or the interactions of the
remnants of the protons after the hard interaction can produce further hadrons which
contribute to the observed events. Such contributions are broadly referred to as underlying
event (UE)
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4.2 Event generators

The steps described in previous section are calculated using various software called event
generators. There are several event generators utilized in high energy physics, some of
which are described below.

MadGraph5 [84] MadGraph is a leading-order (LO) and next-to-leading order (NLO)
2 — n matrix element generator. It provides a precise description of multiparton processes.
It can generate any tree-level process, however, usually events are generated with n < 6,
since the generation procedure is time-consuming. Because it does not include showering
and underlying event calculation, it has to be interfaced with other event generators, like
Herwig++ or Pythia, using the so-called MLM procedure [85].

Powheg [86-88] Powheg is a next-to-leading order (NLO) 2 — 2 process matrix ele-
ment generator. Similar to MadGraph, it has to be interfaced with other generators, like
Herwig++ or Pythia, since it does not include showering and underlying event simulation.
The NLO computations provide improved QCD modeling.

pythia 8 [89,90] Pythia is a so-called multi-purpose generator, meaning that it can
simulate the whole event including all steps described in section 4.1. It is designed to
simulate hadrons and same-generation leptons collisions. The 2 — 2 hard process matrix
elements are calculated at LO. Hadronization is simulated via the string model. Addi-
tionally, Pythia can be interfaced with other generators to perform only the showering,
hadronization and decay steps of the simulation.

HERWIG [91] HERWIG is a multi-purpose generator. It is designed to simulate lepton-
lepton, lepton-hadron and hadron-hadron collisions. HERWIG uses angular ordering in
generation of parton showers, which provides correct treatment of the coherence of soft
radiation.

4.3 Detector simulation

To predict the signal measured by the detector a full simulation is performed using GEANT4
software [92-94]. This step includes modeling the interactions of the particles with the
detector material, both sensitive and inert, and the behavior of the read-out electronics.
Because this step is very resource-consuming, a simplified method, called fast simulation
[95], has been developed.

The output of the detector simulation is stored in the same format as the collision data.
The next step of the processing of simulated sample is the object reconstruction, discussed
in the following chapter.
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Particles produced in proton-proton collisions interact with the detector, and the signature
which they produce can be used not only to measure their transverse momentum and
energy, but also to identify them. The identification of the particles is performed by
combining the signals measured in the various detector systems and by using them in the
Particle Flow (PF) algorithm [69].

In this chapter the reconstruction and identification of particles measured by CMS
detector is described. First the Particle Flow algorithm is discussed in section 5.1. Then,
the reconstruction of the muons is described in section 5.2 and of the electrons in section
5.3. The discussion of reconstruction of jets, jet energy corrections and the b-tagging
procedure are presented in sections 5.4, 5.5 and 5.6 respectively.

5.1 Particle flow

Modern detectors for measurement of high-energy particles are build according to a cylin-
drical, multi-layered design. These layers, described in chapter 3, are designed to measure
specific particles or their specific properties. This allows for a reconstruction of the physics
objects based on the signals collected with the different subdetectors:

e jets consist mainly of photons and hadrons, whose energy can be reconstructed from
energy deposits measured by the calorimeters.

e clectrons and isolated photons can be reconstructed based on the ECAL measure-
ments in combination with the tracking detector.

e heavy flavor jet tagging can be performed using the information from the tracker, in
particular, the most inner pixel detector.

e muons can be reconstructed using the muon chambers in combination with the
tracking detector.

The identification of these objects can be significantly improved by combining the signals
from different detector parts using the particle-flow algorithm. It was first developed by
the ALEPH experiment at LEP [96] and is planned to be used at future lepton colliders,
like e.g. ILC or CLIC [97,98]. A detector feature crucial for a successful implementation
of the PF algorithm is the spatial granularity of the sub-components of the detector. A
too coarse detector leads to merging of the signals induced by different particles, especially
in the case of electromagnetic and hadronic showers in the calorimeters. The first step
of the event reconstruction is the identification of the tracks in the tracking system and
calorimeter clusters.

Tracks are rendered using the iterative algorithm [99,100]. The procedure starts with
a selection of a seed trajectory, which usually includes two or three hits in the pixel
detector, and is required to pass some quality criteria, e.g. it should extrapolate close to
the interaction point. Then the trajectory is extended to all hits measured in the successive
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layers. The trajectories are extended by one layer at a time, up until the outermost layer
is reached. To decrease the number of considered trajectories, at each layer some quality
criteria are applied to reject the least physical ones. The tracks kept for further analysis
have to be reconstructed using at least 8 hits, to originate from a few mm away form the
beam axis, to have the momentum of at least 0.9 GeV and have no more than one hit
missing along the path. A similar procedure is applied in the muon system, resulting in
muon tracks.

Calorimeter clusters are the basic calorimetry objects and are calculated separately for
each subcomponents of the calorimeter: ECAL barrel, ECAL endcap, HCAL barrel, HCAL
endcap, HCAL forward, HCAL outer and two preshower layers. The clustering starts with
a cluster seed, which consists of the cells with an energy deposit above a certain threshold
and larger than the neighboring cell deposits. Then, the topological clusters are formed by
adding to the seed cluster the cells that have a common side or corner with the seed. The
energy of these cells has to be larger than two standard deviations above the noise level.

Typically, a particle traveling through the detector leaves a signal that consists of the
objects described above. Depending on the type of the particle, its signature might include
a charged particle track, several calorimeter clusters and a muon track. These objects
are combined using a so-called link algorithm. The inner tracks are extrapolated to the
calorimeter system, and if they match a cluster, they are linked together. Additionally,
to account for bremsstrahlung, tangents of the trajectories are also extrapolated to the
clusters. Clusters within ECAL and HCAL are also matched. Finally, the muon tracks
are combined with inner tracking system trajectories.

The particle flow algorithm analyses collections of matched reconstructed objects and
interprets them. Each time a particle is identified, its signal is removed from the further
analysis. First, the muons are reconstructed, followed by identification of the electrons
along with the clusters originating from bremsstrahlung. The remaining high quality tracks
are compared with the clusters they are matched to. If the energy measured using the
calorimeter agrees with the momentum measured using the track, the object is identified
as a charged hadron. Based on the remaining deposits in the ECAL and HCAL photons
and neutral hadrons are identified. If there is no HCAL deposit, or if it is smaller than
15% of the total energy in the cone of radius R < 0.15 around the cluster, the particle is
identified as a photon. If there are deposits in the HCAL, these are interpreted as neutral
hadrons.

The particles identified using the PF algorithm are called particle flow candidates and
they are used to construct more complex objects like jets and to calculate quantities
like the missing energy Fp. Quality criteria applied to electrons and muons used in the
analysis presented in chapters 7-9 are described in sections 5.3 and 5.2 respectively. The
reconstruction, calibration and flavor tagging of the jets are discussed in section 5.4.

5.2 Muon

The muon reconstruction is based on the inner tracker and muon system trajectories. The
muon tracks based only on reconstruction from muon system inputs are called standalone-
muon tracks. They are then extrapolated and fitted with tracks reconstructed from the
inner tracker system, forming the global-muon track. For high transverse momentum
muons, the global tracks have a superior resolution compared to inner tracker trajectories.
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If the muon has low momentum, it may occur that it does not result in a track being
reconstructed in the muon system. However, it should still generate single hits in the
muon detector which can be matched to the inner tracks and may form the tracker muon.
The muon identification is limited to |n| < 2.4, which corresponds to the muon system 7
range.

Muon candidates considered in search for supersymmetry [52] discussed in this thesis
have more strict requirements on the matching between the tracker and the muon-detector
trajectories [101] compared to the standard PF muons. Additionally, they have to pass an
isolation requirement. It is based on the variable I, defined as the scalar sum of transverse
momentum of charged hadron, neutral hadron and photon candidates in a cone of radius
R = +/(A¢)? + (An)? around the muon direction. The radius of the cone depends on the

transverse momentum of the muon and is defined as:

0.2 if pr <50 GeV
R(pr) = {10 GeV/pr if pr € (50,200) GeV
0.05 if pr > 200 GeV

where pr is the transverse momentum of the muon. The isolation requirement for muons
is I <0.2.

5.3 Electron

Most of the electron energy is measured in the ECAL. However, because of the bend-
ing in the magnetic field, electron deposits in the ECAL are spread in ¢, and due to
bremsstrahlung it emits photons tangent to its trajectory. To properly identify all of the
clusters originating from the considered electrons a specialized technique called Gaussian
Sum Filter (GSF) is employed [102]. This algorithm not only identifies clusters caused
by bremsstrahlung, but also estimates the fraction of the energy lost by the electron due
to it. In order to enhance the quality of reconstructed electrons used in [52], they are
required to pass additional requirements on the ECAL to HCAL energy deposits ratio
and on the lateral shape of the ECAL shower [103]. Furthermore, they have to pass an
isolation criteria of I < 0.1, where [ is defined in the same way as for muons.

5.4 lJet

A collimated stream of particles, produced as a result of evolution of parton showers (see
chapter 4), is reconstructed as an object called jet. Choosing a proper definition of the
jet, that encapsulates the evolution of the partons they originate from, is essential for
the measurements and searches performed on the data collected in high energy physics
experiments. In the following section few definitions of the jets will be discussed, and in
section 5.5 a procedure of correcting the jet transverse momentum will be presented.

5.4.1 Jet clustering algorithms

A jet clustering algorithm defines the procedure of combining individual particles into a
jet. The algorithm is required to properly address the effects of collinear splittings of the
particles, a feature called collinear safety, and the emissions of soft particles, which is de-
noted as infrared safety. In perturbive QCD calculations the soft and collinear divergences
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cancel exactly via Bloch, Nordsieck [104] and Konoshita, Lee and Nauenberg [105,106] the-
orems. As a result, the jet algorithms are required to be insensitive to collinear and soft
splitting, a feature referred to as IRC safety.

A detailed overview of the definitions of jets and their practical implications is provided
in [107]. Below, a brief description of the two most common types of jet algorithms, the
cone algorithms and the sequential recombination algorithms, is presented.

Cone Algorithms are historically the first jet algorithms, intended for application in
ete” experiments [108]. Cone jets are typically defined using a geometric and an energy
parameter. In the first definition, the geometric parameter defines the opening angle ¢
of the cone, and the energy parameter € defines the amount of the event energy which
should be contained within that cone. Currently, an updated version of the algorithm is
used, known as iterative cone algorithm. In this algorithm, a seed particle is chosen, and
the momenta of all particles in a circle of size R in the ¢ — n plane around that particle
are summed. The procedure is repeated with the newly summed momenta serving as
the new seed until the jet is stable. The constituents of the stable jet are removed from
the collection of particles and the procedure is repeated again to find another jet. In
this algorithm the original angle ¢ is replaced by the dimensionless jet radius R, and €
is replaced with a transverse-momentum threshold of the jet. A procedure defined in
this way is not collinear safe. This problem is fixed in the seedless cone algorithms,
in which each subset of particles is checked if it forms a stable cone. This procedure
is not very practical for application in CMS, as the number of possible subsets of all
particles grows exponentially. The SISCone algorithm, presented in [109], significantly
reduces the computation time, however it is still more time consuming than the sequential
recombination algorithms.

Sequential recombination algorithms were also developed for eTe™ experiments, and
the first implementation was presented by the JADE collaboration in [110,111]. In these
methods, a metric is introduced, defining the distance d;; between two particles ¢ and j.
Additionally, for hadron colliders, a distance d;p between a particle ¢ and the beam is also
introduced. A metric, invariant under longitudinal boost, is given by

AR
di; = min(k’;, k77) T (5.1)
dip = k¥, (5.2)

where AR;; is the distance between particles ¢ and j in the ¢ — n plane, R serves as an
angular cut-off and p is a parameter which defines the properties of the algorithm. The
first step of the procedure is the calculation of all possible d;; and d;p in order to find the
minimal distance dyin. If dpin is some d;; and it is below some jet resolution threshold
deyt, the particles 7 and j are merged together and form a new particle, and the procedure
is repeated from the beginning. If d,;, is some d;p, particle i is declared as jet, removed
from the list of particles and the first step is repeated. The algorithm ends when there
are no particles left.

The choice of the p parameter defines the behavior of the algorithm. The inclusive
kr algorithm [112] uses p = 1, which results in clustering of jets around soft particles.
Because of that it is necessary to include some minimal py for a jet. Also, kr jets are
likely to be geometrically irregular, complicating the detector calibration. On the other
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Figure 5.1: Visual representation of the preformance of different clustering algorithms on
a parton-level Herwig [117] generated event. Taken from [52]

hand, the algorithm is IRC safe. The Cambridge-Aachen (CA) algorithm [113-115] uses
p = 0. In this algorithm particles with smallest distance AR; ; are clustered. It produces
irregular jets, but is considered suitable for the studies of jet substructure. CA algorithm
is also IRC safe. The anti-ky algorithm [116] uses p = —1 and is the most commonly used
algorithm in the CMS analyses. It starts the clustering from the hardest particles and is
rather insensitive to soft objects. It is an IRC safe algorithm which produces circular jets
which are easier to calibrate.

A visual representation of the performance of different jet clustering algorithms is pre-
sented in figure 5.1. At the CMS experiment the anti-k7 algorithm is used. The typical
cone size used for the 7 and 8 TeV analyses was R = 0.5 and for the 13 TeV it is R = 0.4.
Thus, the jets used for 13 TeV analyses are denoted as AK4 jets. It is important to include
some further classifications of the jets.

PF Jets If the jets are reconstructed using the PF candidates, they are called Particle
Flow Jets (PF Jets). PFJets are the default jets used in CMS analyses. They exhibit
superior performance due to the generally improved resolution of the PF candidates over
e.g. calorimeter-only based objects. To limit contributions from pileup, the so-called
charged hadron subtraction (CHS) technique is employed. The CHS removes charged
hadrons which originate from vertices other than the primary one from the collection of
the particles considered in the clustering algorithm. The resulting jets are denoted as
PFCHS jets. An alternative approach to correct for the pileup contribution to jets is the
Pile Up Per Particle Identfication (PUPPI) [118]. This algorithm calculates a weight for
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each PF candidate, which describes how likely the particle is to originate from pileup.

Calo Jets The jets clustered using only the calorimeter deposits are called Calo Jets.
Although these jets have inferior resolution compared to PF jets, they are used in some
situations. For example Calo jets are used in the L1 trigger calculations, as the PF
reconstruction is not performed at that stage.

Additionally, jets can be reconstructed using not only detector level, but also generator
level objects. Such jets are referred to as particle jets or generator jets and are widely
used in studies, for example in studies of the properties of jets.

5.5 Jet energy corrections

The momentum of a jet measured with the detector and reconstructed using a given
algorithm will not, in general, be equal to the momentum of the jet at the particle level.
Even the momentum of the particle-level jet will not be equal to the one of the original
particle, but this relation will not be investigated in this work. A relation between the
measured and particle-level jet momenta can be investigated using the jet response, which
is defined in this thesis as the ratio of the momentum measured in the detector to the
momentum of the corresponding generator jet. However, given the constrains imposed by
the design of the detector, jet transverse-momentum response R is used, defined as

_ T
R= article (53)
T
where pr is the transverse momentum of a jet and Tarmle is the transverse momentum of

the particle level jet matched to a detector jet. Neutrinos are not included in the clustering
of the jets. For the studies of the calorimeter jet response also the muons are excluded
from the clustering because their momentum is measured using tracker and muon system.
However, for the purpose of the studies of the particle flow jet transverse momentum,
muons are not excluded from the jets [119]. The average value of response (R) is denoted
as jet energy scale and it should be equal to unity (R) = 1. The standard deviation of R
distribution is the relative jet transverse-momentum resolution.

5.5.1 Jet energy calibration

Due to effects like non-linear detector response, pileup and detector noise, the jet energy
scale requires adjustment. To ensure that (R) = 1 Jet Energy Corrections (JEC) have
to be derived. In CMS the calculation of the JEC employs a factorized procedure [120]
schematically presented in figure 5.2. The steps of the procedure are discussed below.

L1 offset correction is the first step of the correction procedure. It is designed to remove
the contribution of particles not originating from the hard scattering, for example from
pileup events or electronic noise, from the energy of the jet. The magnitude of the effect
can be estimated as a function of the offset energy density p [121,122], jet area A, jet pr and
pseudorapidity 7. The offset energy p is defined as the median of the energies measured in
each n— ¢ cell. The use of the median instead of the mean guarantees that the high-pr jets
do not influence the estimate. The jet area is calculated by adding randomly distributed
infinitely soft particles to the event and performing the jet clustering. The area A of the
jet is given by the fraction of the soft particles that were clustered with it. The correction
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Pileup Residuals(n) ' Residuals(pr) = Flavor
MC + RC dijets v/Z+jet, MJB Calibrated

MC

Applied to simulation

Figure 5.2: Consecutive stages of JEC, for data and MC simulation. All corrections
marked with MC are derived from simulation studies, RC stands for random
cone, and MJB refers to the analysis of multijet events. . Taken from [120].
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Figure 5.3: The average offset per additional pileup interaction x4 in data and in simulation
(left) and MC-truth response corrections for different values of jet pr (right).
Taken from [124].

is derived using simulated samples by comparing the pr of jets with and without pileup
contribution. The corrections for differences between data and simulation are derived
from the so-called zero-bias events. The pileup offset can be identified by calculating the
average transverse momentum of the PF candidates in a randomly placed cone. The offset
corrections, along with the data to simulation ratio, are presented in the left plot in figure
5.3. The different sources of the offset are presented in the histogram.

L2L3 MC-truth corrections are derived from simulated samples by comparing the pp
of matched reconstructed and particle level jets. This correction is derived after the L1
offset is applied. The simulated QCD multijet events used for the derivation of L2L3 MC-
Truth correction were generated with the Pythia 8 event generator [89,90] tuned with
CUETP8M1 [123], and the detector simulation was performed by using Geant4 [94]. The
correction is calculated as the mean of the jet response R derived in intervals of pr and |7].
The jets used in the calculation of the response are required to be matched with a distance
parameter AR < 0.2, and the particle level jets do not include the energy contributions
from neutrinos. MC-truth correction, for five values of jet pr, as a function of |n|, are
presented in left plot in figure 5.3. The ranges of different subdetector parts are marked
on the plot.
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Figure 5.4: The |n| dependent L2 (left) and pr dependent L3 (right) residual corrections.
Taken from [124].

L2L3 Residual corrections are intended to correct for the small differences between the
jet responses in simulation and in data and are in fact two separate corrections called
L2 and L3 residuals. The L2 Residuals are derived using the so-called dijet events with
two jets which are back-to-back in ¢ and have pr considerably higher than remaining jets
in the event. These corrections are n dependent and the method is intended to correct
the jet energy scale (JES) of the probe jet with respect to the JES of the reference jet,
where the reference jet is chosen to be in the barrel region || < 1.3. The method uses
two techniques: the first one is based on the pr balance between the two leading jets; the
other is based on the missing transverse momentum projection fraction (MPF). The L2
corrections are presented in the left plot of figure 5.4, The procedure is presented in detail
n [120,125]. The L3 residuals are derived using Z/v+jet events, in which the momentum
of the Z boson or photon « is used as a proxy of the particle level pr of the jet. The
method exploits the fact that the Z/+ and the jet are balanced at the particle level and
the momentum of the v or the leptons from the Z boson decay have small uncertainties.
The L3Res corrects the jet absolute scale and is pr dependent. The values of the L3
corrections are presented in the right plot of figure 5.4.

The uncertainties of the jet energy corrections are an important source of systematic
uncertainties in many analyses. This includes the measurement of the data to simulation
jet energy resolution ratio discussed in chapter 6 and the rebalance and smear QCD
background estimation method presented in chapter 8. The uncertainties as a function of
pr and |n| with the different sources separated are presented in figure 5.5.

5.6 B-tagging of jets

Jets originating from the hadronization of the b quark, called b-jets, are present in many
physics processes. Bottom quarks are for example produced in decays of top quark ¢ —
Wb and are present in many final states predicted by BSM models. Some of the simplified
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Figure 5.5: The uncertainty of the jet energy corrections as a function of pr (left) and |n|
(right). Taken from [124].

models considered in the SUSY search presented in this thesis also predict production
of b quarks. Therefore, an accurate identification of the b-jets is crucial for numerous
measurements conducted at LHC, ranging from precise measurements of standard model
properties, like the mass of the top quark [126-128], studies of the properties of the Higgs
boson, e.g. decays of Higgs boson into b quark-antiquark pair [129-133] and many beyond
standard model searches, like searches for SUSY [52,134-136].

The b-jet identification [137-140], usually referred to as b-tagging, is possible due to the
relatively large lifetime of B hadrons, which is around e¢r = 500pum. The large lifetime
results in a reconstruction of an additional secondary vertex, which is displaced with respect
to the interaction point. Moreover, b-jets are likely to contain soft leptons which are a
product of semi-leptonic decays of B mesons.

The identification of the b-jets in the CMS experiment is performed using the b-tagging
algorithms which calculate a discriminator value for each jet in the event. The discrimi-
nator d indicates how much a jet resembles a b-jet, and usually is normalized to take the
values between 0 and 1. In the case of CSV algorithm discussed below, the d = 0 means
that jet is very unlikely to be originating from a b quark, and d = 1 means that it almost
certainly does originate form a b quark. A jet is tagged as a b-jet, if its discriminator is
above a certain threshold value of the discriminator called working point.

Using simulated events the efficiency of the b-tagging and misidentification probability
can be calculated. The efficiency is the fraction of true b-jets! that have the discriminator
d value above the discriminator threshold, and the misidentification probability is defined
as the probability that a non b-jet is tagged. Three working points are typically used
which correspond to 10%, 1%, 0.1% misidentification probability. They are named loose,
medium and tight working points respectively.

The most commonly used b-tagging algorithm in the analyses of the /s = 13TeV
data collected at the CMS experiment is the so-called Combined Secondary Vertex version
2 (CSVv2) algorithm [139], based on the CSV algorithm [138] used for 7 and 8 TeV
analyses [138]. The discriminator is calculated using a neural network which takes as
an input information about the secondary vertex, provided by Inclusive Vertex Finder

In simulated events a true b-jet contains at least one B hadron.
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Figure 5.6: The efficiency versus misidentification probability of three different b-tagging
algorithms, CSVv2, DeepCSV and cMVAv2. Taken from [142].

(IVF) [141], and displaced tracks. A modified version of CSVv2 is the DeepCSV [142],
which uses the same input variables but uses a different learning algorithm. The other
algorithm used for 13 TeV CMS measurements is the combined Multivariate Algorithm
version 2 (cMVAv2) [139], which uses Boosted Decision Tree BDT [143] and inputs from
CSVv2 and Jet Probability (JP) [138] methods. The performance of the discussed b-
tagging algorithms is shown in figure 5.6. The plot shows how large the misidentification
probability is for a given efficiency.

5.7 Missing transverse momentum

The momenta of the products of a collision of two protons are balanced in the plane trans-
verse to the beam. However, the sum of the transverse momenta of all measured particles
will not be equal to zero because neutrinos escape the detector undetected. The mismea-
surements of the momenta of the particles will also induce some amount of transverse
momentum imbalance. Furthermore, many models beyond SM predict the existence of
weakly interacting neutral particles, which can contribute to the momentum imbalance.

A precise measurement of the missing transverse momentum is important, for example,
for searches for new physics, like the SUSY search discussed in chapters 7-9. It is also
important in measurements where neutrinos are expected in the final states. The missing
transverse momentum is calculated as

ET = - Z 57%7 (5'4)

i=PFcand.
where the sum is over the transverse momenta 177’5 of all particle flow candidates. In fact,
the missing transverse momentum, calculated using the above equation is the so-called
raw-F, as it does not include corrections applied to the reconstructed objects. The jet
energy corrections are accounted for by the type-I corrections [144-146] which replace
the raw jets with corrected ones. The type-I corrected missing transverse momentum is
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calculated using

- corr o L JEC 4,
Er =- Y pt- > @ -5, (5.5)
i=PFcand. j=jets

where p/ JEC and pi" " are the JEC-corrected and uncorrected jet transverse momenta,

and the second sum is over all jets. The additional correction for the pileup offset of the
- COTT

Fr  is called type-II correction. It is based on the assumption that the contribution of
the neutral pileup particles is proportional to charged pileup. Using CHS the contribution
of the charged pileup particles to the transverse momentum imbalance is calculated, and
based on that estimate also the contribution from neutral pileup is calculated. However, if
both type-I and type-II corrections are applied, some of the neutral particles are corrected
for twice. This contribution is considered to be negligible and is ignored.






6 Jet transverse momentum resolution measurement

A good understanding of jets and their properties is crucial for many measurements and
searches performed within the CMS collaboration. Events with jets in the final state are
used in such fundamental analyses as measurement of the strong coupling «y [147] or of
the weak mixing angle 6y [148], but also in searches for physics beyond SM, e.g. a search
for supersymmetry in multijet events with missing transverse momentum [52].

The resolution of jet transverse momentum plays a significant role in many analyses.
In the measurement of jet cross sections, (e.g. [149]), it is necessary to describe migration
effects. Jet migration' is an effect, in which a jet with a particle level transverse momentum

p%r“th below a given threshold pk%in is reconstructed with a piF® above that threshold

e > pg’?n. For a measurement that is binned in pp it is important to understand
how many jets will migrate between the search intervals due to resolution effects. In
the aforementioned supersymmetry search [52] jet resolutions are used to determine the
background originating from QCD multijet events. The estimation of that background
is discussed in detail in chapter 8. A good understanding of the jet response allows to
predict the background where one or more jets are significantly mismeasured, which leads
to fake missing transverse energy.

In this chapter jet response will be discussed and a measurement of the ratio of the jet
transverse momentum pr in data and in simulation will be presented. This measurement
was documented in [150], written by author. The method utilizes the momentum con-
servation in the dijet events, and has been implemented before in CMS [151], [120]. A
similar method using ~y+jets has also been used in the past [120]. The work was mainly
based on doctoral theses by M. Schréder [152] and K. Goebel [153], which presented the
measurement of jet transverse momentum resolution in CMS data collected at 7 TeV and
8 TeV center of mass energies respectively.

6.1 MC-Truth response

Particle-level jets can be accessed in simulated data samples. They are represented by
the generator-level jets. This allows for a direct access to the response distribution, which
in this case is referred to as MC-truth response. In this thesis response distributions
were prepared using QCD multijet sample generated with MadGraph and showered with
Pythia. The tune used was CUETP8M1.

For the calculation of the response the two leading, i.e. with highest pp, genera-
tor jets were matched to detector-level jets by minimizing the distance in n-¢ plane
AR = /An(g,d)? — A¢(g,d)?, where g and d denote generator- and detector-level jets
respectively. The jet is not matched if AR < ARq: = 0.25.

Response R depends on the momentum and pseudorapidity of the jet. There are several
reasons for that dependence. As described in the section 3.3.2, 3.3.3, the resolution and
response of the detector subsystems depend on the energy of the jet.

!Migration can be defined for any variable describing any physical object, for example transverse energy
or mass of an electron.
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Figure 6.1: Jet response histogram for |n| < 0.522, pr € (96,165)[GeV] (left) and pr €
(366,456)[GeV] (right).

An example of response histogram are presented in figure 6.1. Both the QCD cross-
section and pile-up weights have been applied to the simulation sample used to prepare
these plots. As may be seen in figure, the response consists of two contributions: the
Gaussian-like core and the non-Gaussian part denoted as tails, mainly visible in the low
response region. Tails are usually of order O(1073 — 1072) of the bulk.

There are mainly two effects that result in the fluctuation of the response around the
mean value. First is the intrinsic resolution of the subdetectors, and the second one is
the performance of the Particle Flow and jet clustering algorithms. Electronic noise and
pile-up also contribute to the reconstructed momentum of the jet, increasing its expected
value. This offset is corrected for using jet energy calibration. More details about the
subdetector systems have been summarized in section 3. Some aspects of the energy and
momentum measurement at the calorimeters, tracking detector and PF algorithm have
been presented in [69,73,151].

The resolution of the pr in tracking is mainly caused by the limited precision of measur-
ing the curvature of the track. At high values of pr it is mainly due to finite hit precision
uncertainty, while at low pr it is caused by multiple scattering. Overall, the precision of the
track measurement deteriorates with increasing momentum. However, the opposite effect
can be observed in the calorimeters, where the uncertainty decreases with increasing pr.
At low momentum the measurement is highly influenced by electronic noise and pileup, in
intermediate momentum range, the leading cause of mismeasurement are fluctuations in
showering, and at high pr inhomogeneities and miscalibration of both calorimeters play
the leading role. In the barrel region (n < 0.8) the ECAL has an uncertainty of the
measurement of the energy of electrons better than 2% [154] and of the photons ranging
1.1 —2.4% [155]. In endcap for both photons and electrons the uncertainty increases up to
5%. On the other hand the HCAL resolution is significantly lower, e.g. for a 50GeV pion
it is around 18% [73]. There are plenty of reasons for a decrease of precision compared
to ECAL. The response of this subdetector to hadrons is lower than to electrons, and the
electromagnetic fraction is not constant property of showering. Additionally, the HCAL
is a sampling detector, in which the shower is not fully visible because only part of the
detector is active, and which are in general less precise. The ECAL is a homogeneous de-
tector, in which same material serves as absorber and active medium. In such a detector
all charged particles in the shower are visible. Furthermore, jets contain several hadrons,
and their showers can overlap.

Fortunately the impact of low resolution of HCAL on the final jet momentum measure-
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ment is constrained by PF algorithm. Charged particles and photons, momenta of which
are measured by combining tracker and ECAL information, carry ca. 85% of the energy of
the jet. However, the HCAL contribution gets sizeable in two cases. First is the forward
region, where no tracking is provided, and second is at very high pp, when the calorimetry
resolution is better than that of the tracking.

The other source of mismeasurement of the jets pr is the particle flow algorithm, for
which again different processes dominate the uncertainty in different momentum ranges.
At low pr track identification efficiency is the most significant source of uncertainty, while
at high pr the uncertainties of single hadron response corrections take over.

The choice of the jet clustering algorithm along with its parameters also impact the jet
pr resolution. Some of the particles might be too soft or too separated geometrically from
the shower to be clustered into the jet, but also it might happen that the particles from
the underlying event get clustered into a jet.

The effects behind the formation of the non-gaussian tails are different from the ones
described above. Jets that contribute to these have been severely mismeasured. One
class of jets for which this might happen include ones formed by a heavy flavour quark
decaying semi-leptonic, where a fraction of momentum is carried by a neutrino v that
escapes the detector undetected. Other effects include: shower leakage, which means that
not all energy has been deposited in instrumented regions; punch through effect, when due
to rather small interaction length of ~ 6 nuclear interactions at small 7, some particles
escape the calorimeter; finally malfunctions of detector elements.

6.2 Dijet Asymmetry

As introduced earlier in section 5.5 the jet transverse momentum resolution corresponds
to the width of the distribution of the response R. Jet response can be accessed directly
in simulation and is used to calculate MC-Truth resolution, this information however is
not available in data. The information about JER has to be accessed in an indirect way.
This is achieved by employing the dijet asymmetry method. In this method, the events
with at least two jets are selected, and the asymmetry A is defined for the two leading
jets by

1 2

Pr — P 1

A=PLEE = k) (6.1)
Pr 2

where p%p and p% denote momentum of the leading and sub-leading jet, and the p7’® is the

average momentum of the dijet system. Assuming that the asymmetry follows a normal
distribution, the mean deviation can be calculated using

oa= |2 |owh) @ |25 oh). (62)
Pr

Furthermore, assuming that jets are balanced at a particle level and have been measured

in similar conditions, namely they have been in the same n region, the mean values of the

momenta (pt) = (p2) = (pr) and respective uncertainties o(pk) = o(p%) = o(pr) are

equal. Substituting these in 6.2 gives the relation between jet response width o(pr) and

asymmetry width o4

o(pr) _ o
o) = V204. (6.3)



50 6 Jet transverse momentum resolution measurement

36 fb' (13 TeV) 36 fo' (13 TeV)
3 S
@ 10_1 L + Data @ 10 E + Data
E °. [] simulation E [ simulation
C N P, < (300.366) [GeV] 102 p, < (300,366) [GeV]
r » <05 E : mi<05
102 g 0, < 0.05 [ 0, <03
E —3 o
C " 10 E %o o
L \ + E $ee R
107 E + + 104 & +
; {1 ! : W * W t
E | L | L L | L L L E L | L L L | L L L | L L L
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8
asymmetry asymmetry

Figure 6.2: Histogram of absolute value of asymmetry |A| in data and simulation, for py €
(300,366), |n| < 0.522 and two intervals of additional jet activity, « < 0.05 on
the left and o < 0.3 on the right.

The methods using this relation have been applied at the Tevatron experiments [156]
[157], at ATLAS [158], and also at CMS on 7TeV [152] [151] and 8TeV data [153] [120].

6.2.1 Realistic dijet events in data and Monte Carlo simulation

The ideal dijet topology, for which eq. 6.1 and 6.3 have been derived, is not realized
in nature. The balance between the partons is distorted due to a momentum transfer to
additional partons before or after the hard interaction, denoted Initial State Radiation ISR
and Final State Radiation FSR respectively. To parametrize the introduced imbalance of
a dijet system, an additional jet activity is introduced, which is defined as the ratio of the
third leading jet momentum p:} to the average momentum of the dijet system p7’®

3
bt
ave ’

pr

The impact of this additional hadronic activity can be shown on figure 6.2. As seen on
the plot, an additional imbalance introduced by ISR/FSR jets increases the width of the
asymmetry, which would lead to a bias in the measurement if left untreated. The impact
of a and a method of correcting for it will be discussed with more detail in section 6.5.
As described in section 6.1 jet resolution depends on pr and 7. Asymmetry inherits

that dependence, thus o4 has to be measured in intervals of these variables. However,
instead of using intervals of pr of the leading jet, the average momentum p$’® has to be
used. This is due to the fact that the jet-pr spectrum is steeply falling with momentum,
which in case of binning in pr would mean that more jets with low p‘?pen would migrate
into given interval than jets with high p7™", introducing a bias towards jets with higher

resolution. Using p7’¢ allows for reduction of such bias.

o=

(6.4)

6.3 Samples and Event Selection

6.3.1 Dataset and threshold

In the presented analysis multijet events from pp collisions recorded with CMS detector
at /s = 13 TeV were used. The used data sample correspond to an integrated luminosity
of 36.8 fb~!. The events are selected using a set of triggers which are based on the average
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. Offline
Trigger threshold (GeV)
HLT DiPFJetAvedo 51
HLT DiPFJetAve60 74
HLT DiPFJet Aves0 96
HLT_DiPFJetAvel40 165
HLT DiPFJetAve200 232
HLT_DiPFJetAve260 300
HLT DiPFJetAve320 366
HLT_DiPFJetAved00 456
HLT DiPFJetAve500 560

Table 6.1: Triggers used for dijet selection in data with their thresholds.

Trigger (forward) 81111:;01 d (GeV)
HLT _DiPFJetAve60_HFJEC 72
HLT_DiPFJetAve80_HFJEC 95
HLT DiPFJetAvel00_-HFJEC 118
HLT DiPFJetAvel60_HFJEC 188
HLT _DiPFJetAve220_ HF JEC 257
HLT DiPFJetAve300_ HF JEC 354

Table 6.2: Forward triggers used for dijet selection in data with their thresholds. These
triggers work from 7 = 2.5 and are used for n > 2.8.

momentum of the leading jets p7’, as defined in 6.1. Two sets of triggers were used,

standard dijet triggers and forward dijet triggers, intended for use at higher pseudorapidity
1 regions, where a slightly modified version of the procedure is applied. This Forward
Eztension will be described in section 6.7. Both sets of triggers, along with their thresholds,
are listed in tables 6.1 and 6.2

6.3.2 Event cleaning

Some defects in the performance of the detector or in the reconstruction algorithms might
result in a significantly misreconstructed jets. Several cleaning filters have been applied
on the data to remove events that might suffer from these problems:

Good vertex: At least one high quality vertex is required to be present in the
event. A vertex is recognized as good if it is located not further away from the
nominal point than 24 c¢m in z direction and 2 cm in zy plane. It is also required to
have at least 4 tracks pointing towards it.

Beam halo: Vacuum in the beam pipe is not perfect, which results in protons in-
teracting sometimes with residual gas. Interactions like that produce muons parallel
to the beam, which can be identified in the CSC of endcap disks (CSC' tight halo).
An alternate version of the beam halo filter (Global tight halo) is also applied. It
uses also information from calorimeters and checks for characteristic patterns of halo
muon interactions, like out-of-time hits and long 7 size in barrel.
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Noise in calorimeters: If a particle hits the electronics, wiring or generally in-
strumentation of the calorimeters, it can result in an anomalous signal from that
part of detector. The pulse shape and timing information are used to identify noise
originating from such events (HBHE noise filter). There is also a separate filter
dedicated to rejecting events with isolated noise activity in the calorimeter (HBHE
Isolated noise filter).

Dead ECAL cells: Due to malfunctioning read-out electronics or crystals, around
1.2% of ECAL cells are not working. If a jet is aligned with such a channel, the energy
of that cell can be still estimated from trigger primitives. This method however has
a narrower application range, and if the estimated energy is close to the saturation
energy, it most likely means that it was strongly underestimated.

To remove contamination from tf and W+jets events, it is required that no isolated
muons or electrons with pr > 15 GeV and n < 2.4 are present. Additionally, quality
criteria for jets are applied, namely the electromagnetic fraction of the energy of the jets
above 15 GeV is required to be below 90%.

6.3.3 Event selection

As explained in section 6.2.1, realistic dijet events will not be imbalanced only due to
resolution effects. To ensure that events resembling dijets are selected, and thus the
equation 6.3 holds, several selection criteria have to be applied. Events with at least
two jets with pr > 30 GeV are selected. Leading jets are required to be approximately
back-to-back in the transverse plane

A¢(pp, py) > 2.7. (6.5)

This criterion suppresses contribution of events that are strongly imbalanced. Another
selection to reduce same contribution is the cut on additional jet activity «

o < 0.3. (6.6)

As mentioned earlier, to ensure validity of the assumptions made to derive equation
6.3, namely (pk) = (p%) and o(p}) = o(p%), events are binned in intervals of average
momentum p§’® and absolute value of the pseudorapidity |n|. p3’® bin edges correspond
to trigger thresholds summarized in tables 6.1 and 6.2, and 7 bins are chosen to reflect
the geometry of the detector. Using trigger thresholds as bin edges ensures that each bin
is populated by events triggered by one trigger path. In case of 5 binning, both leading
jets are required to be in the same |f| interval, meaning that they have been measured
using the same detector subsystems. Events are also recorded in bins of . This binning
is inclusive, meaning each bin contains events with a € (0, naz). Values of appqq, pr and
|n| bin edges are listed in the table 6.3.

6.4 Asymmetry width

The jet transverse momentum resolution was defined as standard deviation of the gaussian
part of the R distribution. The same definition applies to the width of the asymmetry
distribution o 4. Assuming that the asymmetry follows a normal distribution, its standard
deviation would be equal to the width parameter of a Gaussian function fitted to the
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histogram. This method of calculating o 4 was used in 7 TeV measurement [152]. However,
starting from the 8 TeV measurement, presented in [153], alternative method of calculating
o 4 has been adopted, where the root mean square of the distribution with respect to A = 0
is calculated:

1
oA = v A2, (6.7)
o 2
where y; is the frequency of the asymmetry value A; and the sum covers 98.5% of the
whole distribution, starting from zero. This method proves to be more stabile, especially
in pr and 7 intervals with low events yield. The uncertainty of o 4 is given by

oA
V2ness

where nqyy is the number of effective entries in the range specified for equation 6.7. Ef-
fective entries for an unweighted histograms is simply number of entries. For weighted

Ao g = (6.8)

0| 0, 0.522, 0.783, 1.131, 1.305, 1.740,
1.930, 2.043, 2.322, 2.5, 2.853
In|, forward extension 0, 1.131, 1.305, 1.740, 1.930, 2.043,

2.322, 2.5, 2.853, 2.964, 3.139, 5.191
pI¢(GeV), (central) | 51, 74, 96, 165, 232, 300, 366, 456, 569, 1500

pive(GeV), (forward) 72, 95, 118, 188, 257, 354, 1500
Cmaz 0.05, 0.1, 0.15, 0.2, 0.25, 0.3
Table 6.3: Bin boundaries of the asymmetry distributions. Forward triggers are used for
n > 2.853.
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Figure 6.3: The example of asymmetry distribution with the frequency y; and asymmetry
value A;, used in equation 6.7, highlighted.
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histogram it is the number of unweighted events that would be necessary to get a his-
togram of same statistical power as the weighted histogram.

To ensure that the non-Gaussian contribution doesn’t bias the measurement, the width
has to be calculated only in range where asymmetry A is Gaussian. This is done by
excluding 1.5% of points with highest A values.

6.5 Corrections for additional jet activity

Equation 6.3 holds for an ideal dijet. However, as shown in figure 6.2, contribution from
additional jets, originating in e.g. from soft radiation or hard process, increases the mea-
sured asymmetry width. To compensate for that effect an extrapolation procedure is
employed. For each |n| and p§’® interval the measured widths o 4(aumee) are extrapolated

to a — 0 assuming linear behaviour,

OA(Umaz) = Qmaz + b (6.9)

and the y-intercept b of the fitted function represents the width without additional hadronic
activity. The linear dependence of the asymmetry width on a4, has not been derived
from first principles. However, as can be seen from figure 6.4, the linear assumption is
very well justified empirically. Fit uncertainty of parameter b is used as the statistical
uncertainty of extrapolated width o 4(amaer — 0). The correlation between asymmetries
in different g, intervals is addressed by minimizing

Y2 =dyTC tdy, (6.10)
where dy = Ymeasured — Ypredicted @and C' is the covariance matrix, defied as

)2 74 T

6.11
S (6.11)

Cij (UAi’ UAj) = (AUAi
where n; ; denote number of events in i-th and j-th ay,e, bin. The result of such extrap-
olation is presented in figure 6.4.

6.6 Particle level imbalance

The dijet events, both in data and in simulation, are not perfectly balanced at the particle
level. This can be seen from the blue plot in figure 6.4, which represents the extrapolation
of the widths of asymmetry distributions measured using generator level jets.

The origin of this particle level imbalance (PLI) is e.g. initial and final state radiation.
Due to the fact that only the detector effects on the resolution of jets are meant to be
measured, the PLI contribution has to be subtracted from the extrapolated detector level
widths. This is achieved using the following expression

_ [ 2 2
OJER = \/UJER,tot —OpLI (6.12)

where both o gR 0t and opr; are widths extrapolated to a — 0 for detector level and
generator level jets respectively.

The resolutions acquired in that way are presented in figure 6.5. The function fitted is
the so-called NSC function
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Figure 6.4: Plots of the fits to asymmetry widths as a function of additional hadronic
activity . The black points and line represent data points, red color
represents detector level simulation and blue represents truth level simulation.
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Figure 6.5: Jet resolutions for data and monte-carlo simulation (MC) as a function of pr
for |n| € (0,0.522)
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o(pr) = oz + — +C?, (6.13)

introduced already in equation 3.7. These functions are used to derive one of the systematic
uncertainties which will be described in a further part of this chapter.

6.7 Extension of the asymmetry method at higher
pseudorapidities

The asymmetry method described above uses events with both jets in the same || region,
which allows the use of the simplified equation 6.3. However, in the forward pseudorapid-
ity intervals jets tend to have lower momentum pp, which means that they are triggered
using highly prescaled trigger paths, which leads to low event count in these measure-
ment intervals. In order to improve the statistics at higher pseudorapidities a modified
asymmetry method was implemented, which will be referred to as forward extension.

In this modified method the assumption that both jets are observed in the same pseu-
dorapidity intervals is dropped. This means that (pt.) = (p2.) = (pr) assumption is kept,
but uncertainties of the jets are not equal o(p}) # o(p%). In that case the resolution of
one of the jets, referred to as the reference jet, has to be known to calculate the resolution
of the second jet, which will be referred to as the probe jet. The equation 6.2 acquires the
following form

robe ref 2
o) 4ot — (2er ) ) (6.14)
(pr) (pr)

where o 4 is the width of asymmetry distribution constructed using events for which one

ref
of the leading jets is in a predefined reference region |1, | for which the resolution U(é)) §> )

O_(p’;}robE)

()

is known, and the other one is in the probe region |,,ope| for which the resolution
is measured.

The choice of the reference region is arbitrary. It is preferred to be well populated, which
is why it is chosen to be |n,..f| € (0,1.131). The intervals in 7 for the forward extension
are defined in table 6.3.

The procedure of subtracting the reference region resolution is executed in two steps.
First is to measure asymmetry distribution using a standard method for the reference
region |n| € (0,1.131) and to calculate the resolutions for that pseudorapidity interval.
Then the NSC function (6.13) is fitted to these measured resolutions. The resulting
function is presented in figure 6.6. The second step of the procedure is to subtract the
reference region resolution from the forward extension measurements for |n| > 1.131 using
the NSC function obtained in the first step of the procedure.

After the correction for the reference region resolution the PLI contribution is sub-
tracted, which is done same way as for the standard asymmetry method. The resolution
obtained this way are presented on figure 6.7.
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Figure 6.6: Jet resolutions for data as a function of pr for the forward extension reference
region |n| € (0,1.131). The fitted NSC function is used to subtract reference
region resolution from the forward extension measurements for |n| > 1.131 as
prescribed by equation 6.14.
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Figure 6.7: Relative jet resolutions for data and monte-carlo simulation (MC) as a function
of pp for |n| € (1.305,1.740) calculated using forward extension.

6.8 Jet resolution data to simulation ratios

The last step of calculating the jet resolution data to simulation ratios, commonly referred
to as jet resolution scale factors, is to divide the resolutions obtained in previous steps
and to average them in each pseudorapidity interval. This is conducted separately for
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Figure 6.8: Ratios of jet resolutions for data and monte-carlo simulation (MC) as a function
of pr for |n| € (1.305,1.740) calculated using standard method (left plot) and
forward extension (right plot). For that pseudorapidity interval both results
are consistent within statistical uncertainties.

the resolutions obtained using the standard asymmetry method and its forward extension.
The example of the result of such procedure for both methods for |n| € (1.305,1.740) are
presented side by side in figure 6.8 (green points). Additionally to the nominal procedure,
scale factors are calculated for a simplified extrapolation to v — 0 in which correlations
between the points are not treated (the magenta points and fit) and without extrapolation,
taking the asymmetry widths for ., = 0.15 (blue points). Interestingly, results of
the nominal procedure and the one with simplified fit agree very well. However, the
big advantage of using the nominal procedure is that there is no need of calculating a
systematic uncertainty originating from the correlation between the points.

6.9 Systematic uncertainties

Additionally to the statistical uncertainties there are certain systematic effects that might
be influencing the result. The sources of these uncertainties will be discussed in this
section.

All systematic uncertainties, except the ones originating from the py dependence of scale
factors and the difference between standard method and forward extension, are calculated
by varying the method in a certain aspect and measuring the shift of the data-to-simulation
ratios compared to nominal measurement

0SF(Data/MC) = SF(Data/MC)modifica — SF(Data/SF)nominal- (6.15)

PU reweighting The pileup distributions in data are calculated with a nominal minimum
bias cross section of 69.4 mb. To calculated the influence of the choice of min-bias cross
section, the calculations are repeated for a cross section varied to 72.4 mb (PU up) and
66.0 mb(PU down). These distributions are used to reweight simulation so that it matches
the pileup conditions observed in data.

Particle-level imbalance As described in section 6.6, the measured resolution is corrected
for the imbalance at particle level. To estimate the systematic uncertainty on PLI, the
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Figure 6.9: Ratios of jet resolutions for data and monte-carlo simulation (MC) as a func-
tion of pr, for all |n| intervals, calculated using standard method. On each
plot three measurements are presented: green points are results obtained us-
ing the correlated fit which is the nominal method used, the magenta points
represent the results obtained using a simple linear fit which does not treat the
correlations between inclusive oy, intervals. The blue points, used as a cross
check, present the results for which, instead of performing the extrapolation,
the asymmetry widths for a;,q; = 0.15 are used in the calculation.

opr1 is shifted by 25% up and down

_ 2 2
OJER = \/9JER,tot — fopLr s (6.16)



60

6 Jet transverse momentum resolution measurement

Scale factor

Scale factor

Scale factor

36 fb' (13 TeV) 36 fb! (13 TeV) 36 b (13 TeV)
1&5 [#2/ndf=2.664/7 [ 2/ ndf =2.789/ 7 % ‘Bf [%2/ndf =8.802/7 [ 2/ ndf =9.074 / 7 % [%2/ndf =5.097 /7 [/ ndf =5.142/ 7
E | seao Factrt.15 s 0012 220011 8 E | sealo Factor1.124 0010 | scalo Factor1.127 0010 8 | sclo Factor 1131 0016 | Scal Factor .13 002
e % 249776 @ 6 @ ndt 452178 o 21t 312776
E [ E ©
145 Scalo Facor 1,081 0012 Q 14 Scalo Factor 1.063:: 0010 o Scalo Facto1.025 £ 0,017
E 2 «
[ S e b, 44 4 [
=1 —— S——  — ) A R I B W N
ISR ¥ | LI v Tt
08 08
s — onaTmiote, 06l —— oBaTAIcte, E —- ofENelE
o0af- —— BATA/GME, corelated oaf- —— oBATMGME, corelated] oaf- —— BATMGME, corelate
= - obarotss 02 - obaotss 02F - opaotty
Bl b b b b b L Lo S P SUR FEU FETE FETT FUUTL FURRL PR TR ol b b b b Lo benn Lo Ly
100 200 300 400 500 600 700 800 900 1000 100 200 300 400 500 600 700 800 900 1000 100 200 300 400 500 600 700 800 900 1
T T T
(a) || € (1.131,1.305) (b) || € (1.305, 1.740) (¢) [n] € (1.740,1.930)
36 b’ (13 TeV) 36 b’ (13 TeV) 36 b (13 TeV)
E ‘ 2 %2/ ndf = 1565/ 7 Sk ‘/} ndf = 3.281/7 | x2/ndf = 3.583 /7 =} ‘y;’ ndf =10.88/7 |2/ ndf = 11.27 /7
18— O 1.8 o
E 8 F = 205002 cor 1 8 [s= 5+ 004] | Scale Factor 1338 £ 0.043
e 21 15876 o 6 416876 < ndt 757916
E < F I +
14— Scale Factor1.039 = 0.026 O 14— Scale Factor 1.045 + 0,020 O 14— | Scale Factor 117+ 0,035 |_|
e aE , @ E
12 L4 1e———— 12 \ i i
O S f H E LTt N S T T w
1= L ¥ T T 1= I Ty T 1= +
08F 08F 0.8
osf- —— ogammiae, 08 —— oRATAIGS, 08— - oSENelG
04 —$— GATWGUS, corelated 04 —$— GOATNGYS, corelated 04f —4— GOANIGYS, corelated
02f- = obimoty 02f- - obaoty 02F - obagoty
Bt | | | | | | | | B | | | | | | | | S | | | | | | | |
00 200 300 400 500 600 700 800 900 1000 00 200 400 400 500 600 700 800 900 1000 100 200 800 400 500 600 700 800 900 1
Pr T T
(d) |n| € (1.930,2.043) (e) n] € (2.043,2.322) () In| € (2.322,2.5)
36 fb' (13 TeV) 36 fb! (13 TeV) 36 b (13 TeV)
155— [%2/ndl =5.859 /7 [ 42/ ndi = 7.176 /7 % , E | L[ x2/ndi=1146/4] | % ‘B; [27ndi= 04559 /442 /ndf = 4.113/4
E s actry 479+ 0044 | sl Factort g5 - 0.2 8 F # T ﬂ Factor 18337 0.061 8 F sl Fator 11770020 | s Factor 11715 0022
o i L [Tema wwmro| | o - IR B o e e Toers
ET T [ S aE t 5500 S E ! st 12100
12 +— Jf t @ 12 @ i — ;
£ t t £ £ LA ¥
1= 1= =
08 08
osf- T oamole, 06 —4- oSl - oSEelE,
o 4; —— oBATA/GNS, corelated] 0_4; —— oBATM/GUS, corelated —4— oBATA/GYS, corelate
= - obaotss 02 - obaots, - opaotty

R RS PN P FES FEEEE FENTy STy R
200 300 400 500 600 700

(g) In| € (2.5,2.853)

Scale factor

100 200 300 400 500 600 70

(h) |n| € (2.853,2.964)

36 b’ (13 TeV)
¥2/ndf= 255/3
115720036
” e
145 Scale Factor.007 £ 0.027
1l b
F # A T
= 4
I
08F
osf- ool
04f- —4— oBATWGME corelated]
ozf- —H obiols,
Bt | | | | | | | |
100 200 300 400 500 600 700 800 900 1000
pT

() n| € (3.139,5.191)

T N P P R T R
100 200 300 400 500 600 700 800 900 1

T

(i) |n| € (2.964,3.139)

Figure 6.10: Ratios of jet resolutions for data and monte-carlo simulation (MC) as a func-
tion of pr, for all |n| intervals, calculated using forward extension. On each
plot three measurements are presented: green points are results obtained us-
ing the correlated fit which is the nominal method used, the magenta points
represent the results obtained using a simple linear fit which does not treat
the correlations between inclusive a4, intervals. The blue points, used as a
cross check, present the results for which, instead of performing the extrapo-
lation, the asymmetry widths for au,., = 0.15 are used in the calculation.

with f = 0.75,1.25 respectively.
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Jet energy scale Jet energy scale is corrected using calibration factors. To estimate the
uncertainty originating from that jet energy scale, these correction factors are varied up
and down by their uncertainties.

a-range The extrapolation technique described in section 6.5, which is used to account
for additional hadronic activity, has not been theoretically derived and is based purely on
empirical observation. The method is based on a assumption that the width of asymmetry
distribution scales linearly with additional jet activity a. However, pr > 15 GeV cut used
in the measurement translates into amm, = 15GeV/pfe. To access lower a values the jet
pr cut is changed from 15 GeV to 10 GeV. In this way the linear assumption is tested for

lower o values.

Non-gaussian tails As described in section 6.4, for the calculation of the asymmetry
distribution 1.5% of highest asymmetry points are rejected. It is possible that the tail
contributions in data and simulation do not cancel out. To test that effect the truncation
point is changed to 5%.

Standard-Forward methods differences Due to the fact that the scale factors calculated
using standard method and forward extension do not agree within the statistical uncer-
tainties in some of the pseudorapidity intervals, a non-closure uncertainty is calculated by
taking the half of the difference between the obtained results:

OST-FE diff = (OJER,FE — 0ST)/2. (6.17)

pr dependence In the calculation the scale factors are assumed not to depend on pp.
This is mostly due to the fact that the calculation is limited by statistical uncertainties,
which are too high to measure precisely the dependence of the scale factors on transverse
momentum. To test the validity of the assumptions, the resolution in data and simulations
are fitted separately and the ratio of the fits is used as a cross check with the constant
scale factors. The following function is fitted to simulation

Flor) - \/ MiZie (6.1)

P br

with pr = p3’¢. If the scale factors did not depend on momentum, there should be a

single correction to the above function to all parameters N, S and C, that would be equal
to the constant data to simulation resolution ratio. However, this is not true and some
pr-dependence of the scale factors can be observed. To measure that effect, the data is
fitted with the following formula

f(pT) — \/(I'CNS2 N)2 + (kNS ) 5)2 + (kC . C¢)27 (619)
br br

where parameters N, S and C are taken from the fit to simulation and are fixed, and
parameters kyg and ko are allowed to change. Both fits are presented on figure 6.5
and 6.7 for standard method and forward extension respectively. The ratio of the fitted
functions is compared with the constant scale factors on figure 6.11. The uncertainty is
calculated as the difference between the NSC fits ratio and constant scale factor at the pp
corresponding to the lowest measured point. Due to large fluctuations of the difference for
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Figure 6.11: Jet resolution scale factors for standard method (left) and forward extension
(right) compared with the ratio of the NSC fits to data and simulation resolu-
tions for |n| € (1.305,1.740). The difference between the constant fit and the
NSC functions ratio at the pr corresponding to the lowest measured point is
displayed in the legend. This value is used in the calculation of the systematic
uncertainty.

the consecutive 7 bins, the average of the calculated uncertainties in three regions, defined
by the ranges in n € (0,1.131,2.853,5.2), is calculated.

6.9.1 Combination of systematic uncertainties

All uncertainties for standard method and forward extension are listed in tables 6.4 and 6.5
respectively. The systematic uncertainties, except for the FE-ST difference, are summed
in quadrature

o(syst) = Z oV, (6.20)

i#FE—ST

The total uncertainties with each of the sources are plotted on fig 6.12 for both standard
method and forward extension. The main source of uncertainty is the pr-dependence.
The rather conservative approach in calculating this uncertainty was chosen because some
analyses rely mainly on low momentum jets, for which the effect of the pr dependence is
the strongest. For both methods the total uncertainty is highest for the transition region
In| € (2.322,2.964) and the systematic uncertainties fluctuate the most in that interval.
This is again due to low number of events entering these intervals and the dynamically
changing geometry of the detector.
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Figure 6.12: Break-up of the sources of the uncertainties of the jet transverse momentum
data to simulation ratios.
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Table 6.6: The combined data to simulation resolution scale factors with full uncertainties

|n| range | ScaleF ST FE StatUnc | SystUnc | ST-FEdiff | fullSyst | fullUnc
0-0.522 1.1595 || 1.1595 | 0.0000 | 0.0052 0.0642 0.0000 0.0642 | 0.0645
0.522-0.783 | 1.1948 || 1.1948 | 0.0000 | 0.0113 0.0642 0.0000 0.0642 | 0.0652
0.783-1.131 | 1.1464 || 1.1464 | 0.0000 | 0.0084 0.0627 0.0000 0.0627 | 0.0632
1.131-1.305 | 1.1609 || 1.1845 | 1.1354 | 0.0161 0.0982 0.0246 0.1012 | 0.1025
1.305-1.740 | 1.1278 || 1.1229 | 1.1342 | 0.0099 0.0979 0.0057 0.0981 | 0.0986
1.740-1.930 | 1.1000 || 1.0804 | 1.1198 | 0.0263 0.1028 0.0197 0.1047 | 0.1079
1.930-2.043 | 1.1426 || 1.1332 | 1.1475 | 0.0512 0.1099 0.0072 0.1101 0.1214
2.043-2.322 | 1.1512 || 1.1081 | 1.1951 | 0.0306 0.1008 0.0435 0.1098 | 0.1140
2.322-2.5 1.2963 || 1.1549 | 1.3220 | 0.0814 0.2064 0.0835 0.2227 | 0.2371
2.5-2.853 1.3418 || 1.2534 | 1.5032 | 0.0619 0.1559 0.1249 0.1997 | 0.2091
2.853-2.964 | 1.7788 || 0.0000 | 1.7788 | 0.0648 0.1900 0.0000 0.1900 | 0.2008
2.964-3.139 | 1.1869 || 0.0000 | 1.1869 | 0.0197 0.1228 0.0000 0.1228 | 0.1243
3.139-5.191 | 1.1922 || 0.0000 | 1.1922 | 0.0386 0.1437 0.0000 0.1437 | 0.1488

6.10 Results

The data to simulation ratios are calculated by combining the result of the calculation
of standard method and forward extension. For || < 1.131 only the standard method is
used, and for |n| > 2.853 only forward extension is used. For the intermediate eta range,
where the forward and standard method overlap, the scale factors are calculated using
weighted average, with the weights calculated using

1

weight = 5.
O-gtat + O-gyst

(6.21)

Statistical and systematic uncertainty calculated with Eq. 6.20 are averaged. Then the
total uncertainty is calculated as

o(total) = \/Ugtat + 02,0+ 0Fp_gr- (6.22)

The data to simulation ratios of the jet energy resolutions are presented in table 6.6.
The standard method, forward extension and combined ratios with full uncertainties are
presented in figure 6.13. Standard method and forward extension agree well in region
In| € (1.131,2.322), however the disagreement for the last two overlapping intervals is the
reason for introducing the non-closure uncertainty. The data to simulation ratio in the
pseudorapidity |n| € (2.853,2.964) interval is exceptionally high, which is caused by several
factors. The tracking detector extends only to |n| = 2.4, therefore for this interval there
are no tracks, reducing the quality of the energy measurement. Additionally, it is a region
where the coverage of endcap calorimeters ends and the coverage of forward calorimeter
starts. This transition region covers several different components of the detector, which
results in a lower efficiency of object reconstruction and is the reason to treat that region
separately. Moreover, it is a very narrow interval, which reduces the statistical precision
of both jet resolution scale factors and jet energy corrections.

In figure 6.14 the calculated data to simulation ratios are compared with the results ob-
tained for 7 and 8 TeV data. The scale factors for all three results are in good agreement
for [n| > 1.131. The overall higher total uncertainty of the 13 TeV measurement compared
to 8 TeV result comes mostly from a more conservative approach to pr-dependence un-
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Figure 6.13: Data-to-simulation ratios for jet pp resolutions (magenta) for results obtained
with standard method, shown with blue points, with forward extension,
shown with green points, and for combined results, shown with magenta
shaded rectangles, the darker area represents only systematic uncertainty
while the lighter color shows full uncertainty.

certainty, which increased from around 2% for 8 TeV to 6-10% for 13 TeV. For the barrel
region the results for 13 TeV are visibly higher than for 7 and 8 TeV, which might have
several explanations. The higher pileup conditions of 2016 data might have an influence,
however the influence of changing the pileup scenario was measured to be negligible. Other
effect might be deterioration of the crystals in the ECAL, which become opaque due to
radiation damage. For example, the response of the endcap ECAL is expected to drop
from 70% after collecting 10 fb=1, to 30% after collecting 100 fb~1 [159].
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Figure 6.14: Data-to-simulation ratios for jet pp resolutions (magenta) for results obtained
for 2016 datasets at 13 TeV compared with results for 7 and 8 TeV pp colli-
sions at the LHC. Full uncertainties are presented for all three results.

6.11 Qutlook

The intervals in additional jet activity a used in the dijet method are inclusive, meaning
that the intervals are defined as a € (0, aypqz). This introduces correlation between the
measured points which has to be properly treated in the extrapolation procedure. A
possible modification to the method would be to apply exclusive « intervals. For exclusive
intervals of «, the linear dependence of the width of asymmetry distribution can be better
motivated than in case of inclusive intervals, but the calculation of the width of the
distribution requires fitting of a gaussian function, which is less stable than the root mean
square used in the current implementation.

Other possible modification of the method is redefinition of the « variable. Instead
of using the full momenta of the jets, o defined as projection of the 3'd jet transverse
momentum on a dijet axis, could be used:
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Figure 6.15: Sketch of the expected asymmetry distribution for exclusive intervals of « in
case of jets ordered randomly.

?T,?, 1 P ?T,l - ?Tg _ (6.23)
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The dijet axis can be defined by the vector ¢ obtained by subtracting the transverse
momenta vectors of the leading jets. The definition of the modified « variable is illustrated
in figure 6.16. The « definition includes the component of the transverse momentum of
the additional jet that introduces the imbalance in the dijet system, while it is insensitive
to the part that can be seen as a boost of the whole system. Moreover, ) could have very
small values, as pr 3 can be perpendicular to the dijet axis. This not only could improve
the o — 0 extrapolation, but also removes the problem of addressing the a-range in the
systematic uncertainties. Furthermore, for a given exclusive ¢ interval, the asymmetry
would have a non zero expected value which would manifest in a double-peak structure of
the asymmetry distribution, sketched in figure 6.15. These results were calculated using
simulated QCD events generated and showered with pythia8 [160], and the response of
the detector was simulated using Geant4 [92-94].

Combination of these two modifications gives a good explanation of the linear depen-
dence of asymmetry width on additional jet activity. The first results look promising,
however more work is required. The example of the a; — 0 extrapolation is presented in
figure 6.17.

=



6.11 Outlook

69

—Jet2_:.-":

Jet1

éJet3J_

o2 [yet3)  Jet3

Figure 6.16: Illustration of the definition of the «.
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Figure 6.17: An example of the a; — 0 extrapolation for exclusive intervals of «.
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Table 6.7: QCD simulation samples used in the studies of exclusive o intervals.

Simulation sample
QCD_Pt_5t010_-TuneCUETP8M1_13TeV _pythia8
QCD_Pt_10t015_TuneCUETP8M1_13TeV _pythia8
QCD_Pt_15t030_TuneCUETP8M1_13TeV _pythia8
QCD_Pt_30to50_TuneCUETP8M1_13TeV _pythia8
QCD_Pt_50t080_TuneCUETP8M1_13TeV _pythia8
QCD_Pt_80t0120_-TuneCUETP8M1_13TeV _pythia8
QCD_Pt_120t0170_TuneCUETP8M1_13TeV _pythia8
QCD_Pt_170t0300_TuneCUETP8M1_13TeV _pythia8
QCD_Pt_300t0470_TuneCUETP8M1_13TeV _pythia8
QCD_Pt_470t0600_TuneCUETP8M1_13TeV _pythia8
QCD_Pt_600t0800_TuneCUETP8M1_13TeV _pythia8
QCD_Pt-800t01000-TuneCUETP8M1_13TeV _pythia8
QCD_Pt_1000t01400_TuneCUETP8M1_13TeV _pythia8
QCD_Pt_1400t01800_TuneCUETP8M1_13TeV _pythia8
QCD_Pt_1800t02400-TuneCUETP8M1.13TeV _pythia8
QCD_Pt_2400t03200_TuneCUETP8M1_13TeV _pythia8
QCD_Pt_3200toInf_TuneCUETP8M1_13TeV _pythiag

6.12 Non-gaussian tail resolution measurement

The jet transverse momentum response consists of two contributions: the Gaussian-like
core and non-gaussian tails. The measurement of the data to simulation ratio of the
jet resolution was investigating only the gaussian part of the response and asymmetry
distribution. For most of the measurements conducted at CMS this is sufficient. However,
a good understanding of non-Gaussian tails is necessary to fully describe the jets. The
effects responsible for the formation of the tails include semi-leptonic decays of the heavy-
flavor jets and instrumental effects such as shower leakage and punch through effects. Even
though the tails are of the order of O(1072 — 1073) of the bulk of the jet response, they
have to be accounted for in measurements in which heavily mismeasured jets play a role.
An example of such an analysis is the search for supersymmetric particles presented in
chapters 7-9, in which mismeasurements of jet momenta can result in a high fake Hp.
The estimation of the background originating from events with such fake H 1 is presented
in chapter 8.

In this chapter a rough estimation of the scale factors of the non-Gaussian response
tails is presented. The procedure follows similar steps to the measurement of the scale
factors of the jet resolution. It was discussed in [152], where a much more in-depth study
is presented. The calculation presented in this section was conducted as a part of the
rebalance and smear QCD background estimation method presented in chapter 8 of this
thesis.

The dataset used and event selection are discussed in section 6.12.1. In section 6.12.2
the analogue of the asymmetry width for the tails, the so-called tail fraction, is introduced.
Afterwards, in section 6.12.3 the correction for additional jet activity is presented. Finally,
in section 6.12.4 the obtained data to simulation ratios are presented.

6.12.1 Dataset and simulation samples

The calculation was performed using the dataset and simulation samples listed in tables 6.8
and 6.9 rspectively. Additionally, the simulation was smeared using jet energy resolution
scale factors documented in [161]. The jet energy corrections are different from the ones
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used for the core measurement and resolution scale factors applied are not the ones listed
in table 6.6 because the results presented for the tails were derived with an earlier version
of those corrections. The smearing procedure is performed by scaling the reconstructed
momentum pp of the jet with a factor

>pT — plruth

, 6.24
o (6.24)

cjER = 1+ (sjER — 1
where pgl"“th is the momentum of the particle-level jet matched to the scaled detector-level
jet and sygR is the data to simulation resolution scale factor. This procedure is performed
so that the core resolution in simulation and data agree and the tails can be consistently
defined and compared.

Table 6.8: Standard model QCD simulation samples used in the measurements of the jet
response non-gaussian tails. All cross sections are calculated to LO.

Dataset (b1
JetHT Run2016B 5.8
JetHT Run2016C 2.6
JetHT Run2016D 4.2
JetHT Run2016G 7.6
JetHT Run2016H 8.4

Jet energy corrections: Springl6_25nsV8p2

Table 6.9: Standard model QCD simulation samples used in the measurements of the jet
response non-gaussian tails. All cross sections are calculated to LO.

Simulation sample o (pb) (b1
QCD_HT100t0200_-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 27990000 0.3
QCD_HT200t0300_-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1717000 0.03

QCD_HT300t0500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 351300 0.16
QCD_HT500t0700_-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 31630 1.97
QCD_HT700t0o1000-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 6802 6.68

QCD_HT1000t01500-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1206 12.54
QCD_HT1500t02000-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 120.4 98.23
QCD_HT2000toInf_ TuneCUETP8M1_13TeV-madgraphMLM-pythia8 25.42 239.26

Jet energy corrections: Spring16_25nsV8p2

The definition of the asymmetry and the event selection are exactly same as described
in sections 6.2 and 6.3.3 respectively. The triggers used are same as the ones described
in section 6.3.1, however the trigger thresholds used are slightly different. This is due to
the fact that different jet energy corrections were applied compared to jet response core
measurements.

Due to the fact that tails constitute only tiny fraction of the asymmetry distribution
they are much more susceptible to statistical fluctuations. As a result, a much coarser
binning in |n| and pr has been used in the tail measurement. The intervals are listed in
table 6.10.

6.12.2 Fractional tail contribution

As mentioned earlier, the jet response and jet asymmetry consists of the core and tails. The
core follows a normal distribution, and the tails can be simply defined as the remaining,
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7]

0, 1.131, 2.322, 4.7

p7¢(GeV), (central) | 51, 73, 95, 230, 365, 1500

pive(GeV), (forward)

51, 73, 95, 230, 365

Umax

0.05, 0.1, 0.15, 0.2, 0.25, 0.3

Table 6.10: Bin boundaries of the asymmetry distributions used for the measurements of
the non-gaussian tails. Forward triggers are used for > 2.853.
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Figure 6.18: The asymmetry distribution (green points) with the tail component (blue
points) and a gaussian function (red curve) fitted in the range A € (0, 2-0gqus)-
The blue points were obtained by subtracting the fit from the distribution.
The distribution was obtained from simulation, with p{*¢ € (366,456) and
In| € (0.783,1.131).

non-gaussian part of the asymmetry or the response. The definition of the tails is visualised
in figure 6.18. The tail region is defined for A > 2.5 044us, Where 04qys is the width of the
gaussian function fitted to the core of the distribution. The fitting is performed iteratively
in the range A € (0, 2:04qus), with the fitting range updated after each iteration. The value
of 0gaus is initially taken to be the RMS of the distribution calculated using equation 6.7,
and it was found sufficient to repeat the fitting 3 times. The tail threshold A;.;; = 2.5-0gqus
is calculated using simulated events for the lowest au;q, = 0.05 interval of each of pr and

|n| intervals, and the same threshold value is used for varying amq, intervals for both
simulated and data asymmetry distributions.

The tails can be described using a value called tail fraction, defined as
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Figure 6.19: Tail fraction fyeym as a function of e, for pf’® € (73,95) and |n| €
(0,1.131). Exponential function fitted to data (blue line) and simulation
(green line).

Number of events in the tail

fasym = (6.25)

Number of events in total distribution’

To calculate the number of events in the tails N;,; the gaussian part of the asymmetry
is subtracted from the distribution. To do that the distribution is fitted with a gaussian
function using the same procedure as for the calculation of the tail threshold. To calculate
Nyqir the result of the subtraction (blue points in figure 6.18) is then integrated in the range
A € (Aggi,0.8). Number of events in total distribution Ny, is an integral of the whole
distribution. Using these values fysym is calculated for each aynqz, pr and |n| interval.

6.12.3 Additional jet activity extrapolation

Similar to asymmetry width, the tail fraction fusyn, increases with growing av,q,. However,
as can be seen in figure 6.19, the dependence on additional jet activity is not linear but
exponential. The points are fitted with function

f(Qmaz) = b-exp(a - amaz), (6.26)

where parameter b corresponds to the fusym With no additional jet activity. The particle
level imbalance (PLI), which had to be addressed in the jet energy resolution data to
simulation ratio measurement (see section 6.6), is expected to cancel in the case of tail
measurement.
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6.12.4 Data to simulation ratios of response tail fractions

In the events which contribute to the tails of asymmetry distribution one or both jets from
the dijet system were significantly mismeasured. This means that there is a high chance
that these events are assigned to the wrong p7’® interval. This effect is expected to occur
with same frequency in simulation and in data, which leads to a conclusion that it should
cancel out. With that assumption, the scale factors of the tail fractions are calculated for
each pr and |n| interval:

ggﬁ% (Qmaz — 0)

g;sz (Ctmaz — 0)°

Ptail = (6.27)

The ratios calculated for different pr intervals in each |n| interval are averaged, and a
single scale factor is derived for each pseudorapidity range. The uncertainties of the core
scale factors are propagated to the tail measurement and used as a systematic uncertainty.
Based on the measurement presented in [152] it is expected to be by far the dominant
source of systematic uncertainties. The ratios calculated using equation 6.27 along with
the statistical and systematic uncertainties are listed in table 6.11.

Table 6.11: Jet transverse momentum response tails data to simulation ratios.

n range | ratio | statistical unc. | systematic unc.
0.-1.1 1.143 | £0.052 +0.03

1.1-23 | 0.906 | £0.056 +0.061
2.3-4.7 | 0.88 +0.18 +0.04

6.12.5 Outlook

The measurement presented in this section was a rough estimation conducted as a part
of the rebalance and smear calculation (see chapter 8). For the future applications it
is recommended to re-derive the response tail scale factors using the latest jet energy
corrections (JECs) and resolution scale factors. The study was conducted in a time when
the JECs were still in development and they changed significantly. This might have had
an impact on the stability of the measurement of the fqsym. The study could be improved
by conducting it using a finer binning in |n| and full systematic uncertainties evaluation.



7 Search for supersymmetry

Searches for new physics, including searches for supersymmetry, are one of the main goals
of the LHC physics program. Among them the searches for squarks and gluinos are
of particular interest, as the corresponding potential cross sections at pp collisions are
large. Such searches have previously been conducted for center of mass energies of 7
and 8 TeV [162-164], as well as using 13 TeV CMS data from 2015 as in [136], of which
the analysis presented in this chapter is a direct successor. These searches observed no
significant excesses in the search regions and set the lower limit for the gluino masses,
depending on the simplified model used for the interpretation, to values between 1440
and 1600 GeV. The data collected with the CMS detector in 2016, which has significantly
higher integrated luminosity compared to 2015 dataset, provides the opportunity to further
extend the reach of the conducted search in the means of gluino and squark masses.

The search [52] that is presented in this chapter is performed in the fully hadronic
final state, searching for R-parity conserving squark and gluino pairs production. Such
events would feature jets and missing transverse momentum J; which would arise from
the weakly interacting LSPs. The analysis is performed on the data corresponding to
35.9fb~! collected with the CMS detector at LHC CERN in 2016.

7.1 Decay channels

For the purpose of a search for squarks and gluinos various simplified models (see section
2.3.2) are considered. In all of them the lightest neutralino X! is the LSP. For gluino
production the models T1qqqq, T1tttt as shown in figure 7.1a, T1bbbb, T1tbtb as shown in
figure 7.1b and T5qqqqV'V as shown in figure 7.1c are considered. In T1qqqq, each gluino
decays into a light-flavor quark-antiquark ¢¢ pair. T1bbbb and T1tttt are similar models
with gluinos decaying into bottom quark-antiquark bb and top quark-antiquark tf pairs,
respectively. In the T1tbtb model, shown in figure 7.1b, the gluino decays as g — fbﬁ“
or it’s charged conjugate, and the lightest chargino )Zf decays further into a neutralino
and off-shell W* boson ﬁ: — X?W*i. In the T5qqqqV'V scenario, shown in figure 7.1c,
the gluino decays to a light quark-antiquark pair and a next-to-lightest neutralino 9 or a
chargino )ﬁc. The %9 and )Zli decay into an Z and W™ bosons respectively.

Additionally, three mixed gluino scenarios are considered where gluinos can decay as
g — Xy, § — bbx?, g — tbx{ or § — btx;, with three sets of branching ratios.

Three simplified models of squark production are considered: T2tt, T2bb and T2qq.
In these scenarios the squark (antisquark) decays into a respective quark (antiquark) and
neutralino yJ.

Supersymmetric particles not involved in the described processes are assumed to be
infinitely massive, and the SUSY particles considered decay promptly except for the LSP,
which is considered to be stable.

There are several Standard Model processes which would yield same signature as the
simplified models described above. These SM backgrounds include events with top quarks,
events with W or Z bosons and QCD events. The first two backgrounds will be discussed
in more detail in section 7.6, and the QCD background will be discussed in chapter 8.
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(¢) T5qqqqVV (d) T2tt

Figure 7.1: Feynmann diagrams of some of the considered simplified model signal scenar-
ios. Taken from [52].

7.2 Event selection

The signal models that are considered in this analysis differ by the number of expected
jets, called Nje s here, and tagged bottom quark jets, called Npje; here. To maximize the
sensitivity, the so-called baseline selection criteria are applied:

Njets > 2 The events are required to have at least 2 jets that pass the kinematic cri-
teria, with jets defined as Particle Flow jets with transverse momentum pr > 30 GeV
and pseudorapidity |n| < 2.4. Additionally, jets are required to satisfy the so-called jet
identification (jet ID, [165]) criteria which are intended to reject fake, badly reconstructed
and noise jets while keeping 99% of real jets.

Hyt > 300 GeV with Hp being the scalar sum of the momenta of the same jets defined
as in the point above.

Hr > 300GeV where = — ZjetsﬁT with sum over jets satisfying pr > 30 GeV and
[n| < 5. They also have to satisfy jet ID. It is important to underline here that the
definition of jets in the calculation of the missing transverse momentum differs from the
definition used in the previous two points,

Muon and Electron veto Muons are required to satisfy pr > 10 GeV and |n| < 2.4.
To make sure that the muons from b-hadron decays are not vetoed, muons are required
to pass the isolation criteria I < 0.2. Electrons are required to have pp > 10 GeV and
|n| < 2.5. Similarly to muons electrons are required to satisfy isolation I < 0.1. Events
with electrons or muons satisfying these requirements are vetoed.

A®(Hy,jet;) Most of the QCD events that pass the above selection will have a signifi-

cantly mismeasured jet, which will lead to a high value of ﬁT. In that case, the missing mo-
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mentum vector will be aligned with the momentum vector of the mismeasured jet, which al-
lows for an efficient discrimination of the QCD events. Events are selected if the azimuthal
angle between the Hy and two highest-py jets is higher than A® (M1, jets 2) > 0.5. Ad-
ditionally, for the events with 3 jets, it is required that A®(Hy,jets) > 0.3, and for
Njets > 4 also A®(Hr,jety) > 0.3.

Isolated track veto The dominant source of the SM background after applying the above
selection are events with single-top, tf-pair or W+jets production, in which one of the W
bosons decays leptonically W — lv. Approximately half of these events will have a W
decaying into tua, which in turn decays hadronically, and half will have a W decaying
into electrons or muons which are not identified or do not satisfy the isolation criteria.
To reject these backgrounds, events with at least one isolated track are vetoed. The track
isolation Iy is defined as scalar sum of the momenta pr of other charged tracks within
a cone of radius AR = 0.3 around the primary track normalized by the momentum of
the track. In case a track has been tagged as leptonic by PF algorithm, it is identified
as isolated track if it has momentum pp > 5GeV and isolation Iy < 0.2, and in case
of hadronic tracks, it is required to have pr > 10GeV and isolation Iy < 0.1. Isolated
track vetos can also reject signal events, so isolated tracks are vetoed only if they satisfy
myp(track, ET) < 100GeV, where m7 is the transverse mass of the sum of isolated track
and missing energy.

7.3 Triggers
The following set of triggers were used for the selection of the events:

e HLT PFMET100 PFMHT100 IDTight,
e HLT PFMET110 PFMHT110 IDTight,

HLT PFMET120 PFMHT120 IDTight,

HLT PFMETNoMul1l00 PFMHTNoMul00 IDTight,
e HLT PFMETNoMul10 PFMHTNoMul10 IDTight,
e HLT PFMETNoMul20 PFMHTNoMul20 IDTight.

The efficiency of these triggers depends on the jet multiplicity, H7 and J and is computed
using a Bayesian neutral network (BNN, [166]). This is an alternative to measuring the
efficiency of the triggers in intervals of the variables they depends on. Neural networks
(NN) are functions that can map input variables into outputs. Such a network is trained
with events for which the desired output is known: in particle physics analysis it is trained
on sets of signal and background events. A bayesian neural network is a NN with a
prior imposed on it, which solves the problem of overfitting a neural network. Overfitting
occurs when the output function fits very well or exactly to the training sample, but fails
to describe additional samples.

The BNN is trained on a single electron data sample for which events that pass one
or more of the triggers are treated as signal, and events that fail all six of the triggers
are treated as background. The single electron trigger that is used to select the training
sample is fully efficient in the part of the kinematic phase-space that is considered. The
result of the procedure is an estimate of the trigger efficiency
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Figure 7.2: The trigger efficiency as a function of H,, measured using the BNN (blue
curve) and measured in bins (histograms) for Nje,s = 6 and various values of
Hyp. The green curves represent the 1 standard deviation uncertainty of the
efliciency estimate.

p(6ls)
p(6ls) + p(6]b)

BNN = P(s|6) = (7.1)

where 6 represents the input variables, namely Hy, H, and Njets, and s and b denote
the events for which a trigger was fired and not fired, respectively. The output of the
procedure is a set of functions rather than a single function, the standard deviation is
defined as the 68% containment interval of the outputs, and the central value is calculated
as the mode of them. The trigger efliciency calculated using BNN is presented in figure
7.2. The events are selected with the triggers and weighted according to the prescale of
the lowest trigger that was fired, and the trigger efficiency is calculated using the BNN
approach.

7.4 Event cleaning

Some events are affected by the misbehavior of the detector or by particles not originating
from the analyzed collision. These kind of events are rare, however they tend to have large
missing energy E-p, which means that they can enter the signal regions (see [146]). To
remove these events from the selection, they are rejected based on certain filters, sources
of which are listed below.

Beam halo The vacuum beam pipe of LHC contains some residual gas, with which
protons can interact. The products of these interactions, mostly muons, are collimated
along the z-axis of the detector and create the so-called beam halo. The signature of
the signal left in the detector by these particles allows for eflicient discrimination, with
rejection of around 85% events in the halo-enriched simulated sample, while maintaining
very low mistag rate below 0.01%.
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Anomalous HCAL signals Anomalous signals within the calorimeters are identified using
multiple filters. An HBHE' noise filter is based on geometrical patterns and pulse shape
and timing of the signal. It rejects machine-induced noise that can arise, for example, in the
read-out electronics. Additionally, the energy deposits in the calorimeters are combined
with the hits in the tracker, and if the deposits in HCAL are isolated, they are rejected
by the HBHE isolated noise filter.

Dead ECAL-cells In the ECAL many of the spurious and noise signals are removed on
the reconstruction level, based on information from the ECAL only. However, there are
some effects that are left uncorrected. Some of the ECAL towers do not provide precise
read-out. This can be partially compensated using trigger primitive (TP) information,
however for high energy deposits this method is not precise. To reject events where we
can not depend on TP level information, an FCAL dead cell trigger primitive filter is
used. Additionally, five ECAL endcap (EE) supercrystals(clusters of crystals) have been
identified to give anomalously high energy deposits. To identify these signals, an EF bad
supercrystal filter is applied.

Bad PF muon In the muon tracking, low-quality muons are rejected. However, the
high-pr tracks survive this procedure, and are considered as charged hadrons which enter
the calculation of ﬁT. These events are rejected using Bad PF muon and Bad charged
hadrons filters.

Bad/noise jets Sometimes noise can be identified as a jet. Fortunatelly, these jets tend
to have anomalously high fractions of photons and neutral hadrons. Consequently, we
reject events with jets that pass pp > 30 GeV and || < 5.0 but do not pass the loose
jetID selection.

There are some additional effects that are compensated for. To make sure that high
Fr is not caused by a failure in the Particle Flow algorithm, events with PF missing
energy (PFMET) much higher than missing energy calculated using only calorimeter de-
posits (CaloMET), that is with PFMET /CaloMET> 5, are rejected.

Abnormally high energetic jets have been observed in the forward region with pseudo-
rapidity values |n| € (3.0, 3.1). To reject events with such jets a thresholds on the ratio of
scalar jet momentum sum Hp of jets within the tracker coverage |n| < 2.4 and in the full
coverage || < 5.0 is set to H»/H%4 < 2.0.

Sometimes a muon is misreconstructed as a jet. The events with jets with pr > 200
GeV for which more than half of the energy is originating from muons are rejected.

7.5 Search variables

The search intervals are defined using four variables: the number of jets N, the number
of bottom quark jets Npje, the scalar sum of jets momenta Hr and the amplitude of the
vector sum of jets momenta, or missing transverse momentum, J/. The intervals in jet
and b-tagged jet multiplicity are as follows

'HBHE - HCAL barrel and and endcap
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Figure 7.3: Schematic view of the Hy and M, plane showing the search intervals, labeled
1 to 10, and the QCD control bins, C1, C2 and C3, used for the evaluation of
the QCD background. Figure taken from [52].

® Njei: 2, 3-4, 5-6, 7-8, > 9;
b ijet: 05 17 2, Z 3,

Intervals with Nje; = 2 and Nyje; > 3 are dropped, as it would be empty by definition.
The binning in Hy and 1 is presented in figure 7.3, and the intervals are listed in table
7.1. Ten kinematic regions are defined. For Nj,; > 7 bins 1 and 4 are discarded as they are
sparsely populated. Also events with large H; and small Hr are not included, as these
events most likely originate from mismeasurements. The total number of search bins is
174. Additionally, 49 QCD sideband bins are defined, which are used to derive transfer
factors for the QCD estimation method described in section 8.3.

7.5.1 Aggregate search regions

To provide the interpretation of the results, a likelihood fit to the complete set of search
bins is made. For easier interpretation, 12 so-called aggregate search regions are intro-
duced, which are defined by summing some of the nominal search intervals. Each aggregate
search region is tailored to represent one of 12 particularly interesting signal topologies
which are listed in table 7.2. For each of these bins the results will be interpreted as a
single-bin analysis, which allows for simpler re-interpretation.



7.5 Search variables 81

Interval | H1[GeV] | Hr[GeV]
C1 250-300 300-500
C2 250-300 | 500-1000
C3 250-300 >1000

1 300-350 300-500
2 300-350 | 500-1000
3 300-350 >1000
4 350-500 350-500
5 350-500 | 500-1000
6 350-500 >1000
7 500-700 | 500-1000
8 500-700 >1000
9 >750 750-1500
10 >750 >1500

Table 7.1: Intervals in Hy and M, used to define the search bins. Intervals C1, C2 and
C3 are defined for the validation of the QCD background estimate. Intervals 1
and 4 are not used for search bins with N;.; > 7. Taken from [52].

Region | Heavy flavor? Parton multiplicity Am | Njet Ny_jer Hrp [GeV] Hrp [GeV]
1 No Low Small | >2 0 >500 >500
2 No Low Large | >3 0 >1500 >750
3 No Medium Small | >5 0 >500 >500
4 No Medium Large | >5 0 >1500 >750
5 No High All >9 0 >1500 >750
6 Yes Low Small | >2 >2 >500 >500
7 Yes Low Large | >3 >1 >750 >750
8 Yes Medium Small | >5 >3 >500 >500
9 Yes Medium Large | >5 >2 >1500 >750
10 Yes High All >9 >3 >750 >750
11 7-like Small | >7 >1 >300 >300
12 7-like Large | >5 >1 >750 >750

Table 7.2: The targeted topologies and aggregate search bins corresponding to them.
Taken from [52].



82 7 Search for supersymmetry

7.6 Backgrounds

Backgrounds can be divided into three categories. One category consists of top quark
and W+jets events, which can be subdivided into further two categories, the so-called
lost-lepton and hadronic 7. Another background is the Z — vv events, referred to as Z to
invisible. Third, background from QCD events. All backgrounds are evaluated using the
so-called data-driven methods, in which the background counts are calculated from the
data control regions (CRs).

In the following sections, the backgrounds originating from lost-lepton events(Sec. 7.6.1),
hadronic-7 decays(Sec. 7.6.2) and Z — vv events (Sec. 7.6.3) will be discussed. The QCD
background estimation method rebalance-and-smear is one of the main topics of this thesis
and will be discussed in chapter 8, and the validation of the prediction with second QCD
background estimate will be presented in chapter 8.3.

7.6.1 Lost-lepton background

A background from W+jets and top quark events can arise when the W boson decays
leptonically W+ — [*7 but the charged lepton is "lost”. This can happen if electrons
or muons, also originating from tau decays, are not within kinematic acceptance, are not
reconstructed, or are not isolated. To calculate the event counts originating from this
background, single-lepton control regions are defined, and the events from these control
regions enter the search regions with a weight that represents the probability of the lepton
being lost. The method is explained in detail below.

The CRs are defined with the standard triggers and selection, apart from the lepton
veto and isolated track veto that are not applied. The CRs are defined separately for
electrons and for muons, with exactly one electron or muon present. The transverse mass

of the sum of the missing momentum £, and the lepton has to be below approximately
the mass of the W boson my < 100 GeV. This reduces possible signal contamination,
while keeping majority of the SM events. The signal contamination is in most of the signal
regions negligible, but for certain model points it can become as high as 60% for large
values of Njet, Ny—jer, Hr and H . This issue is addressed in the interpretation of the
results.

The efficiencies of the acceptance, reconstruction and isolation of the leptons and some
additional corrections, such as the my cut efficiency, are derived from simulation samples.
These include simulations of tt, W-jets, single t, exotic and QCD processes, and the same
selection as to Control Regions is applied to them.

Events from the CRs enter the search regions with weights which represent the probabil-
ity of the lepton with given kinematic properties to be "lost”. Additional corrections are
applied to account for effects like purity of the control regions and efficiency differences be-
tween data and simulation. The efficiencies depend on the search variables and kinematic
properties of leptons. The sum of all weights of the events from CRs define the back-
ground predictions in each search region. The entire procedure is carried out separately
for single-electron and single-muon CRs. Both results yield the prediction of lost-electron
and lost-muon backgrounds. The results are consistent and averaged to obtain the final
prediction.

The method can be tested on simulated sample by comparing the result of the method
applied on that sample with direct prediction taken from it. Such a test is presented in
figure 7.4
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Figure 7.4: Lost lepton background in the search regions taken directly from simulation
using truth information (solid points) compared with the prediction of the lost-
lepton background estimation method (shaded bars). The lower panel shows
the ratio of the two results. The interval numbers are explained in tables
C.1-C.5. Figure taken from [52].

7.6.2 Hadronically decaying 7 lepton background

Another background that originates from W+jets and top quark events arises when the
W boson decays leptonically into a tau lepton W — 7, and the tau decays hadronically.
The evaluation of this background exploits the similarities between p + jets and 7 + jets
events.

The CR events are selected using either a trigger that requires at least one isolated muon
candidate with pp > 24GeV, or at least one isolated muon candidate with pp > 15GeV
and Hp > 500GeV. The standard analysis triggers cannot be used, because the 7p44
determination method requires no cut on H ;. Furthermore, the events need to include
exactly one muon with pseudorapidity || < 2.1 and momentum pr > 25 GeV. The
momentum requirement is dropped to pp > 15 GeV for events with scalar momentum
sum Hp > 500 GeV. The signal contamination is generally at a promiles level < 0.1%,
however, for some of the considered model points it can reach as high as 40% for the high
Njety, Nypjet, Hr and H 1 values.

The response of the detector is different for muons and hadronic taus. This effect is
accounted for by smearing the muons momentum pr with 73,4 response templates derived
from the simulation of W' — 7p,,4v; events. In the previous iteration of this analysis [136],
templates were derived from ¢t and W + jets simulation. In these samples the response
templates were contaminated by non-tau particles.

The hadronic tau background estimation method is based on the assumption that the
measured momentum pp of the muon represents the true momentum of tau. The visible
spectrum of hadronic tau is then calculated by smearing the muon momentum with the
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Figure 7.5: Hadronic tau background in the search regions taken directly from simula-
tion using truth information(solid points) compared with the prediction of
the hadronically decaying tau background estimation method (shaded bars).
The lower panel shows the ratio of the two results. The interval numbers are
explained in tables C.1-C.5. Taken from [52].

response template. Following the smearing, the search variables Njet, Nyjer, Hr and Hr
are recalculated and the signal region selection is applied to the event. It is important to
note here that the event can be smeared to a configuration with higher J;, and because
of these migration effects no M, cut can be applied before the smearing procedure. The
corrections account for the trigger efficiencies, acceptance and efficiencies of muon selection
and branching fractions ratio of W — 1j,qqv; and W — puv,.

The validation of the method is shown in figure 7.5, where the event yields taken directly
from simulation are compared with the result of applying the hadronic tau background
estimation method to the simulation events.

7.6.3 7 — vv background

The last background discussed in this chapter is the so-called Z-to-invisible background,
or the background that originates in the events with Z boson that decays to neutrino-
antineutrino pair Z — vv. The method is based on two control regions: one containing
v + jets, and one with Z boson decaying to a pair of charged leptons Z — [*1~. The
~ or the lepton pair are removed from the event to imitate the missing energy from the
neutrino pair.

The ~v+jets CR utilizes the similarities between the production of Z boson and direct
photon production. This region is highly populated, but the method of extrapolating
from it to signal region relies heavily on theoretical modeling. As a result, y+jets CR is
used to calculate the background in 46 bins with Npje; = 0. The Z — [Tl CR is less
numerous and is used to validate the event counts in Nyj.; = 0 bins and to extrapolate
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to Npjer > 0. As a result of limited statistics, the extrapolation factors are derived from
samples integrated over Hy and M.

The Z — IT]~ events are selected using one of the four triggers that require i) at
least one isolated electron or muon with momentum ppy > 15GeV and Hp > 350GeV or
400GeV, depending on the instantaneous luminosity of LHC, ii) at least one electron with
pr > 105,115GeV (depending on luminosity), iii) at least one muon with pp > 50GeV, iv)
at least one isolated electron (muon) with momentum pr > 27 (24) GeV. The events are
required to include exactly one pair of eTe™ or pu*u~ with invariant mass within 15GeV
of the mass of the Z boson and the momentum of the pair p% > 200GeV. To keep both
control regions separate, events are vetoed when a photon is identified.

The ~v+jets events are selected using the trigger that requires a photon candidate with
momentum pr > 175GeV. One well-identified and isolated photon with pr, > 200GeV is
required in the event. Approximately 85% of the events contain a direct photon. In the
remaining 15% contain either fragmentation photons (initial state radiation, final state
radiation, hadronization) or non-prompt photons (i.e. non stable hadron decay). The
photon purity /5, as a fraction of events with prompt photons (direct and fragmentation
photons) to the number of events with photons is determined from the control sample.

The number of the Z — v background events in bins with no b-tagged jets N g’fif, ‘ Npor=0
is calculated using the following formula ’

d j i b.
ijet:O

where NWOI’S is the event count in the corresponding Nje;, Hr, H 1 bin of the control region,

B, is the fraction of prompt photons, Fy;, is the fraction of the prompt photons that are

direct, and RSZ@W Iy is the ratio of the number Z(— vi) + jets events to the direct-
v

photon 7 + jets events taken from simulation. C, Jsim is the correction factor for the
efficiency differences in photon reconstruction in data and in simulation, and p accounts
to differences between simulation and data in the R“”Zii”)w_, Iy

As mentioned earlier, to calculate the background in bins with Nyje; > 0, the background
count in the corresponding Nyje; > 0 (same Njo, Hr and H 1) is multiplied with an

extrapolation factor

red d
(veet) = (wgs) 7 73
3,0,k 7,0,k

where j, b and k denote the Njet, Npjer and kinematic bin indices. The extrapolation factor
Fjp is derived from data control region for all Nj.; bins except Nje; > 9. It is obtained
from the event counts in Z — [T]~ CR, with corrections 6ﬁam that account for the purity
of the control region sample:

Fip = (Ng&iei- B1™) o/ (NG5 Bi™) 00 5=0,1,2,3. (7.4)

The extrapolation factor for the last Njo; bin is calculated from simulation because of
low statistics in the data control sample:

Fap = Fap(Fag" [ F55"), (7.5)

where SSme and jibm are the extrapolation factors derived from simulation for Ny;e; = 3, 4
respectively. The validation of the method is presented in figurew 7.6. The prediction for

bins with Nyje; = 0 agree by definition.
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Figure 7.6: The Z — v background estimation validation in the simulated sample. Points
with statistical uncertainties represent the event counts taken directly from
simulation of Z(— vv) + jets events, the histogram represents the prediction
of the method applied to statistically independent Z(— I717) +jets simulation
sample. The lower panel shows the ratio of the two results. For Ny;,, = 0 both
results match by definition. The interval numbers are explained in tables C.1-

C.5. Figure taken from [52].



8 Rebalance and smear

The background from QCD multi-jet events with jets and missing energy is especially
difficult to model in the high-H, region. It is not expected to be large, because multi-
jet events do not have large genuine Hp. The missing momentum in QCD multi-jet
events arises primarily from mismeasurements of the transverse momentum pr of jets;
secondarily, it originates from jets that fall out of acceptance pr < 30GeV, and from
neutrinos from heavy flavor jets. The distributions of the missing transverse momentum
in QCD simulated events with its three sources distinguished are presented in figure 8.1.
As can be seen from the lower panels, the H; in QCD events originates mainly from
the mismeasurements of the jets. The contribution from neutrinos is at the level of 10%
in events with no b-tagged jets, and increases by 5-10% in the case of events with three
b-tagged jets. The various origins of the H{; makes this background difficult to model.
For both the 2015 [136] and 2016 [52] iterations of the supersymmetry searches discussed
in chapter 7, two independent methods were used to estimate the QCD background for

4
=10
Iy QCD simulation Vs =13 TeV 10 QCD simulation 5=13Tev
Weights: 1 Weights:
2
10 C] Y. 5 (smearing) « " /IFr| 0! C] Y5  (smearing) )
T
- y E‘(son jets) o FT /| 0—2 - ys B (softjets)+ )
- Y. 5 neutrinos) « F™/F | - Y. 5 neutrnos) « F™1F |

n(e, p) = 0, filters
n(b-tags) = 0

n(e, u) = 0, filters
n(b-tags) > 3

S=s9
Jki.‘»)l\?

S
Events, (weighted by MET fraction)
=
]

Events (weighted by MET fraction

0 100 200 300 400 500 600 700 800 900 1000
HI™ [GeV]

0 100 200 300 400 500 600 700 800 900 1000

HI™ [GeV]

E 12F QCD simulation Vs =13 TeV E 12F QCD simulation Vs =13 TeV
E 0 § 1F
E 0 8: E 0 8:
20.6 206
= < T
Lo b Lo b
204 n(e, u) = 0, filters 204 n(e, w) = 0, filters
B b n(b-tag) = 0 3 I n(b-tag) > 3
02F T 02F W
0:-_/\‘/’\4—\_—\\_-\_;_ | | | | Ot{
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 80(_) 900 1000
HI™ [GeV] HI™ [GeV]

Figure 8.1: The distributions of the 1 (upper plots) originating from three sources: the
neutrinos (red histogram and points), the soft jets (green) and the mismea-
surements of the jets (yellow) for events with no b-tagged jets (left) and with
three b-tagged jets (right). On the lower plots the fractional contribution of
each of the sources to the total J{ is presented. The distributions were made
using QCD simulated events listed in table 8.1.
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events with jets and missing energy. The first method, henceforth called A¢ extrapolation,
is based on a low-Ag¢ control region. This region is defined with the same intervals and
cuts as the 174 search bins but with an inverted A¢ cut, and a transfer factor from low-
to high- A¢ regions modeled from simulation and data. This method has been used as the
primary method in the previous iteration of the search, and as a validation of the second
method in the latest analysis. The second method is the so-called rebalance and smear
(RnS) method, in which jets in the QCD events are “rebalanced” to approximately undo
the detector effects, and then smeared according to a given jet resolution to a configuration
that resembles a detector level QCD event. This method has been developed for and used
in 7 and 8 TeV searches [162-164]. It has been used in 13 TeV search for supersymmetry
[52], which was discussed in previous chapter, and has been also employed in the previous
analysis [136] as a cross check for the A¢ extrapolation method.

The rebalance and smear background estimation method is the main topic of this chap-
ter, and is discussed in detail in section 8. Results and uncertainties are presented and
discussed in section 8.2. In section 8.3, A¢ extrapolation method and its results are briefly
discussed.

8.1 Rebalance and smear

The rebalance and smear method is used to predict QCD background events with missing
transverse momentum J, originating from jet mismeasurement, jets out-of-acceptance
and neutrinos from heavy-flavored jets. The method can be split into two steps: (1)
rebalancing of the selected QCD events to an approximately particle-level configuration,
and then (2) smearing them to simulate the detector effects. The events produced in
this procedure contain full kinematics information, which allows to verify the background
prediction and to derive the contributions of QCD background to various search and
validation regions. A schematic of the method is presented in figure 8.2. As can be seen
on the sketch, the H 1 distribution for both fake (QCD) and true contributions are pushed
to low values by the rebalancing procedure. After smearing, the fake M, contribution is
recreated and the true contribution stays below the baseline cut. This ensures that possible
contamination of the seed sample with the real J,, originating for example from SUSY
signal or non-QCD backgrounds, is removed from the prediction of the QCD background.
The procedure is described in more detail below.

8.1.1 Trigger efficiencies and seed sample selection

To select the QCD events from the events recorded by the CMS detector, a set of nine
inclusive high level triggers (HLT) is used:

e HLT PFHT[x].v* ([x]=250,300,350,400,475,600,650,800,900).

All of the triggers except the highest Hp one are prescaled, which means that only one in
M events that passes the trigger selection is kept. Prescaling of the triggers is necessary
to reduce the rate at which the data is being collected. Because processes with high
values of Hr have lower cross-sections and at the same time are generally considered more
interesting, the higher the Hr of the trigger, the lower the prescale M. These triggers are
fired if the online! H7 of the event passes the threshold which corresponds to the values

!Online Hr is calculated for the high-level trigger calculations. It is reconstructed using simplified version
of the particle-flow algorithm.
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Figure 8.2: A schematic of the two main steps of the rebalance and smear procedure.
Below each step, a sketch of the missing transverse momentum M, at each
stage of the procedure is presented.

in the bracket above. All used triggers are fully efficient at Hy = 300 GeV, which is the
baseline cut used in this analysis. For a given value of online Hr the corresponding trigger
is required to be fired, meaning that for example if Hp € (400, 475) GeV, the HLT_PFHT400
trigger is required to fire.

A standard procedure of correcting for the bias introduced by the prescales is to weight
the events according to M. This however, in case of rebalance and smear, can lead to
a situation where a highly prescaled low-Hr event enters a search region after smearing
of the rebalanced jets. This is solved by adjusting the number of smears. As it will be
described in section 8.1.4, the smearing of each of the rebalanced events is performed
multiple times, and the number of smearings depends on the prescale. For a prescale M,
the event is smeared M - N times, where value of N is chosen to produce at maximum 200
smeared events. This allows to populate all search intervals with the QCD background
prediction while keeping the computation time practical.

8.1.2 Simulation samples

The simulation samples are used in rebalance and smear method to derive the low-H, prior
used in rebalancing and the response templates used in both rebalancing and smearing.
They are also used to validate the performance of the method. The simulated QCD events
were generated with madgraph [167] and showered with pythia8 [160]. The response of
the detector is simulated using Geant4 [92-94].



90 8 Rebalance and smear

Table 8.1: Standard model QCD simulation samples used in the rebalance and smear
method. All cross sections are calculated to LO. The value in the last col-
umn is calculated as £ = N/o, where L is the value presented in the column,
N is number of events in the simulated sample, and ¢ is the cross-section given
in second column.

Dataset o (pb) (fb&)
QCD_HT200t0300-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1717000 0.03
QCD_HT300to500_-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 351300 0.16
QCD_HT500t0700_-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 31630 1.97
QCD_HT700t01000_-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 6802 6.68
QCD_HT1000t01500-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1206 12.54
QCD_HT1500t02000-TuneCUETP8M1_13TeV-madgraphMLM-pythia8 120.4 98.23
QCD_HT2000toInf_ TuneCUETP8M1_13TeV-madgraphMLM-pythia8 25.42 239.26

8.1.3 Rebalancing

Jets in each of the events from the seed sample are modified to resemble a jet configuration
that would be observed if they were measured exactly. In other words, jets are in a
configuration that would be observed if the four-momenta of all particles in the event
were known. This configuration is often called particle-level configuration. This step, the
so-called rebalancing, is performed by maximizing the probability

P <ﬁjrebalanced ‘ﬁTmeasured> (8 1 )

of various configurations of particle-level jet four-momenta p;" cbalanced given 3 set of mea-

sured jets with four-momenta ﬁTmeasured. The rebalancing is performed under kinematic
constraints imposed by the responses of the jets and by requiring that the resulting H
of the rebalanced jets is either vanishing, or is limited by some particle-level H, prior.
The momenta of all jets with pr > 15 GeV are allowed to float according to the jet re-
sponses assigned to each jet based on its momentum pp and pseudorapidity 7, and the
softer jets are left unmodified. For a general discussion of the jet transverse momentum
response please refer to 6.1. Derivation of the response templates used in the RnS method
is discussed in section 8.1.5.

The choice of the threshold below which the jets are not rebalanced is dictated by two
effects. During the rebalance procedure, the momenta of the jets can migrate above or
below the kinematic threshold pr > 30 GeV. To allow migrations in both directions, we
also rebalance softer jets. However, rebalancing softer jets increases the computation time
of the procedure, so a threshold of 15 GeV has been applied to improve the performance
time of the code.

The probability density for a particle-level jet configuration pr ebalanced given observed

jet collection ﬁmes““d consists of two components: (1) the responses of the jets involved
in the event and (2) low-H{ 7 prior that contains the information about the kinematics of

the particle-level QCD event. It can be described as
Njet

P(ﬁzrebalanced|ﬁTmeasured) ~ H R(p%iasured ’p%%?alanced) . ﬂ-(ﬁT)y (82)
=0

where R(p??as“red|pﬁgala”66d) denotes the response of the jet i. The low-Hp prior m(p;)
has two components, and is proportional to:
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Figure 8.3: Probability distribution of the parton-level M, for Np_jet = 0 and varying
values of Hr (left); and for Hr € (1000 — 1500GeV) and varying values of
Np—jet, (right).
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Figure 8.4: Probability distribution of the parton-level A¢(Hr,jet1) for Nyp_jer = 0 and

varying values of Hp (left); and for Hy € (500 — 700GeV) and varying values
of Ny_jet (right).

(1) ~ P(Hy) - P(AG(Hrp, 5 5). (8.3)

The first function, P(H 1), is the probability density of the parton-level missing transverse
momentum that is taken as a normalized M, distribution in simulation using generator-
level jets. It is measured in intervals of b-tagged jet multiplicity, which compensates for
genuine missing momentum arising from neutrinos, and in Hr, which accommodates for
the missing momentum arising from the jets that fail the kinematic acceptance selection.
Examples of J, priors for different H7 and Ny_jer values are presented in figure 8.3.

The second component of the prior, denoted as P(Ad)(H o ﬁTl Stjet)), is the probability
distribution of the A¢ between the missing momentum and the leading b-tagged jet in
case of Npje; > 0 or the leading jet if Npje; = 0. As already mentioned in section 7.2,
the A¢ between the leading jets and ﬁ 7 in QCD events is typically low, and this prior
component allows for ensuring that the rebalanced jet collection resembles the particle
level QCD event. Examples of A¢ priors for different Hr and Nj_j¢; values are presented
in figure 8.4.

The rebalancing step has been significantly modified compared to the earlier implemen-
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Figure 8.5: The validation of the prediction of the b-tagged jet multiplicity using simu-
lation. The prediction (grey histogram) of the rebalance and smear method
is compared directly with simulation (points, MC Expectation). On the left,
the result for rebalancing to ”soft” jets is shown; on the right, the events are
rebalanced to the missing transverse momentum prior defined in equation 8.3.

tations of the rebalance and smear method [136,152,153]. Previously, the events were
rebalanced to a fixed missing transverse momentum that was either vanishing H, = 0
or was equal to the sum of momenta of all jets not passing the kinematic selection (the
so-called soft jets that fail pr < 15 GeV requirement). With the addition of a number of
b-tagged jets as a search variable, this simple approach had to be modified, as it did not
accurately predict the b-tagged jet multiplicity. This is due to genuine M, component
originating from the neutrinos form the decays of B mesons. Previously, this genuine
missing transverse momentum was accounted for by adding the neutrinos to the particle
level jets used in the construction of the response templates. In current implementation
of rebalance and smear, this problem was solved by including the missing transverse mo-
mentum prior, which allowed for better modeling of the particle-level QCD events and
improved the prediction significantly. On the other hand, it happens that the rebalanced
event has a high value of the missing transverse momentum. As this might be caused
by substantial amount of genuine K, events with H ?balanced > 150 GeV are rejected.
First, early results of the modified approach were presented in [168] and the first complete
prediction is the result discussed in this thesis. A comparison of the prediction of the
number of b-jets for the modified and original rebalancing methods is presented in figure
8.5.

The rebalancing method can be validated with simulations by comparing kinematic
distributions of rebalanced jets and generator-level jets (simulation samples listed in table
8.1). Such a comparison of Ny_jes and H is presented in figure 8.6. For higher values
of both Ny_jets and H 1 the distributions of rebalanced and generator-level jets do not
agree. However, as it will be shown in figures 8.10 and 8.11, the discrepancies, which are
relatively small considering the uncertainties, will be offset after the smearing.
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Figure 8.6: The distribution of the Nj_jers (left) and Hp (right) for the rebalanced jets
(histograms) and generator-level jets (points).

8.1.4 Smearing

The second step of the rebalance and smear procedure is smearing. The rebalanced jets
are smeared according to jet response templates to create jet collections that resemble the
kinematics of the QCD event. The smearing is done by modifying each rebalanced jet
momentum by a factor obtained by randomly sampling the full jet response distribution
corresponding to the transverse momentum and pseudorapidity intervals the rebalanced
jet belongs to. To ensure populating all of the search bins, each rebalanced event was used
to create up to 200 smeared detector-level events.

The validation of the smearing step is performed in a simulated QCD sample. The
generator-level jets are smeared according to the response templates derived from the
same sample. Opposite to the templates used in full RnS procedure performed on data,
response distributions were not corrected for data to simulation differences. The kine-
matic distributions of obtained smeared jets are compared with the distributions obtained
directly from the simulated sample. A validation of the smearing is presented for Npje
and M distributions in figure 8.7.

8.1.5 Response templates

The jet response is defined as the ratio of the reconstructed pry and true pp of a jet.
This was discussed in more detail in section 6.1. The response templates, which are the
histograms with jet pr response distributions for a given range of pr and 7, used in the
rebalance and smear estimation were obtained from simulation by taking a ratio of the
momentum of the reconstructed jet and the corresponding particle-level jet. Response tem-
plates are corrected according to jet energy resolution data to simulation ratios, derivation
of which has been presented in chapter 6. The templates are stored in fine intervals of
pr and |n|: the interval edges are listed in table 8.2. The intervals reflect on the depen-
dence of the momentum resolution on the jet energy and on the geometry of the detector.
Examples of jet responses for two ranges of pr and || are shown in figure 8.8.

The detector- and particle-level jets that are used in the construction of the templates are
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Figure 8.7: The distribution of the Ny_jcss (left) and Hp (right) for the smeared generator-
level jets (histograms) and detector-level jets (points).

In| 0.0, 0.3 ,0.5,0.8 ,1.1,1.4 1.7,
2.0, 2.3, 2.8, 3.2, 4.1, 5.0
pr(GeV) | 0,8,10,12,14,16,18,20,22,24,26,28,30,32,34,36,38,40,44,
48,52,56,60,66,72,78,84,90,100,110,120,130,140,150,160,
170,180,190,200,220,240,260,280,300,330,360,390,420,450,
500,550,600,650,700,750,800,900,1000,1100,1200,1300,1400,
1500,1600,1800,2000,2200,2500,3000,3500,4000,5000,6000

Table 8.2: Transverse momentum and pseudorapidity interval boundaries of the jet re-
sponse templates.

required to be matched. The matching of the jets ensures that the matched particle- and
detector-level jets originate from the same particle. The matching is done by requiring that
the spatial distance between the matched jets is not higher than AR < 0.4. Additionally,
jets are required to be isolated to avoid a situation that one particle jet is reconstructed as
two detector level jets, sometimes referred to as jet splitting, or the opposite, where two
particle level jets are reconstructed as one detector level jet, referred to as jet merging.
Isolation is achieved by requiring that at least 98% of the energy in a cone of size AR =
0.7 around the jet originates from that jet. Jet splitting and merging would artificially
enhance both low and high response tails, the origin of which was discussed in section 6.1.
Enhancement of the response tails would increase the number of events predicted from
the QCD background.

The jet response templates are derived from simulated QCD events generated with
madgraph showered with pythia8 and tuned with TuneCUETP8M1. The samples used are
listed in table 8.1. As described in detail in chapter 6, the jet responses in simulation and
in data differ. To accommodate for these differences, the data to simulation jet response
ratios are applied to both the gaussian and non-gaussian part of the response templates.
The components of the templates are presented in figure 8.9. The correction is applied
as follows: the response distribution is fitted with a gaussian function, which is then
subtracted from it. This component of the response distribution is referred to as core.
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Figure 8.8: Examples of jet energy response distributions (response templates) for two
regions of pp-|n| phase-space. The distribution can be interpreted as unnor-
malized probability of measuring a jet with transverse momentum c-pr(parton)
given a detector-level jet with transverse momentum pp(parton).

The remaining non-gaussian contribution, referred to as tails, is then scaled with the tail
scale factors, and the fitted gaussian is scaled with the jet energy resolution scale factors.
Derivation of the tail and core scale factors has been presented in chapter 6. The sum
of these two contributions constitute the response templates used in both rebalancing,
where they are used in the probability density function 8.2, and smearing, where they
are randomly sampled to get a correction to the pr of the smeared jet. To make the
response distributions smooth, they are fitted with spline functions, which are then used
in the rebalancing and smearing. A spline is a class of piecewise functions defined by
polynomials which are used to smooth the data points. Spline interpolation is necessary
as the probability density defined in equation 8.2 has to be continuous. The templates
used for validation of the rebalance and smear method on simulation are not corrected
with the core and tail correction factors, so that the responses reflect the resolution of
simulated jets.

8.1.6 Validation of the method

One of the advantages of the rebalance and smear method is that it can be extensively
validated in both simulation and data, and that not only the event counts in search and
control regions can be investigated, but also the full kinematics of the events can be com-
pared. In figures 8.10, 8.11 and 8.12, the distributions of the prediction from rebalance
and smear applied to simulation are compared with predictions taken directly from sim-
ulation. As can be seen from the histograms in figures 8.10 and 8.11, the rebalance and
smear prediction of all search variables agrees well with prediction from direct simulation.
The distributions of A¢ between missing transverse momentum and the two leading jets
are presented in fig 8.12. For these distributions the agreement is also good, showing that
rebalance and smear reproduces the characteristics of the QCD events.

The validation of the rebalance and smear method in data is performed in the low-H
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Figure 8.9: An example of the response template. The full response (black points), non-
gaussian tails with tail scale factor uncertainty up and down(blue and green
lines) and gaussian core (red line).

side band control regions, defined in figure 7.3 as boxes C1-C3, and the inverted A¢-cut
region. Both of these regions are dominated by QCD events. The inverted A¢-cut region
is defined as 174 control bins with the same search variable intervals and selection, with the
exception that at least one of the A¢-cuts is not fulfilled. In all validation plots made for
these two control regions, the QCD estimate is shown on top of the non-QCD backgrounds,
calculated using the methods described in the previous chapter, and compared to the real
data event counts.

The prediction of rebalance and smear in the QCD-enriched inverted A¢-cut low-H 1
high-H7 region (region C3 in 7.3) was observed to be lower than the inferred QCD count.
Inferred QCD event counts are calculated by subtracting all non-QCD backgrounds from
the observed data. A normalization correction factor of N = 1.30 has been applied based
on the inferred QCD and rebalance and smear event counts in this region. It has been
observed that varying the response tail scale factors by their uncertainties changes the
prediction of the rebalance and smear by approximately 40%, values that are used as a
systematic uncertainty. The comparison of the nominal prediction of the rebalance and
smear and prediction obtained using templates with tail scale factors varied up by their
uncertainties is presented in figure 8.13. As can be seen from the plots, both the prediction
of number of jets and of missing transverse momentum above the baseline cut of H, > 300
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GeV are shifted by 40%. Because the normalization is smaller than this uncertainty, the
change is covered by the uncertainty and no additional systematic uncertainty has been
assessed. The comparison of the jet and b-tagged jet multiplicities in the normalized
background prediction and data for the low-H; sideband regions are presented in figures
8.14 and 8.15, respectively. The prediction is consistent with the data.

The rebalance and smear prediction can be further validated by comparing the pre-
diction with data in the search bins with an inverted Ag¢-cut, namely with requirement
that A® (M, jet12) < 0.5 and A®(H t,jetss) < 0.3. Such a comparison, with non-
QCD backgrounds subtracted from data, is presented in figure 8.16. The event counts
are projected to jet and b-tagged jet multiplicities which are presented in figures 8.17 and
8.18 respectively. The prediction seems to be consistent within the uncertainties with the
data in nearly all cases. The highest b-tagged jet multiplicity bin seems to show some
disagreement. This may be caused by a dependence of the b-tagging efficiency on the pr
of the jet. Further studies would be needed to verify this. The discrepancy in the higher
b-jet multiplicity bins has been corrected for by applying the simulation-derived correction
factor to Ny_jers > 3 bins. The correction factor is derived from the validation plot for
b-tagged jet multiplicity presented in figure 8.11. A systematic uncertainty equal to this
correction has been assigned in these bins.
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Figure 8.10: Comparisons of the distributions of Hy and H; between direct simulation
(points) and the rebalance and smear method applied to simulation (his-
tograms) in loosened baseline regions (applied cuts are listed above the his-
tograms).
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Figure 8.11: Comparison of the distributions of the multiplicities of jets (left) and b-tagged
jets (right) between direct simulation prediction (points) and the rebalance
and smear method applied to simulation (histograms) with the cuts listed
above the histograms applied.
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Figure 8.12: Comparison of the distributions of the A¢ angle between the J; and the
leading jet (left) and sub-leading jet (right) between direct simulation pre-
diction (points) and the rebalance and smear method applied to simulation
(histogram).

8.2 The final prediction and systematic uncertainties

The QCD background prediction from the rebalance and smear method is obtained by
applying a modified bootstrapping method to the output of the procedure. The boot-
strapping is a method of measuring an estimator of a given property of a distribution by
calculating the estimator in N randomly drawn subsamples of the considered distribu-
tion [169]. In the modified approach the full set of events obtained from rebalance and
smear is divided into certain number of independent subsets N, which are then used to
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Figure 8.13: The distribution of Nj.; (left) and H 7 (right) nominal (blue lines) and non-
gaussian tail up (green line) prediction obtained using rebalance and smear
method. In the bottom panel the ratio of the tail-up to nominal predictions
is presented. The distributions were made using QCD simulated events listed
in table 8.1.

make N independent predictions for each search bin. The mean values of these predictions
are used as the central prediction, and the square root of variance is taken as statistical
uncertainty. The number of subsets N has been chosen to be N = 5. Unless stated
otherwise, the systematical uncertainties are calculated as difference between the predic-
tion calculated using the rebalance and smear method and a prediction calculated using
a method modified in a certain way

Ufyst. _ NZ nomainal o N,L modified7 (84)
where ¢ stands for the search interval number. The sources of the systematic uncertainties
are discussed below and the typical values are presented in table 8.3.

Core of the response functions As described in section 8.1.5, the jet response functions
used in the procedure are corrected for the differences between the data and simulation
using the jet transverse momentum resolution data to simulation ratios, the derivation
of which has been presented in chapter 6. The resolution of the jet transverse momen-
tum in data is 10-20% worse than in simulation in the barrel region and 20-80% worse
for higher pseudorapidities (see figure 6.14). The uncertainties of these scale factors are
propagated to the prediction uncertainty by calculating the QCD background prediction
using rebalance and smear method with modified response templates. The templates were
modified by correcting them with resolution scale factors plus/minus their uncertainty.
The uncertainty is calculated as the mean of the uncertainties obtained from plus and mi-
nus modification of the templates. The response core uncertainty in most search intervals
is in range of 15-30%.

Non-gaussian tails of the response functions Similar to the core scale factors, the
simulation to data tail ratio uncertainties are propagated to the prediction. The response
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Figure 8.14: The validation in the low- 1 regions C1-C3 (see figure 7.3) in both low- (left,
LDP) and high- (right, HDP) A¢ regions. Non-QCD backgrounds have been
estimated using methods presented in section 7.6.

tail uncertainty is around 30% in all search intervals.

Low J, prior The rebalancing depends on sufficiently accurate modeling of the particle-
level M1 in simulation. To assess an uncertainty to cover this mismodeling, the low-H
prior distribution is reweighted using the ratio of the reconstructed-level H, distributions
in a QCD-enriched kinematic region in data and in simulation. The prediction is re-derived
using the modified prior. The prior uncertainty has a small impact and is typically around

5%.

Trigger efficiencies The signal trigger efficiencies, calculated using the method described
in section 8.1.1, are applied to the rebalance and smear prediction. The uncertainties of
these efficiencies are propagated to the prediction. Trigger uncertainty is around 2-3%.
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Figure 8.15: The validation of the rebalance and smear method in the low-H, regions
C1-C3 (see figure 7.3) in both low- (left, LDP) and high- (right, HDP) A¢ re-
gions. Non-QCD backgrounds have been estimated using methods presented
in section 7.6.

Closure As described in section 8.1.6, the prediction for the bins with highest b-tagged
jet multiplicities were systematically lower than the expected counts in the inverted A¢
control region. To account for that difference, the predicted counts in these bins were
scaled by a simulation-derived correction factor to match the inferred QCD counts. A
100% non-closure uncertainty was assigned in these bins.

B-tagging The b-tagging efficiency uncertainties that are centrally provided within the
CMS collaboration, are propagated to the prediction in a similar fashion to the uncertain-
ties of the jet resolution scale factors. These uncertainties are usually around 20%.
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Figure 8.16: Comparison between the rebalance and smear QCD prediction (histogram)
and the inferred QCD count (points) in the 174 search intervals in the inverted

A¢ control region (top). The inferred QCD
non-QCD background predictions, describe

count is calculated by subtracting
d in chapter 7, from the observed

data event count. The QCD prediction uncertainties include systematic and
statistical errors, uncertainties in the data are statistical. The distribution of
the uncertainty-normalized difference between predicted and observed QCD

event counts (bottom).

Contamination To estimate how likely events with genuine H{; are to be rebalanced and

smeared back to high values of H 1, the RnS procedure

has been performed on simulated

samples used for the calculations of the other, non-QCD backgrounds. Since the predic-
tions in each of the search intervals obtained from that procedure were tiny, it was decide

to use them as the contamination systematic uncertaint

y.

The final prediction of the rebalance and smear method in 174 search bins is presented in
figure 8.21, in which it is compared with an alternative method of calculating background
from QCD events called A¢ extrapolation. This alternative method is discussed below
in section 8.3.1. The numerical values of the rebalance and smear estimates along with
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Figure 8.17: Comparison of the jet multiplicity between the rebalance and smear QCD
prediction summed with non-QCD backgrounds and observed data in the in-
verted A¢ control region. The inferred count is defined as the observed count
minus the counts for the other backgrounds estimated by the other methods
described in section 7. The uncertainties in the QCD prediction are statis-
tical and systematic, and uncertainties in the other background predictions
are statistical.

all uncertainties are listed in tables B.1-B.3. Discussion of the prediction is presented in
section 8.3.2.

8.3 Results comparison

The estimation of the QCD background for the analysis introduced in chapter 7 has been
performed using two independent methods: the rebalance and smear procedure described
extensively in this chapter, and the so-called A¢ extrapolation method. In this section the
latter will be briefly discussed, and the results of the two estimations will be compared.
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Figure 8.18: Comparison of the b-tagged jet multiplicity between the rebalance and smear
QCD prediction summed with non-QCD backgrounds and observed data in
the inverted A¢ control region. The inferred count is defined as the observed
count minus the counts for the other backgrounds estimated by the other
methods described herein. The uncertainties in the QCD prediction are sta-
tistical and systematic, and uncertainties in the other background predictions
are statistical.

8.3.1 A¢ extrapolation method

Another method of estimating QCD background of the supersymmetry analysis discussed
in this thesis is a version of the so-called ”ABCD” method. The sketch in figure 8.19 helps
to understand the principle behind the procedure. The method uses the low-A¢ control
region, meaning a region with an inverted baseline A¢ cut, as a QCD-enriched control
sample, and a transfer factor R which allows to predict the number of QCD events
in the search region based on the event count in control region. The method is defined in
2 dimensions: in this case these are f{; and low/high-A¢ (see figure 8.19). It is assumed
that the 1 dependence can be factorized from the low/high-A¢ QCD ratio and that the
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Uncertainty typical values comments

Response core 15-30% Higher values up to ~=40% for low Nj:, otherwise typically 15-20%
Non-gaussian tails ~30% Almost constant across the search intervals

Low H 1 prior 4-5%

Trigger efficiencies 2-3%

Closure 100% Only in Nyjets > 3 search intervals

B-tagging ~20%

Contamination 0.1-1% For high Nj.; and Npyje; values around 10-20%

Table 8.3: Typical values of the systematic uncertainties.
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Figure 8.19: Sketch of the Ag-extrapolation method, which is a version of the ?ABCD”.
The method, in general, uses three control regions (CR1-CR3) to calculate
the transfer factors, in this case these factors are S5™ and K92 Using the
transfer factors it is possible to predict the number of expected events in
the signal region by multiplying the observed event count in region CR1 and
scaling it using both S5i™ and K{ijata.

ratio does not depend on the b-tagged jet multiplicity N,_jc;. The following equation is
used for the transfer factor:

REP = Kt sm, (8.5)
where 4, j, and k are the Hy, Nje; and H 7 bin indices, and Kfjata and f}cm are transfer
factors from low-A¢ control region to search region. The K%‘m parameter is the transfer
factor for Hr bin 7 and Nj¢ bin j, and is derived from data in the low-H  sideband region
(regions C1-C3 in figure 7.3). To derive it, the QCD contribution in the low-H# 7 sideband
is estimated in both low- and high- A¢ regions by subtracting the non-QCD backgrounds,
calculated using methods presented in chapter 7, from the data. A maximum likelihood
fit of the low- and high-A¢ bins is performed in the low-H control region. The fit
accounts for the correlated uncertainties of the non-QCD backgrounds in the bins. The

f,zm parameter corrects for the H; dependence of the R2CP. Tt is a transfer factor from
the low-H 1 control regions to the high-# ; search regions and is derived from simulation.
The QCD background in each of the 174 search bins is estimated by applying the R2CP
factor to the corresponding control bins, which are defined with the same Njet, Np—jer, Hr
and M intervals but have the inverted A¢ cut applied. The validation of the method on
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a simulated sample is presented in figure 8.20. The method describes the QCD simulation
adequately. To address the limited statistics of the simulated sample used for the derivation
of the transfer factors, as well as to cover possible non-closure of the method, a systematic
uncertainty on RY“P was applied. This uncertainty is equal to the difference between the
direct simulation value and the prediction.
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Figure 8.20: Comparison of the prediction of the A¢ extrapolation method applied to sim-
ulation (histogram) with the prediction take directly from simulation (points
with error bars). The non-closure systematic is not included in the uncer-
tainty of A¢ prediction, because it is applied as the difference between the
points and histogram in this plot. The intervals numbers are explained in
tables C.1-C.5. Plot taken from [52].

8.3.2 Discussion of QCD background evaluation results

The two QCD background estimation methods described above are independent. The
comparison of the full predictions, presented in figure 8.21, and the distributions of the
search variables after baseline selection, presented in figures 8.22 and 8.23, show a good
agreement between the two methods. This is a good validation of the predictions of a
background which is known to be difficult to model. Rebalance and smear has been
chosen as the primary method for the estimation of the QCD background in [52]. The
first reason is that this method can be extensively validated in the low-A¢ region (see
figures 8.14-8.18), while the A¢-extrapolation method relies on this region to normalize the
prediction in the search bins. The second reason is that RnS is a first-principle approach
because it predicts the fake-H basing on a jet resolution model. The A¢-extrapolation
relies on transfer factors derived partially from simulation. Since QCD is not a dominant
background in the presented analysis, a combination of the two results would not improve
the final physical interpretation of the results.
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Figure 8.21: Comparison of the A¢ extrapolation and rebalance and smear predictions in
the 174 search bins. For both methods full uncertainties are displayed. The
interval numbers are explained in tables C.1-C.5. Plot taken from [52].
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Figure 8.22: Comparison of the predictions of jet (left) and b-jet (right) multiplicities after
baseline selection obtained from rebalance and smear (blue lines) and Ag-
extrapolation (yellow line). For both methods full uncertainties are displayed.
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Figure 8.23: Comparison of the predictions of Hr (left) and Hp (right) after baseline se-
lection obtained from rebalance and smear (blue lines) and A¢-extrapolation
(vellow line). For both methods full uncertainties are displayed. The pre-
diction of the Ag¢-extrapolation depends on the predictions of other back-
grounds. In case of the first Hp bin in the left plot it is suspected that the
under-prediction of the Z — vv background is responsible for the upward
fluctuation of the Ag-extrapolation prediction.



9 Results of the supersymmetry search

The observed numbers of events in the 174 search intervals of the supersymmetry search
[52] discussed in chapters 7 and 8 are presented in figure 9.1 and the numerical values are
listed in tables C.1-C.5 in which also the interval numeration scheme is described. There
is a 3.5 standard deviation difference between the observed signal and standard model
backgrounds in search region 126 and differences between 2 and 3 standard deviations
in signal regions 74, 114 and 151. In all remaining 170 signal regions the background
prediction agrees with the observed signal with differences below 2 standard deviations.
This is consistent with normal distribution, therefore the prediction of the standard model
backgrounds is compatible with the observed data and no evidence for supersymmetry has
been observed.

The SM backgrounds have been evaluated in the so-called aggregate search bins as well,
these are defined in table 7.2. Those search intervals are designed to represent 12 signal
topologies and to facilitate interpretation of search results. The observed numbers of

-1
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Figure 9.1: The predictions of the standard model backgrounds and the observed number
of events in the 174 search regions of the supersymmetry search [52]. The
lower plot shows the fractional difference between the data and background
predictions. The bin numbers are explained in tables C.1-C.5. Plot taken
from [52].
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Figure 9.2: The predictions of the standard model backgrounds and the observed number
of events in the aggregate search regions. The lower plot shows the fractional
difference between the data and background predictions. The interval numbers
are explained in table 7.2. Plot taken from [52].

events in the aggregate search intervals are presented in figure 9.2, and the numerical
values are listed in table C.6. The limits on the masses of SUSY particles derived from the
aggregate search bins do not deviate significantly from the calculations based on the full
174 search regions, as will be discussed in next paragraph. However, they are simpler to
use for reinterpretations and investigations of scenarios which were not considered within
this analysis.

To calculate the limits on the production cross section for specific SUSY signal scenario,
a likelihood fit is used. The limits for the gluino (squark) pair production are calculated as
a function of gluino (squark) mass and neutralino mass. For each choice of SUSY particle
masses, all 174 search regions are used in the fitting procedure. The fitted function is
a product of Poisson probability density functions, one for each search bin, and it is
constrained by the uncertainties of the background estimates. The test statistic used is
qu = —2In(L,/Limaz), where L, is the likelihood obtained for a fixed SUSY signal strength
and L4, is the maximum likelihood obtained when all parameters of the fit were allowed
to vary. In the derivation of the limits, the asymptotic results of the test statistics [170]
are used, in conjunction with the CL; criterion described in references [171,172].

The 95% confidence level (CL) signal cross section upper limits were sampled using these
methods. Exclusion curves were derived using next-to-leading order (NLO) and next-to-
leading-logarithm (NLL) signal cross sections [173-177]. In the procedure, the possible
contamination of the control regions by signal events is taken into account.
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The results of the upper limit calculations for the gluino production for T1tttt, T1bbbb,
T1lqqqq, ThqqqqVV, T1tbtb, and mixed gluino decay simplified models are presented in
figure 9.4. For the first four models listed, the simplified model points with the gluino
masses below 1960, 1950, 1825 and 1800 GeV were excluded, depending on the value of
myo. For the T1tbtb simplified model, points with gluino masses below 1850 to 1880 GeV
have been excluded. Note that for this model the acceptance is small for mgo < 25 GeV.

The reason for that is that for very light neutralinos, parent particle, the chargino ﬁc (see
figure 7.1b), becomes very light and thus heavily Lorentz boosted. In this case most of the
chargino momentum would be transferred to the W boson, which makes the H; spectrum
softer. Because of that, the search is not sensitive to models with neutralino masses below
25 GeV, for which the charginos )N({E and neutralino Y} are nearly mass degenerate.

The upper limits on the squark production cross sections for T2tt, T2bb and T2qq
simplified models are presented in figure 9.3. Using the NLO+NLL cross sections [173—
177], simplified model points with squark masses below 960, 990 and 1390 GeV, have
been excluded, respectively. For the T2tt model, points with small neutralino masses
mgo and with a mass splitting approximately equal to the mass of the top quark mgo-
Mg A Myep, are not included in the calculation. These points correspond to the unshaded
region on the diagonal of the plot. The reason is that signal with masses in that region
is practically undistinguishable from standard model backgrounds and control regions

become dominated by signal.

The same simplified models were targeted by several supersymmetry searches performed
within CMS which were based on different final states or used different techniques. The
limit plots of these searches are presented in figures 9.5 and 9.6 for the gluino and squark
pair production respectively. The limits which were presented in the supersymmetry search
discussed in this thesis are denoted on the plots as SUS-16-033. They are compared with
other fully hadronic searches denoted as SUS-16-036 [178], SUS-16-032 [179] and SUS-16-
049 [180], and with six searches with leptons in the final states: SUS-17-001 [181], SUS-
16-037 [182], SUS-16-042 [183], SUS-16-035 [184], SUS-16-041 [185] and SUS-16-051 [186].

In the case of Tlqqqq models (figure 9.5), the expected sensitivity of SUS-16-033 is
comparable to SUS-16-036. This is because in T1lqqqq, at least 4 jets are expected in
the final state, and both analyses are sensitive to such scenarios. However, in the case of
T1bbbb, at least 8 jets are expected in the final state. In this high multiplicity regime
the analysis presented in this thesis is better suited, as it has dedicated search intervals
with 7-8 jets and at least 9 jets. For the SUS-16-036 search the highest Njs intervals
are 4 < Njgs < 6 and Njes > 7, which makes it less sensitive to scenarios with many
jets. This is even more visible in the case of T1tttt, in which there are four top quarks
in the final state. Considering only fully hadronic events, this corresponds to at least 12
jets. The expected limit of the T1tttt model, in case of light neutralinos, of the search
presented in this thesis is around 100 GeV higher than any other search. The advantage
over the searches with leptons comes from the fact that the backgrounds with leptons are
more difficult to model. Additionally, for the searches with at lest 2 leptons in the final
state, the branching ratio of ¢ decaying into leptons plays a significant role, as it is only
around 10%.

The limits set by SUS-16-033 on the masses of squarks for the discussed models are
competitive compared with other searches which targeted same simplified models. The
expected limits presented in figure 9.6 for the T2bb model are very similar for all three
searches. For the T2tt, the result presented in this thesis can be directly compared to SUS-
16-036, which is also an inclusive, fully hadronic SUSY search. As can be seen from figure
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Figure 9.3: The observed 95% CL upper limits on the production cross sections for the T2tt
(upper left), T2bb (upper right) and T2qq (lower) simplified models as a func-
tion of the squark and LSP masses mg and mgo. The solid black curves show
the observed exclusion limits assuming 100% branching ratios and NLO+NLL
cross sections [173-177] and their uncertainties. The thick dashed (red) curves
represent the expected limits with uncertainties under the background-only
hypothesis. Plot taken from [52].

9.6 in the uncompressed region (high mass difference between the stop and the neutralino),
both searches are very competitive. However the SUS-16-033 is much more sensitive in
the so-called top corridor, where the mass difference between the neutralino and the stop
is close to the value of top quark mass. This is because the Mpo variable used in the
SUS-16-036 search is not sensitive to model points in the compressed region and does not
allow for sufficient background-signal discrimination in the top corridor. The expected
limit for the fully hadronic dedicated stop search SUS-16-049 is the strongest because it
targets stop production only and uses top-tagging to identify interesting events. On the
other hand the search SUS-17-001 with two leptons in the final state is strongly suppressed
by the low branching ratio of top quarks decaying into states with leptons.
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The limits obtained in ATLAS supersymmetry searches are similar to results presented
in this thesis. Simplified models with top squark masses below 1000 GeV were excluded
in ATLAS searches (see left plot in figure 9.7), compared to the exclusion of the search
presented in this thesis which is 960 GeV. The limit on the gluino mass in T1tttt model
from the ATLAS search is around 1950 GeV (pink curve in right plot in figure 9.7). It
agrees within the uncertainty with the corresponding mass limit calculated in the SUS-
16-033, which is 1960 GeV.



114 9 Results of the supersymmetry search

CMSerreiiminary 35.9 fb (13 TeV) CMSereiiminary 35.9 fb™ (13 TeV)
% 1800 pp > gg,g —>t ii? NLO+NLL exclusion . E % 1800 pp >gg,g—>bb i:) NLO+NLL exclusion . E
O, 1600| =Observed £ 16, E' o 1600| =Observed + 16, 'g'
éx =::Expected + 1 Oexperiment *3 Elx =-:Expected + 1 O experiment _,(—_),
1400= ] 1400= 2
r 0 E @
1200 10 g 1200 00 = Lo g
C o C E o
1000 < 1000/~ . 1§
L = L - =
800 € 800 |l E
r = r =
600 102 § 600— 102 §
r pm} C =}
400 O 400~ 1
C O C (@)
200~ 2 200~ 2
t 10° 3 : 10° 3
800 800 1000 1200 1400 1600 1800 2000 2200 800 800 1000 1200 1400 1600 1800 2000 2200
m, [GeV] m; [GeV]
CMS-rreiiminary 35.9 fb" (13 TeV) CMS-rreiminary 35.9 fb" (13 TeV)
> 1800| pp—§§ §—>qax NLO+NLL exclusion 1 g o 1800| pp—§5,§>qqV 7 NLO+NLL exclusion 1 g
O, 1600| =Observed 16, E' S 1600| =Observed + 16, 'g
éx 2:zExpected £ 16,0 ment 2 Exx zz:Expected * 16,00 2
C 2 14001~ 2
r o E @
E 10" 2 12000 —10" €
C o C a E o
:* g 1000 ; ~ ] g
L = L - =
E E 800 l E
r g r g
F 102 g 600 102 o
L % r %
3 _ 4001~ _
L O C (@)
= &\: 200— ﬁ\:
: 109 > 100
800 800 1000 1200 1400 1600 1800 2000 2200 0 800 800 1000 1200 1400 1600 1800 2000 2200 0
m [GeV] my [GeV]
CMS-rreiiminary 35.9 fb" (13 TeV) ZQOOCMS Preliminary 35.9 fo'' (13 TeV)
o 1800 pp—§5,§—Tb% NLO+NLL exclusion T 2 _PP = § g, 95% C.L. NLO+NLL exclusion
) ' 1 & (5 2000| —--3-05%, — Observed
= 1600 =Observed + 16, c = TG Tb7, (50%).§ - bB T (50%)
3| 22z Expected £ 16,0 mon S 1800 —5otoz --- Expected
€ 1400 Sxperre 8 1S 1600 TG Tb (50%) § T, (25%).3 - b B T, (25%)
r 3 e B AR B A Y
. —_— 0 X x
1200(— 107 g 14007___9—»((1‘ |
r S F 3
E 1200~ =
1000 F g E E
r = 1000f 4
800 E g E
r ~ 800y v
600— 2 Q C v
g 10 g 600} -
400 3 400 P
200 2 200 =
E o £ ‘ ‘ ‘ v
5
gOO 1000 1200 1400 1600 1800 2000 2200 10 é;OO 1000 1200 1400 1600 1800 2000 2200
m [GeV] my [GeV]

Figure 9.4: The 95% CL upper limits on the production cross sections for the (upper left)
T1tttt, (upper right) T1bbbb, (middle left) T1qqqq, (middle right) T5qqqqV'V,
and (lower left) T1tbtb simplified models as a function of the gluino and LSP
masses mg and mgo. (Lower right) The corresponding 95% NLO-+NLL ex-
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solid and dashed lines please refer to figure 9.3. Plot taken from [52].
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the gluino pair-production simplified models for several CMS supersymmetry
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The year 2016 was very successful for the CMS collaboration. Around 36 fb=! of 13 TeV
proton-proton collision data was collected , almost 50% more than expected [60]. The
work presented in this thesis focused on two measurements performed using that data.
The first was analysis of the resolution of the jet transverse momentum in data and in
simulation, presented in chapter 6. The results were used in an estimation of the QCD
background for a fully hadronic, inclusive search for supersymmetry using the rebalance
and smear method, presented in chapter 8.

The ratios of the jet energy resolution were measured using a dijet method. The volume
of the dataset allowed the usage of finer intervals in pseudorapidity |n| compared to 7 and 8
TeV measurements, giving the insight into the performance of the detector subcomponents.
The resolution in data was observed to be lower compared to simulation. This effect was
expected, as the MC only approximates the behavior of the detector and it was observed
in the previous measurements [120] that the resolution in simulation is higher.

Four ranges of pseudorapidity can be distinguished based on the geometry of the de-
tector. In range |n| < 1.131 the resolution in data is 15-19% worse than in MC. This ||
range corresponds to the coverage of the barrel part of the inner tracking system, and is
within the range of the barrel part of ECAL and HCAL. Because of that the values of the
scale factors in that range are close to each other. In the range |n| € (1.131,2.5) the scale
factors have values in a similar range as below |n| = 1.131, however they are showing large
fluctuations. This region corresponds to the tracker endcap coverage and the variations of
the scale factors is caused by the changing geometry of the calorimeters. The boundary
between the barrel and endcap ECAL is at || = 1.479 and the preshower starts only at
|n| = 1.653. The transition between barrel and endcap HCAL occurs at |n| € (1.2,1.5).
Due to these changes the data to simulation ratios vary in the range of 10-30%. The third
|n| range is |n| € (2.5,2.964). In this region the scale factors are very high, with resolution
in data between 34% and 80% lower than in simulation. This is caused by the fact that
there are no tracks reconstructed above |n| = 2.5 so the jet measurement is based only on
calorimeter clusters. The simulation of calorimetry is generally more difficult than that of
the tracker. Additionally, the |n| intervals used in that range are very narrow, reducing the
statistical precision. The last pseudorapidity range is |n| € (2.964,5.2) which corresponds
to the hadronic forward calorimeter coverage. The data resolution in that range is around
19% lower than in simulation, which is an effect very similar to one obtained for 8 TeV
jet energy resolution measurement.

Additionally, a measurement of the data to simulation ratios of the jet response non-
gaussian tails was presented. A measurement in a wide |7| intervals has shown that the
tails in data were 14% higher in the barrel region || < 1.131. For higher values of
pseudorapidities the tails in data are 10-12% lower than in simulation. However, these
scale factors have large uncertainties of around 20%.

The resolution measurement based on the dijet events provides a reach to high values of
pr. However, for low transverse momenta the method is constrained by low trigger rates.
A measurement of the resolution with v/Z + jets could possibly improve the statistical
precision for pr < 100 GeV. This perhaps could allow for a measurement of data to
simulation ratios not only in intervals of |n|, but also of pyp.
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The knowledge gained through the measurements of the jet transverse momentum re-
sponse was utilized in the work presented in the second half of this thesis, which was
a search for supersymmetry in multijet events with high missing transverse momentum
and no leptons. The search was performed on the same data as the jet energy resolution
measurement, namely the 13 TeV data recorded by the CMS experiment in the 2016.
The search intervals were defined using intervals of Njets, Npjers, Hr and H 1, making the
analysis sensitive to multiple supersymmetric models.

The main focus of the work presented in this thesis was the estimation of the background
arising from QCD multi-jet events. Though it is not the dominant background, its predic-
tion is especially difficult due to the nature of the missing transverse momentum in QCD
events, originating mostly from the jet mismeasurements and neutrinos from the decays of
heavy flavored quarks. The QCD background was estimated using the rebalance and smear
method, which predicts the fake H; in multijet events based on a jet resolution model. In
this method the jets in multijet events from data are modified to approximately undo the
detector effects and then are smeared according to the jet transverse momentum response.
The rebalance and smear method has been used in previous searches for supersymmetry
performed on fully hadronic events with large missing transverse momentum [162-164] in
which the Nyjets was not used as a search variable. Inclusion of the number of b-tagged
jets in the definitions of search intervals required modification of the method because of
additional contribution to the M, originating from the neutrinos from decays of B mesons.
Previously, the jets were rebalanced to a fixed H; which was calculated using the jets be-
low certain pp threshold. In the modified approach, the 1 of the rebalanced event is
constrained by the particle-level kinematic distributions of missing transverse momentum,
calculated using QCD simulation. The prediction of the rebalance and smear method
has been compared to the prediction of an alternative QCD background estimation, the
Ag-extrapolation, and the two predictions were found to be consistent.

The observed number of events in the 174 search intervals agree with the Standard Model
background predictions and no evidence for supersymmetry has been observed [52]. The
results were interpreted in the context of simplified models which assume the production
and decays of gluinos, and light-flavored, bottom and top squarks. For these models the
95% CL upper limits on the production cross sections and NLO-+NLL exclusion curves
were calculated. Depending on the simplified model, the production of gluinos with masses
in range of 1800-1960 GeV were excluded for LSP masses below around 1 TeV. The top,
bottom and light squarks with masses below 960, 1050 and 1450 GeV, respectively, were
also excluded for masses of LSP below 400 GeV for the considered simplified models.
Furthermore, the results can be re-interpreted for other BSM models which predict final
states with jets and missing transverse momentum.
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A Jet transverse momentum resolution

A.1 Additional jet activity correction
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A Jet transverse momentum resolution
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activity aynq, in different pp bins and |n| € (0.522,0.783). The black points
and line represent data points, red color represents detector level simulation
and blue represents truth level simulation.
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Figure A.3: Plots of the fits to asymmetry widths as a function of additional hadronic
activity aynqy in different pp bins and |n| € (0.783,1.131). The black points
and line represent data points, red color represents detector level simulation
and blue represents truth level simulation.
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Figure A.4: Plots of the fits to asymmetry widths as a function of additional hadronic
activity aumqg in different pr bins and |n| € (1.131,1.305). The black points
and line represent data points, red color represents detector level simulation
and blue represents truth level simulation.
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Figure A.5: Plots of the fits to asymmetry widths as a function of additional hadronic
activity aynqy in different pp bins and |n| € (1.305,1.740). The black points
and line represent data points, red color represents detector level simulation
and blue represents truth level simulation.
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Figure A.6: Plots of the fits to asymmetry widths as a function of additional hadronic
activity aynq, in different pp bins and |n| € (1.740,1.930). The black points
and line represent data points, red color represents detector level simulation
and blue represents truth level simulation.
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Figure A.7: Plots of the fits to asymmetry widths as a function of additional hadronic
activity aynqy in different pp bins and |n| € (1.930,2.043). The black points
and line represent data points, red color represents detector level simulation
and blue represents truth level simulation.
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Figure A.8: Plots of the fits to asymmetry widths as a function of additional hadronic
activity aumqq in different pr bins and |n| € (2.043,2.322). The black points
and line represent data points, red color represents detector level simulation
and blue represents truth level simulation.
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Figure A.9: Plots of the fits to asymmetry widths as a function of additional hadronic
activity quneg in different pr bins and |n| € (2.322.2.5). The black points and
line represent data points, red color represents detector level simulation and
blue represents truth level simulation.
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Figure A.10: Plots of the fits to asymmetry widths as a function of additional hadronic
activity qumee in different pr bins and |n| € (2.5,2.853). The black points
and line represent data points, red color represents detector level simulation
and blue represents truth level simulation.
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Figure A.11: Plots of the fits to asymmetry widths as a function of additional hadronic
activity Qumaq in different pp bins and |n| € (0, 1.131) for the widths calculated
with forward extension. The black points and line represent data points,
red color represents detector level simulation and blue represents truth level

simulation.
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Figure A.12: Plots of the fits to asymmetry widths as a function of additional hadronic
activity gy in different pr bins and |n| € (1.131,1.305) for the widths
calculated with forward extension. The black points and line represent data
points, red color represents detector level simulation and blue represents
truth level simulation.
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Figure A.13: Plots of the fits to asymmetry widths as a function of additional hadronic
activity aumqq in different pr bins and |n| € (1.305,1.740) for the widths
calculated with forward extension. The black points and line represent data
points, red color represents detector level simulation and blue represents
truth level simulation.
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Figure A.14: Plots of the fits to asymmetry widths as a function of additional hadronic
activity gy in different pr bins and |n| € (1.740,1.930) for the widths
calculated with forward extension. The black points and line represent data
points, red color represents detector level simulation and blue represents
truth level simulation.
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Figure A.15: Plots of the fits to asymmetry widths as a function of additional hadronic

activity aumqq in different pr bins and |n| € (1.930,2.043) for the widths
calculated with forward extension. The black points and line represent data
points, red color represents detector level simulation and blue represents
truth level simulation.
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Figure A.16: Plots of the fits to asymmetry widths as a function of additional hadronic
activity gy in different pr bins and |n| € (2.043,2.322) for the widths
calculated with forward extension. The black points and line represent data
points, red color represents detector level simulation and blue represents
truth level simulation.
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Plots of the fits to asymmetry widths as a function of additional hadronic
activity umqq in different pr bins and |n| € (2.322,2.5) for the widths cal-
culated with forward extension. The black points and line represent data
points, red color represents detector level simulation and blue represents
truth level simulation.



138 A Jet transverse momentum resolution

035 —e— Extrapolation (data) 035 —e— Extrapolation (data) 035 —e— Extrapolation (data)
Anti-k, (R=0.4) PFchs Jets. © Anti-k, (R=0.4) PFchs Jets © Anti-k, (R=0.4) PFchs Jets
—e— Extrapolation (MC) —e— Extrapolation (MC) —e— Extrapolation (MC)
03 20<[1|<23, 74< P, [GeV]< 9 03 20 1|<23, 96< P, [GeV] < 165 03 20<1|< 23, 165< F, [GeV] < 232
—e— Extrapolation (gen) —e— Extrapolation (gen) —e— Extrapolation (gen)
0.25 0.25 0.25-
a 02F 0.2
015 / 015 / 0151
r / £ / o1f /
f T N N W W SR R T N I W W S N S N TN T P N R
01 015 02 025 03 035 0 01 015 02 025 03 035 01 015 02 025 03 035
Threshold o, Threshold o, Threshold o,
035 —e— Extrapolation (data) 035 —e— Extrapolation (data) 035 —e— Extrapolation (data)
Anti-k, (R=0.4) PFchs Jets Anti-k, (R=0.4) PFchs Jets °© Anti-k, (R=0.4) PFchs Jets
—e— Extrapolation (MC) —e— Extrapolation (MC) —e— Extrapolation (MC)
03 2.0<y|<23,232< P, [GeV] < 300 03 2.0< /< 23,300 < P, [GeV] < 366 03 2.0< | < 2.3, 366 < , [GeV] < 456
T —e— Extrapolation (gen) T —e— Extrapolation (gen) T —e— Extrapolation (gen)
0251 0251 0251
02F 0.2F 02k
0.15F 0.15F 0.15(
01F / o1 o1 /
0.05
N RN NS TS TR RN R S N TN FE TN PR NN P N TN T PR N R
I 01 015 02 025 03 035 05 01 015 02 025 03 035 005 01 015 02 025 03 035
Threshold o, Threshold o, Threshold o,
05 |~ Extrapolation (data) 05 —e— Extrapolation (data)

Anti-k (R=0.4) PFchs Jets Antik, (R=0.4) PFchs Jets
—e— Extrapolation (MC)
0.3 0.3

% 2.0<nl<23, 456 < P, [GeV] < 569 .
—e— Extrapolation (gen)

—e— Extrapolation (MC)

201/n1<23,560< , [GeVI < 1500 )
—e— Extrapolation (gen)

0.25

o
5} o
g o
T T

I N R NN N E N N

01 015 02 025 03 035
Threshold o,

I N R NN N S N

0 005 01 015 02 025 03 0.
Threshold o,

&

Figure A.18: Plots of the fits to asymmetry widths as a function of additional hadronic
activity unqee in different pp bins and |n| € (2.5,2.853) for the widths cal-
culated with forward extension. The black points and line represent data
points, red color represents detector level simulation and blue represents
truth level simulation.
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calculated with forward extension. The black points and line represent data
points, red color represents detector level simulation and blue represents
truth level simulation.
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Plots of the fits to asymmetry widths as a function of additional hadronic
activity umqq in different pr bins and |n| € (2.964,3.139) for the widths
calculated with forward extension. The black points and line represent data
points, red color represents detector level simulation and blue represents
truth level simulation.
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Figure A.21: Plots of the fits to asymmetry widths as a function of additional hadronic
activity umeq in different pr bins and || € (3.139,5.191) for the widths
calculated with forward extension. The black points and line represent data
points, red color represents detector level simulation and blue represents
truth level simulation.



B Rebalance and smear

Table B.1: Predicted QCD counts and uncertainties calculated using the rebalance and
smear method for search bins 1-47 (L = 35.9 fb™1).

bin | name n(QCD) | stat | contam | trig core tail prior | closure | btag | tot. syst.
1 | Ht300,Mht300,NJets2,BTags0 326.2 +12.4 | +0.29 | £10.3 | £118.9 | £104.4 | £16.3 | £65.2 | £0.0 +172.2
2 | Ht500,Mht300,NJets2,BTags0 44.9 +1.5 | £0.15 | £0.95 | £16.4 | +14.4 | £2.2 +9.0 +0.0 +23.7
3 | Ht1000,Mht300,NJets2,BTags0 1.6 +0.16 | +0.1 | +£0.04 | £0.57 +0.5 | £0.08 | +£0.31 | +0.0 +0.84
4 | Ht350,Mht350,NJets2,BTags0 126.4 +4.3 | £0.12 | £3.8 | £46.0 | +£404 | +6.3 | £25.3 | +0.0 +66.7
5 | Ht500,Mht350,NJets2,BTags0 42.6 +7.2 | £0.06 | £0.98 | +£15.5 | £13.6 | £2.1 +8.5 +0.0 +22.4
6 | Ht1000,Mht350,NJets2,BTags0 1.3 +0.06 | £0.02 | £0.03 | £0.47 | £0.41 | £0.06 | £0.26 | +0.0 +0.68
7 | Ht500,Mht500,NJets2,BTags0 4.5 +0.12 | £0.01 | +£0.12 | +1.6 +1.4 | £0.22 | £0.9 +0.0 +2.4
8 | Ht1000,Mht500,NJets2,BTags0 0.03 +0.02 | £0.0 +0.0 | +£0.01 | £0.01 | £0.0 | £0.01 | +0.0 +0.02
9 | Ht750,Mht750,NJets2,BTags0 0.35 +0.06 | +£0.0 | +0.01 | £0.13 | £0.11 | £0.02 | £0.07 | +0.0 +0.18
10 | Ht1500,Mht750,NJets2,BTags0 0.01 +0.01 | £0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0
11 | Ht300,Mht300,NJets2,BTags1 43.8 +6.1 | £0.04 | £1.3 | £18.1 | +14.0 | £2.2 +8.8 +0.0 +24.6
12 | Ht500,Mht300,NJets2,BTags1l 6.7 +2.7 | £0.02 | £0.14 | +2.8 +2.1 | £0.33 | £1.3 +0.0 +3.7
13 | Ht1000,Mht300,NJets2,BTags1 0.33 +0.02 | £0.02 | £0.01 | +0.13 +0.1 | £0.02 | £0.07 | +0.0 +0.18
14 | Ht350,Mht350,NJets2,BTags1 19.6 +1.9 | £0.02 | £0.6 +8.1 +6.3 | £0.98 | +3.9 +0.0 +11.0
15 | Ht500,Mht350,NJets2,BTags1 8.5 +3.0 | £0.01 | £0.19 | +£3.5 +2.7 | £042 | £1.7 +0.0 +4.8
16 | Ht1000,Mht350,NJets2,BTags1 0.13 +0.04 | £0.0 +0.0 | £0.05 | +0.04 | £0.01 | £0.03 | +0.0 +0.07
17 | Ht500,Mht500,NJets2,BTags1 1.5 +0.18 | +0.0 | £0.04 | £0.61 | £0.47 | £0.07 | +0.3 +0.0 +0.83
18 | Ht1000,Mht500,NJets2,BTags1 0.03 +0.03 | £0.0 +0.0 | £0.01 | +0.01 | +£0.0 | £0.01 | £0.0 +0.02
19 | Ht750,Mht750,NJets2,BTags1 0.1 +0.03 | £0.0 +0.0 | £0.04 | +£0.03 | +£0.0 | £0.02 | £0.0 +0.06
20 | Ht1500,Mht750,NJets2,BTagsl 0.0 +0.01 | £0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0
21 | Ht300,Mht300,NJets2,BTags2 3.0 +0.85 | £0.0 | £0.08 | =£1.6 +0.95 | £0.15 | £0.59 | £3.0 +3.6
22 | Ht500,Mht300,NJets2,BTags2 0.57 +0.17 | £0.0 | £0.01 | £0.31 | £0.18 | £0.03 | £0.11 | +0.57 +0.69
23 | Ht1000,Mht300,NJets2,BTags2 0.03 +0.01 | £0.0 +0.0 | +0.02 | £0.01 | £0.0 | £0.01 | £0.03 +0.04
24 | Ht350,Mht350,NJets2,BTags2 1.0 +0.46 | £0.0 | £0.03 | £0.57 | +0.33 | £0.05 | £0.21 | £1.0 +1.2
25 | Ht500,Mht350,NJets2,BTags2 0.44 +0.05 | +0.0 | £0.01 | £0.24 | £0.14 | £0.02 | £0.09 | +0.44 +0.52
26 | Ht1000,Mht350,NJets2,BTags2 0.06 +0.04 | £0.0 +0.0 | +£0.03 | £0.02 | £0.0 | £0.01 | £0.06 +0.08
27 | Ht500,Mht500,NJets2,BTags2 0.03 +0.0 +0.0 +0.0 | £0.02 | £0.01 | +0.0 | £0.01 | £0.03 +0.04
28 | Ht1000,Mht500,NJets2,BTags2 0.0 +0.01 | £0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0
29 | Ht750,Mht750,NJets2,BTags2 0.01 +0.01 | £0.0 +0.0 +0.0 +0.0 +0.0 +0.0 | £0.01 +0.01
30 | Ht1500,Mht750,NJets2,BTags2 0.0 +0.01 | £0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0
31 | Ht300,Mht300,NJets3,BTags0 272.7 +68.0 | +0.31 +£7.3 | £51.0 | £87.3 | £13.6 | £54.5 | £0.0 +115.9
32 | Ht500,Mht300,NJets3,BTags0 119.3 +7.7 | £043 | £2.2 | £22.3 | £38.2 | +£6.0 | £23.9 | +0.0 +50.7
33 | Ht1000,Mht300,NJets3,BTags0 41.3 +2.2 | +£041 | 1.7 +£7.7 +13.2 | £2.1 +8.3 +0.0 +17.6
34 | Ht350,Mht350,NJets3,BTags0 113.7 +6.4 | £0.13 | £3.5 | £21.3 | £36.4 | £5.7 | £22.7 | +0.0 +48.3
35 | Ht500,Mht350,NJets3,BTags0 80.2 +9.1 | £0.14 | +£1.6 | £15.0 | £25.7 | £4.0 | £16.0 | +0.0 +34.1
36 | Ht1000,Mht350,NJets3,BTags0 23.7 +1.1 +0.1 | £0.68 | +44 +7.6 +1.2 +4.7 +0.0 +10.1
37 | Ht500,Mht500,NJets3,BTags0 5.5 +0.18 | £0.01 | +£0.15 | +1.0 +1.8 | £0.27 | +£1.1 +0.0 +2.3
38 | Ht1000,Mht500,NJets3,BTags0 1.3 +0.53 | £0.0 | £0.03 | £0.24 | +0.41 | £0.06 | +£0.26 | +0.0 +0.55
39 | Ht750,Mht750,NJets3,BTags0 0.32 +0.03 | £0.0 | £0.01 | £0.06 +0.1 | £0.02 | +£0.06 | +0.0 +0.14
40 | Ht1500,Mht750,NJets3,BTags0 0.1 +0.01 | £0.0 +0.0 | £0.02 | £0.03 | +£0.0 | £0.02 | £0.0 +0.04
41 | Ht300,Mht300,NJets3,BTagsl 58.9 +3.6 | £0.15 | £1.6 +8.4 +18.9 | +2.9 | £11.8 | +0.0 +24.0
42 | Ht500,Mht300,NJets3,BTags1 37.6 +4.3 | £0.21 | £0.73 | +5.3 +12.0 | +£1.9 +7.5 +0.0 +15.3
43 | Ht1000,Mht300,NJets3,BTags1 11.4 +0.83 | £0.11 | +0.5 +1.6 +3.6 | £0.57 | £2.3 +0.0 +4.7
44 | Ht350,Mht350,NJets3,BTags1 22.3 +1.4 | £0.05 | £0.69 | +3.2 +7.1 +1.1 +4.5 +0.0 +9.1
45 | Ht500,Mht350,NJets3,BTags1 17.6 +34 | £0.06 | £0.35 | £2.5 +5.6 | £0.88 | £3.5 +0.0 +7.2
46 | Ht1000,Mht350,NJets3,BTags1 5.7 +0.45 | +0.04 | £0.16 | +0.8 +1.8 | £0.28 | +£1.1 +0.0 +2.3
47 | Ht500,Mht500,NJets3,BTags1 1.3 +0.1 +0.0 | £0.04 | £0.19 | £0.43 | +£0.07 | £0.27 | £0.0 +0.55
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Table B.2: Predicted QCD counts and uncertainties calculated using the rebalance and
smear method for search bins 48-110 (L = 35.9 fb~1).

bin | name n(QCD) | stat | contam | trig core tail prior | closure | btag | tot. syst.
48 | Ht1000,Mht500,NJets3,BTags1 0.38 +0.14 | £0.0 | £0.01 | £0.05 | £0.12 | £0.02 | £0.08 | £0.0 +0.16
49 | Ht750,Mht750,NJets3,BTags1 0.13 +0.01 | +0.0 +0.0 | £0.02 | £0.04 | £0.01 | £0.03 | +0.0 +0.05
50 | Ht1500,Mht750,NJets3,BTagsl 0.03 +0.01 | +0.0 +0.0 | £0.0 | £0.01 | £0.0 | £0.01 | £0.0 +0.01
51 | Ht300,Mht300,NJets3,BTags2 9.0 +1.1 +0.05 | £0.27 | £1.8 +2.9 | £0.45 +1.8 +0.0 +3.9
52 | Ht500,Mht300,NJets3,BTags2 3.8 +1.2 +0.05 | £0.07 | £0.74 | £1.2 | £0.19 | £0.75 +0.0 +1.6
53 | Ht1000,Mht300,NJets3,BTags2 2.2 +0.18 | £0.03 | £0.11 | £0.44 | £0.71 | £0.11 | £0.45 +0.0 +0.96
54 | Ht350,Mht350,NJets3,BTags2 2.7 +0.57 | +0.01 | £0.09 | £0.52 | £0.85 | £0.13 | +0.53 | +0.0 +1.1
55 | Ht500,Mht350,NJets3,BTags2 3.1 +0.23 | £0.02 | £0.06 | £0.61 | £1.0 | £0.16 | +0.62 +0.0 +1.3
56 | Ht1000,Mht350,NJets3,BTags2 0.95 +0.16 | +0.01 | £0.03 | £0.19 | +0.3 | £0.05 | +0.19 | +0.0 +0.41
57 | Ht500,Mht500,NJets3,BTags2 0.22 +0.04 +0.0 +0.01 | £0.04 | £0.07 | £0.01 | £0.04 +0.0 +0.09
58 | Ht1000,Mht500,NJets3,BTags2 0.1 +0.03 | £0.0 +0.0 | £0.02 | £0.03 | +£0.0 | £0.02 | £0.0 +0.04
59 | Ht750,Mht750,NJets3,BTags2 0.03 +0.02 +0.0 +0.0 | £0.01 | £0.01 | £0.0 +0.01 +0.0 +0.01
60 | Ht1500,Mht750,NJets3,BTags2 0.01 +0.01 | £0.0 +0.0 | £0.0 | £0.0 | £0.0 +0.0 +0.0 +0.01
61 | Ht300,Mht300,NJets3,BTags3 0.35 +0.18 | +0.01 | £0.01 | £0.19 | £0.11 | £0.02 | +0.07 | +0.35 +0.42
62 | Ht500,Mht300,NJets3,BTags3 0.75 +0.52 | £0.01 | £0.01 | £0.41 | £0.24 | £0.04 | £0.15 | £0.75 +0.9
63 | Ht1000,Mht300,NJets3,BTags3 1.6 +0.16 | +0.01 | £0.07 | £0.87 | £0.51 | £0.08 | +0.32 | +1.6 +1.9
64 | Ht350,Mht350,NJets3,BTags3 0.09 +0.03 | £0.01 +0.0 | £0.05 | £0.03 | £0.0 +0.02 | +£0.09 +0.11
65 | Ht500,Mht350,NJets3,BTags3 0.78 +0.18 | +0.02 | £0.01 | £0.42 | £0.25 | £0.04 | +0.16 | +0.78 | +0.94
66 | Ht1000,Mht350,NJets3,BTags3 0.54 +0.15 +0.0 +0.03 | +£0.29 | +£0.17 | +£0.03 | £0.11 | +0.54 +0.65
67 | Ht500,Mht500,NJets3,BTags3 0.1 +0.1 +0.0 +0.0 | £0.06 | £0.03 | £0.01 | +0.02 | +0.1 +0.13
68 | Ht1000,Mht500,NJets3,BTags3 0.02 +0.03 +0.0 +0.0 | £0.01 | £0.01 | £0.0 +0.0 +0.02 +0.02
69 | Ht750,Mht750,NJets3,BTags3 0.01 +0.02 | +0.0 +0.0 | £0.0 | £0.0 | £0.0 +0.0 | £0.01 +0.01
70 | Ht1500,Mht750,NJets3,BTags3 0.01 +0.03 | £0.0 +0.0 | £0.01 | £0.0 | £0.0 £0.0 | £0.01 +0.02
71 | Ht300,Mht300,NJets5,BTags0 49.1 +4.8 | £0.09 | £1.3 | £8.6 | £15.7 | £25 +9.8 +0.0 +20.6
72 | Ht500,Mht300,NJets5,BTags0 113.1 +4.4 +0.35 +2.1 | £19.9 | £36.2 | £5.7 +22.6 +0.0 +47.5
73 | Ht1000,Mht300,NJets5,BTags0 49.3 +0.87 | £0.31 | £2.0 | £8.7 | £15.8 | £25 +9.9 +0.0 +20.8
74 | Ht350,Mht350,NJets5,BTags0 12.7 +2.3 +0.03 | £0.38 | £2.2 +4.1 | £0.63 +2.5 +0.0 +5.3
75 | Ht500,Mht350,NJets5,BTags0 65.2 +2.3 | £0.14 | £1.2 | £11.5 | £20.9 | £3.3 | £13.0 | +0.0 +27.4
76 | Ht1000,Mht350,NJets5,BTags0 28.4 +1.3 +0.11 | £0.75 | £5.0 +9.1 +1.4 +5.7 +0.0 +12.0
77 | Ht500,Mht500,NJets5, BTags0 3.2 +0.14 | £0.01 | £0.07 | £0.56 | £1.0 | £0.16 | +£0.63 | +0.0 +1.3
78 | Ht1000,Mht500,NJets5,BTags0 2.5 +0.1 +0.01 | £0.04 | £0.44 | £0.81 | £0.13 | £0.51 +0.0 +1.1
79 | Ht750,Mht750,NJets5,BTags0 0.23 +0.04 | +0.0 | £0.01 | £0.04 | £0.07 | £0.01 | £0.05 | +0.0 +0.1
80 | Ht1500,Mht750,NJetsb,BTags0 0.25 +0.06 | +0.0 +0.0 | £0.04 | £0.08 | £0.01 | £0.05 | £0.0 +0.11
81 | Ht300,Mht300,NJets5,BTagsl 12.8 +2.8 +0.13 | £0.36 | £1.8 +4.1 | £0.64 +2.6 +0.0 +5.2
82 | Ht500,Mht300,NJets5,BTagsl 41.0 +3.9 +0.51 | £0.71 | £5.9 | £13.1 | £2.1 +8.2 +0.0 +16.7
83 | Ht1000,Mht300,NJets5,BTagsl 18.4 +0.76 | £0.25 | £0.75 | £2.6 +5.9 | £0.92 +3.7 +0.0 +7.5
84 | Ht350,Mht350,NJetsb,BTagsl 3.7 +0.46 | +0.03 | £0.11 | £0.53 | +1.2 | £0.18 | +0.74 | +0.0 +1.5
85 | Ht500,Mht350,NJets5,BTagsl 27.6 +2.9 +0.28 +0.5 +4.0 +8.8 +14 +5.5 +0.0 +11.3
86 | Ht1000,Mht350,NJets5,BTagsl 11.9 +0.66 | +0.12 | £0.33 | £1.7 | £3.8 | £0.59 | +24 +0.0 +4.8
87 | Ht500,Mht500,NJets5,BTagsl 1.4 +0.11 | £0.01 | £0.03 | £0.21 | £0.46 | £0.07 | £0.29 +0.0 +0.59
88 | Ht1000,Mht500,NJets5,BTagsl 1.3 +0.17 | £0.01 | £0.02 | £0.19 | £0.42 | £0.07 | £0.27 | £0.0 +0.54
89 | Ht750,Mht750,NJets5,BTagsl 0.07 +0.01 | £0.0 +0.0 | £0.01 | £0.02 | £0.0 | £0.01 | £0.0 +0.03
90 | Ht1500,Mht750,NJets5,BTagsl 0.16 +0.07 | £0.0 +0.0 | £0.02 | £0.05 | £0.01 | £0.03 | £0.0 +0.07
91 | Ht300,Mht300,NJets5,BTags2 2.9 +0.95 | £0.06 | +£0.08 | £0.19 | £0.94 | £0.15 | £0.59 +0.0 +1.1
92 | Ht500,Mht300,NJets5,BTags2 11.8 +1.8 +0.35 | £0.21 | £0.78 | £3.8 | £0.59 +2.4 +0.0 +4.6
93 | Ht1000,Mht300,NJets5,BTags2 5.6 +0.38 | £0.15 | +£0.26 | £0.37 | £1.8 | £0.28 +1.1 +0.0 +2.2
94 | Ht350,Mht350,NJets5,BTags2 1.0 +0.54 | £0.02 | £0.03 | £0.07 | £0.33 | £0.05 +0.2 +0.0 +0.4
95 | Ht500,Mht350,NJets5,BTags2 5.9 +1.0 +0.16 | £0.11 | £0.39 | £1.9 | £0.29 +1.2 +0.0 +2.3
96 | Ht1000,Mht350,NJets5,BTags2 3.2 +0.15 | £0.08 | £0.09 | £0.21 | £1.0 | £0.16 | +0.64 +0.0 +1.2
97 | Ht500,Mht500,NJetsb, BTags2 0.34 +0.05 | +0.01 | £0.01 | £0.02 | £0.11 | £0.02 | +0.07 | +0.0 +0.13
98 | Ht1000,Mht500,NJets5,BTags2 0.16 +0.05 | £0.0 +0.0 | £0.01 | £0.05 | £0.01 | £0.03 | £0.0 +0.06
99 | Ht750,Mht750,NJetsb,BTags2 0.05 +0.05 | £0.0 +0.0 | £0.0 | £0.02 | £0.0 | £0.01 | £0.0 +0.02
100 | Ht1500,Mht750,NJets5,BTags2 0.03 +0.03 | £0.0 +0.0 | £0.0 | £0.01 | £0.0 | £0.01 | £0.0 +0.01
101 | Ht300,Mht300,NJets5,BTags3 0.5 +0.37 | £0.04 | £0.01 | £0.19 | £0.16 | £0.03 | +0.1 +0.5 +0.57
102 | Ht500,Mht300,NJets5,BTags3 3.9 +2.3 +0.13 | £0.06 | £1.5 +1.3 +0.2 +0.79 +3.9 +4.5
103 | Ht1000,Mht300,NJets5,BTags3 3.3 +042 | £0.19 | £0.15 | £1.2 | £1.0 | £0.0 | £0.65 | +3.3 +3.7
104 | Ht350,Mht350,NJetsb,BTags3 0.18 +0.08 | +0.01 | +0.0 | £0.07 | £0.06 | £0.01 | +0.04 | +£0.18 | +0.21
105 | Ht500,Mht350,NJetsh,BTags3 1.7 +0.13 | £0.07 | £0.03 | £0.64 | +£0.55 | £0.09 | +£0.34 | +1.7 +1.9
106 | Ht1000,Mht350,NJets5,BTags3 2.4 +0.29 | £0.12 | £0.09 | £0.87 | £0.75 | £0.12 | £0.47 | +2.4 +2.7
107 | Ht500,Mht500,NJetsb,BTags3 0.2 +0.03 | £0.01 | £0.0 | £0.07 | £0.06 | £0.01 | +£0.04 | +0.2 +0.23
108 | Ht1000,Mht500,NJets5,BTags3 0.11 +0.03 +0.0 +0.0 | £0.04 | £0.03 | £0.01 | £0.02 | £0.11 +0.12
109 | Ht750,Mht750,NJetsb,BTags3 0.02 +0.04 | £0.0 +0.0 | £0.01 | £0.01 | 0.0 +£0.0 | £0.02 +0.03
110 | Ht1500,Mht750,NJets5,BTags3 0.0 +0.02 | +0.0 +0.0 | £0.0 | £0.0 | £0.0 +0.0 +0.0 +0.01



144

B Rebalance and smear

Table B.3: Predicted QCD counts and uncertainties calculated using the rebalance and

smear method for search bins 111-174 (L = 35.9 fb™1).

bin | name n(QCD) | stat | contam | trig core tail prior | closure | btag | tot. syst.
111 | Ht500,Mht300,NJets7,BTags0 30.0 +2.0 +0.13 | £0.53 | £4.7 +9.6 +1.5 +6.0 +0.0 +12.4
112 | Ht1000,Mht300,NJets7,BTags0 20.5 +0.54 | +0.14 | £0.68 | £3.2 | £6.6 | £1.0 +4.1 +0.0 +8.5
113 | Ht500,Mht350,NJets7,BTags0 14.3 +1.9 +0.06 | £0.21 | £2.2 +4.6 | £0.71 +2.9 +0.0 +5.9
114 | Ht1000,Mht350,NJets7,BTags0 12.6 +0.68 | £0.07 | £0.26 | £2.0 | +4.0 | £0.63 | +2.5 +0.0 +5.2
115 | Ht500,Mht500,NJets7,BTags0 0.88 +0.1 +0.0 | £0.01 | £0.14 | £0.28 | £0.04 | +0.18 | +0.0 +0.36
116 | Ht1000,Mht500,NJets7,BTags0 1.6 +0.12 | +£0.01 | £0.02 | £0.24 | +0.5 | £0.08 | +0.31 +0.0 +0.64
117 | Ht750,Mht750,NJets7,BTags0 0.07 +0.02 | 0.0 +0.0 | £0.01 | £0.02 | £0.0 | £0.01 | +0.0 +0.03
118 | Ht1500,Mht750,NJets7,BTags0 0.07 +0.01 +0.0 +0.0 | £0.01 | £0.02 | £0.0 +0.01 +0.0 +0.03
119 | Ht500,Mht300,NJets7,BTagsl 11.2 +0.48 | £0.32 | £0.19 | £2.0 +3.6 | £0.56 +2.2 +0.0 +4.7
120 | Ht1000,Mht300,NJets7,BTags1 8.3 +0.16 | £0.23 | £0.29 | £1.5 +2.7 | £0.42 +1.7 +0.0 +3.5
121 | Ht500,Mht350,NJets7,BTagsl 7.5 +04 | £0.19 | £0.11 | +£1.3 | +£24 | £0.37 | £1.5 +0.0 +3.2
122 | Ht1000,Mht350,NJets7,BTags1l 5.3 +0.45 +0.1 +0.12 | £0.95 | +1.7 | £0.27 | +1.1 +0.0 +2.2
123 | Ht500,Mht500,NJets7,BTagsl 0.36 +0.04 | £0.0 | £0.01 | £0.06 | £0.12 | £0.02 | £0.07 | £0.0 +0.15
124 | Ht1000,Mht500,NJets7,BTags1 0.98 +0.12 | £0.02 | £0.01 | £0.17 | £0.31 | £0.05 +0.2 +0.0 +0.41
125 | Ht750,Mht750,NJets7,BTagsl 0.07 +0.03 | +0.0 +0.0 | £0.01 | £0.02 | £0.0 | £0.01 | +0.0 +0.03
126 | Ht1500,Mht750,NJets7,BTags1l 0.03 +0.01 +0.0 +0.0 | £0.01 | £0.01 | £0.0 +0.01 +0.0 +0.01
127 | Ht500,Mht300,NJets7,BTags2 5.3 +0.49 | +£0.44 | £0.09 | £0.59 | +1.7 | £0.26 +1.1 +0.0 +2.1
128 | Ht1000,Mht300,NJets7,BTags2 3.2 +0.09 | £0.27 | £0.12 | £0.36 | £1.0 | £0.16 | +0.64 +0.0 +1.3
129 | Ht500,Mht350,NJets7,BTags2 2.5 +0.25 | +0.23 | £0.04 | £0.28 | £0.81 | £0.13 +0.5 +0.0 +1.0
130 | Ht1000,Mht350,NJets7,BTags2 1.9 +0.13 | £0.12 | £0.04 | £0.22 | £0.62 | +0.1 +0.39 +0.0 +0.78
131 | Ht500,Mht500,NJets7,BTags2 0.1 +0.01 +0.0 +0.0 | £0.01 | £0.03 | £0.0 +0.02 +0.0 +0.04
132 | Ht1000,Mht500,NJets7,BTags2 0.22 +0.06 | £0.02 | £0.0 | £0.02 | £0.07 | £0.01 | £0.04 | £0.0 +0.09
133 | Ht750,Mht750,NJets7,BTags2 0.03 +0.01 | +0.0 £0.0 | £0.0 | £0.01 | £0.0 | £0.01 | £0.0 +0.01
134 | Ht1500,Mht750,NJets7, BTags2 0.06 +0.02 | 0.0 +0.0 | £0.01 | £0.02 | £0.0 | £0.01 | +0.0 +0.02
135 | Ht500,Mht300,NJets7,BTags3 2.9 +0.63 | +0.48 | £0.05 | £0.74 | £0.94 | £0.15 | +0.59 +2.9 +3.3
136 | Ht1000,Mht300,NJets7,BTags3 2.4 +0.3 | £0.31 | £0.09 | £0.61 | £0.77 | £0.12 | £0.48 | +2.4 +2.7
137 | Ht500,Mht350,NJets7,BTags3 1.2 +0.12 | £0.16 | £0.02 | £0.3 | £0.38 | £0.06 | +0.24 +1.2 +1.3
138 | Ht1000,Mht350,NJets7,BTags3 2.1 +0.31 | £0.17 | £0.04 | £0.52 | £0.66 | £0.1 | £0.41 | £2.1 +2.3
139 | Ht500,Mht500,NJets7,BTags3 0.11 +0.03 +0.0 +0.0 | £0.03 | £0.04 | £0.01 | £0.02 | £0.11 +0.12
140 | Ht1000,Mht500,NJets7,BTags3 0.22 +0.08 | £0.01 | £0.0 | £0.05 | £0.07 | £0.01 | £0.04 | +0.22 +0.24
141 | Ht750,Mht750,NJets7,BTags3 0.03 +0.04 | 0.0 £0.0 | £0.01 | £0.01 | £0.0 | £0.01 | +0.03 +0.03
142 | Ht1500,Mht750,NJets7,BTags3 0.01 +0.02 | £0.01 | £0.0 | £0.0 | £0.0 | £0.0 +0.0 | £0.01 +0.01
143 | Ht500,Mht300,NJets9,BTags0 2.9 +0.26 | £0.02 | £0.05 | £0.65 | £0.93 | £0.14 | £0.58 | +0.0 +1.3
144 | Ht1000,Mht300,NJets9,BTags0 4.2 +0.28 | +0.05 | £0.14 | £0.94 | +£1.3 | £0.21 | +0.84 +0.0 +1.9
145 | Ht500,Mht350,NJets9,BTags0 0.97 +0.08 | +0.01 | £0.01 | £0.22 | £0.31 | £0.05 | +0.19 | +0.0 +0.43
146 | Ht1000,Mht350,NJets9,BTags0 3.1 +0.2 +0.03 | £0.07 | £0.69 | £0.99 | £0.15 | +0.62 +0.0 +1.4
147 | Ht500,Mht500,NJets9,BTags0 0.1 +0.05 | 0.0 +0.0 | £0.02 | £0.03 | £0.0 | £0.02 | +0.0 +0.04
148 | Ht1000,Mht500,NJets9,BTags0 0.47 +0.05 | £0.01 | £0.01 | £0.1 | £0.15 | £0.02 | £0.09 +0.0 +0.21
149 | Ht750,Mht750,NJets9,BTags0 0.01 +£0.02 | 0.0 +0.0 | £0.0 | £0.0 | +0.0 +0.0 +0.0 +0.0
150 | Ht1500,Mht750,NJets9,BTags0 0.05 +0.02 +0.0 +0.0 | £0.01 | £0.02 | £0.0 +0.01 +0.0 +0.02
151 | Ht500,Mht300,NJets9,BTagsl 1.0 +0.06 | £0.07 | £0.02 | £0.13 | £0.33 | £0.05 | 0.2 +0.0 +0.42
152 | Ht1000,Mht300,NJets9,BTagsl 2.4 +0.06 | £0.12 | £0.08 | £0.3 | £0.78 | £0.12 | £0.49 | +0.0 +0.99
153 | Ht500,Mht350,NJets9,BTagsl 0.53 +0.05 | +£0.02 | £0.01 | £0.07 | £0.17 | £0.03 | +0.11 +0.0 +0.22
154 | Ht1000,Mht350,NJets9,BTagsl 1.5 +0.05 | £0.07 | £0.04 | £0.19 | £0.47 | £0.07 | +0.3 +0.0 +0.6
155 | Ht500,Mht500,NJets9,BTagsl 0.03 +0.03 +0.0 +0.0 +0.0 | £0.01 | £0.0 +0.01 +0.0 +0.01
156 | Ht1000,Mht500,NJets9,BTagsl 0.2 +0.02 | 0.0 +0.0 | £0.02 | £0.06 | £0.01 | £0.04 | +0.0 +0.08
157 | Ht750,Mht750,NJets9,BTagsl 0.01 +0.01 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0
158 | Ht1500,Mht750,NJets9,BTagsl 0.02 +0.01 | +0.0 +0.0 | £0.0 | £0.01 | +0.0 +0.0 +0.0 +0.01
159 | Ht500,Mht300,NJets9,BTags2 0.4 +0.05 | £0.15 | £0.01 | £0.11 | £0.13 | £0.02 | £0.08 +0.0 +0.24
160 | Ht1000,Mht300,NJets9,BTags2 1.3 +0.15 | £0.28 | £0.05 | +£0.36 | £0.42 | £0.07 | £0.26 | +0.0 +0.68
161 | Ht500,Mht350,NJets9,BTags2 0.3 +0.08 | £0.03 +0.0 | £0.08 | +£0.1 | £0.01 | +0.06 +0.0 +0.14
162 | Ht1000,Mht350,NJets9,BTags2 0.63 +0.02 | £0.12 | £0.01 | £0.17 | £0.2 | £0.03 | £0.13 | £0.0 +0.32
163 | Ht500,Mht500,NJets9,BTags2 0.01 +0.01 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.0 +0.01
164 | Ht1000,Mht500,NJets9, BTags2 0.09 +£0.02 | £0.01 | £0.0 | £0.03 | £0.03 | £0.0 | £0.02 | +0.0 +0.04
165 | Ht750,Mht750,NJets9,BTags2 0.0 +0.01 | +0.0 +0.0 | £0.0 | £0.0 | +0.0 +0.0 +0.0 +0.0
166 | Ht1500,Mht750,NJets9,BTags2 0.01 +0.02 | 0.0 +0.0 | £0.0 | £0.0 | +0.0 +0.0 +0.0 +0.0
167 | Ht500,Mht300,NJets9,BTags3 0.47 +0.13 | +0.07 | £0.01 | £0.22 | £0.15 | £0.02 | +0.09 | +£0.47 | +0.56
168 | Ht1000,Mht300,NJets9,BTags3 2.1 +0.3 +0.27 | £0.07 | £0.96 | £0.67 | £0.1 +0.42 +2.1 +2.4
169 | Ht500,Mht350,NJets9,BTags3 0.1 +0.03 | +£0.02 | £0.0 | £0.04 | £0.03 | +£0.0 | +0.02 | +£0.1 +0.11
170 | Ht1000,Mht350,NJets9,BTags3 1.3 +0.18 | +0.25 | £0.03 | +£0.6 | £0.41 | +0.0 +0.26 +1.3 +1.5
171 | Ht500,Mht500,NJets9,BTags3 0.01 +0.02 | 0.0 +0.0 | £0.0 | £0.0 | +0.0 +0.0 | £0.01 +0.01
172 | Ht1000,Mht500,NJets9,BTags3 0.13 +£0.14 | £0.03 | £0.0 | £0.06 | £0.04 | £0.01 | £0.03 | £0.13 +0.15
173 | Ht750,Mht750,NJets9,BTags3 0.01 +0.05 | 0.0 +0.0 | £0.01 | £0.0 | +0.0 +0.0 | £0.01 +0.02
174 | Ht1500,Mht750,NJets9,BTags3 0.02 +0.05 +0.0 +0.0 | £0.01 | £0.01 | £0.0 +0.0 +0.02 +0.02




C Supersymmetry search

Table C.1: Observed number of events and pre-fit background predictions

in the Njets = 2 search bins.

Bin | My [GeV] | Hy [GeV] | Njers | No—jets Lost-e/p 7 — had Z = vu QCD Total Pred. Obs.
1 | 300-350 | 300-500 2 0 4069167320 | 9744157510 | 13231F6THT00 | 326T12HIT0 | 2037011204980 | 21626
2 | 300-350 | 500-1000 | 2 0 32672236 | 2261+ 94418452 45+2+2 1541437482 | 1583
3 | 300-350 >1000 2 0 15.2F38428 | g2l | 50,9745l | 157 01008 || 763100150 | 102
4 | 350-500 | 350-500 2 0 20497451160 | 15531271290 | 9347157+340 12614767 130761954850 | 14019
5 | 350-500 | 500-1000 | 2 0 631132050 | 439MitE | 25020301150 4317+ 36157591150 | 3730
6 | 350500 | >1000 2 0 13555900 | 134735758 | 04.0783TY | 1307006088 || 1221783188 | 139
7 | 500-750 | 500-1000 | 2 0 303717130 | 247Ti0FES | 2328%30TIT0 | 45701FE | 2883740HS0 | 3018
8 | 500750 | >1000 | 2 0 5.8°2THLY | 53tIALS | ge.2t3Asd | 00310021092 || 773084 T | 96
9 >750 | 750-1500 | 2 0 173505030 | 174235000 | 20500 HEL | 035E000T0 S || 330115TE 272
10 | >750 >1500 | 2 0 0.0%55766 | 03870307000 | 1267549 | 0017067660 12
11 | 300-350 | 300-500 2 1 37075175 288111753 1361775140 447508 2063735180 | 1904
12 | 300-350 | 500-1000 | 2 1 511047 31.6743472 g7t2+1o 6.7+27+31 1861H15+12 186
13| 300-350 | >1000 | 2 1 LITH0E | 2005708 | 52870057085 | 0337057045 | 87508 | 13
14 | 350-500 | 350-500 | 2 1 215H16H8 1797575 9621558 2012+ 13767254110 | 1212
15 | 350-500 | 500-1000 | 2 1 69.8755173 | 433444407 2573421 8.5130+18 37915430 409
16 | 350-500 >1000 2 1 3720 1 gatlited 9.7756+412 1 0.13404907 || 16.673711S 27
17 | 500-750 | 500-1000 | 2 1 28.9728+38 | 26.0129728 24015420 | 1.48701810.83 29615128 321
18 | 500-750 | >1000 2 1 5116318 | 0.3670307013 | 6.815025T058 | 0.0310031005 || 12.3%55T18 | 14
19 | >750 | 750-1500 | 2 1 38182008 | 4t | 304f1RR0 | 01070031008 || 38.41331RL | a1
20 | >750 >1500 | 2 1 0.0%59759 | 0347037015 | 1.297555%035 | 0.00%0067000 || 16733703 1
21 | 300-350 | 300500 | 2 2 141535128 | 129723428 490+17 3.0008188 7978 122
22 | 300-350 | 500-1000 | 2 2 283109 | 20855710 | 3501HS | 057EATE0E || 8.915 e T 11
23 | 300-350 | >1000 | 2 2 0.0755400 | 0.0075:537500 | 0197001007 | 0.035551 00 | 0-2755401 0
24 | 350-500 | 350-500 2 2 114455425 | g3th+2] 357012 1.075212 537618 84
25 | 350-500 | 500-1000 | 2 2 6.172971% | 2.9t12+08 9.3701438 1 04470054022 || 18 7ta 1S 23
2 [ 30500 | S0 | 2| 2| 00%ES [ 000hn [oss il oo | 0ani | 2
27 | 500-750 | 500-1000 | 2 2 LA | 2035050000 | 86701 3 | 0.0350011008 | 12175118 | 16
2 | 50070 | >1000 | 2|2 | 00%RES 000t 020 B oo0rBins | 02t | o
20 | >70 | 70100 | 2|2 | 00n8red | o.0m Rl | Loorggitat | oo geenn | 1adiied | a
20 | smo | w0 |22 || 00t R | 000ttt | 005 Rl 000 g | 00%El | o
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Table C.2: Observed number of events and pre-fit background predictions in the
3 < Njets < 4 search bins.

Bin | iy [GeV] | Hr [GeV] Njets | No—jets Lost-e/p 7 — had 7 — v QCD Total Pred. Obs.
31 | 300-350 | 300-500 | 3-4 0 28307451200 | 21527291380 | 835375280 | 27378820 || 13608107560 | 14520
32 | 300-350 | 500-1000 | 3-4 0 11254257120 | 9ogtiSt100 | 248720140 | 119*8+3! 46407334550 | 4799
33 | 300-350 >1000 | 34 0 72710458 | 653122104 17675775 a7 356712733 354
34 | 350-500 | 350-500 | 3-4 0 1439437710 | 930119712 | 5014THER0 | 114758 74961701330 | 7973
35 | 350-500 | 500-1000 | 3-4 0 14025274190 | 12531224120 | 481140+270 80193t 7547EEEA0 | 7735
36 | 350-500 >1000 | 3-4 0 10318+ 77.0530176 | 303f 0t 2411430 506115450 490
37 | 500-750 | 500-1000 | 3-4 0 339113058 297H10%38 | 21437550100 | 5.5103TES 2785571190 | 2938
38 | 500-750 >1000 | 3-4 0 33.871515¢ 219130410 | 1.2970-33F085 || 9847127 303
39 >750 | 750-1500 | 3-4 0 28.2+4448 T : 3190+ | 0328005042 | gratatt 334
40 | >750 | >1500 | 34 | 0 29005107 | 138TRAST0NT | 27 8T55eE | 0107001 001 || 322700750 | 46
41 | 300-350 | 300500 | 3-4 1 746125455 627+15+48 1235181130 59Ti+2 2667414150 | 2677
42 | 300-350 | 500-1000 | 3-4 1 206715125 26275727 38574739 38748 981724458 1048
43 | 300350 | >1000 | 34 1 208756751 | 190738718 | 2vetiStEE | 114af0STET || 7esTEAtES | 92
44 | 350-500 | 350-500 | 3-4 1 321417438 263110733 73815 22.3711191 1343725782 | 1332
45 | 350-500 | 500-1000 | 3-4 1 32914426 324111426 737 176754402 140772588 | 1515
46 | 350-500 >1000 | 34 1 204759730 | 199729018 | arsHEY | srr)EtEd 93.475 4185 | 113
47 | 500-750 | 500-1000 | 3-4 1 69.7574486 1 560541739 32204485 | 13450104058 | 449F 12450 472
48 | 500-750 | >1000 | 3-4 1 15.3734709 | 7.0M0AT0T | 344fES | 0.38T011T00E | 570G | 5T
49 | >750 | 750-1500 | 3-4 1 3315405 | 48t13H08 | 4g 5ELTHTS | 01370014005 || 5e.8TIHTY | 61
50 | >T50 >1500 | 3-4 1 LOYE3705 | 077505 018 | 440702707 | 0.037 001100 | 62739708 8
51 | 300-350 | 300-500 | 3-4 2 137704 1337741 14511426 9.0711739 4241334581 464
52 | 300-350 | 500-1000 | 3-4 2 92.3%05702 | 85.6727TTS | 53.0706700 | 3871371 235115718 | 227
B S0 | s1000 | sa |2 | el 20t | sestGien | 22t | ot | a7
54 | 350-500 | 350-500 | 3-4 2 39.6705T88 | 39.8753788 84ty 275000 166710716 | 208
55 | 350-500 | 500-1000 | 3-4 2 83.9753478 | 69.471 5729 o7t 31593418 254113420 286
56 | 350-500 | >1000 | 3-4 2 62750010 | 38T1eT0e | 6.8703T1E | 0957008 04 || 177 RENE | 25
57 | 500-750 | 500-1000 | 3-4 2 118734130 | 105733708 | 397708 TS | 0227001008 | 6217348 | 64
58 | 500-750 | >1000 | 3-4 2 26778708 | 2971308 | 49010511087 | 0107903 00; | 1057353 | 13
| >m0 | 70as0 | 34| 2| 00t ostpliag | esdid loosdimian | eottd |
60 | >0 | 100 | 34 |2 | 0070 | 003800 | 0659000 | 001t | orhed | o
61 | 300-350 | 300-500 | 3-4 | >3 64735707 | 103719751 | 5.0700738 | 0.357018008 || 220757739 | 27
62 | 300-350 | 500-1000 | 3-4 | >3 4.9037H06 1 62f 4T | 25700t | 0750000 | 144758738 | 20
63 | 300350 | >1000 | 34 | 23| 0053700 | 0.0atfI |02t beR | ezt | 2Ry |
64 | 350-500 | 350-500 | 3-4 >3 0.6552408 4.2715418 2550014 0.005001 048 || 7425 8
65 | 350-500 | 500-1000 | 3-4 | >3 102783050 | 70 13N | 437003 | 0T8RO || 2237198 | 26
66 | 30500 | >1000 | 34 | 23 | 00053700 | 0200000 | 03600008 [0l | s | 5
67 | 500-750 | 500-1000 | 3-4 | >3 LATEE0S | L1000 | 1.50Y005 083 | 0107010 000 | 41¥56T00 0
68 | 00750 | 1000 | 34| >3 | 000G | 012080000 | 0268080 002t | oatiier | o
69 | >750 | 750-1500 | 3-4 | >3 | 0.007G5F7GE) | 0.007550 050 | 0297051 70h | 0.01565 050 || 03%503 | 1
0 sm0 | i | s |z oo oot | oontgsiees [oortgsies | oot | o
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Table C.3: Observed number of events and pre-fit background predictions in the
5 < Njets < 6 search bins.

Bin | Hy [GeV] | Hy [GeV] | Njets | No—jets Lost-e/u 7 — had Z — v QCD Total Pred. | Obs.
71 | 300-350 | 300-500 | 56 0 217+11+22 16675427 489712+82 4943421 92221438 | 1015
72 | 300-350 | 500-1000 | 5-6 0 39713487 403+5+36 772115461 113447 16862093 | 1673
73 | 300-350 >1000 5-6 0 49.6793434 | 551738183 1 100.0785182 4971128 254710728 | 226
74 | 350-500 | 350-500 | 5-6 0 71t 473118 242+9+20 127523458 1| 37071328 | 464
75 | 350-500 | 500-1000 | 5-6 0 384112433 412111432 1110+15+81 657227 197135489 1 2018
76 | 350-500 >1000 56 0 76.9784189 | 72.4718103 17018413 2871112 34719122 | 320
77 | 500-750 | 500-1000 | 5-6 0 66.7520478 | 701743760 302F10+23 3.2101413 442114425 1 460
78 | 500-750 >1000 5-6 0 23.9720H45 | 310730440 | 1935F T390 | 250141 1811041 | 170
79 >750 750-1500 | 5-6 0 4.07120T | 49070891052 | 59 9F4SHTS | 0.231004H010 || 61315017 | 74
80 >750 >1500 56 0 0.90F 561019 | 1.467067 046 | 16,57 2927 | 02570060 || 19.1482F2T | 19
81 | 300-350 | 300-500 | 5-6 1 130574 13148417 13313019 12.8428402 | 407H3H29 | 450
82 | 300-350 | 500-1000 | 5-6 1 29011425 3021542 218+4+31 414417 851+20+5%0 | 781
83 | 300-350 >1000 56 1 25.8734%25 1 316720730 | 29.0 1800 | 184708178 10575518 | 100
84 | 350-500 | 350-500 | 5-6 1 454135454 32731 65.1724103 3.7+05+12 146491181 160
85 | 350-500 | 500-1000 | 56 1 228710+20 26975721 3107343 28731 834719758 | 801
86 | 350-500 >1000 5-6 1 40.5735742 | 36.0133105 | 4947230 | 119707+ 13819710 | 138
87 | 500-750 | 500-1000 | 5-6 1 23.4135426 | 32125134 g4tatiz LA5T0058 | 141f TS | 135
88 | 500-750 >1000 56 1 8.5 8111 13.0738502 | 353720713 | 1.3370174031 || 8.0 534723 | 49
89 >750 750-1500 | 56 1 3.7 40T 2.9759+04 14.9113128 ) 00770014008 1 21.6728729 | 16
9 | >750 >1500 | 56 1 || 106556 056 | 1167035708 | 4.797555 7055 | 0167507006 || 72715000 | 6
91 | 300-350 | 300-500 | 56 2 60.1774H60 | 50.273348 | 238708471 | 2970011 1370100 | 143
92 | 300-350 | 500-1000 | 56 2 1374943 1607811 39t1+12 118418146 | 347113122 | 339
93 | 300-350 >1000 | 56 2 16.9758+20 | 159721F21 | 51408018 56100122 || 43.5529%30 | 36
94 | 350-500 | 350-500 | 56 2 13.3750000 | 7.0 batEs | 1 7idatss | 1.0275:20040 1| 32910310 | 28
95 | 350-500 | 500-1000 | 56 2 107.5776156 | 1212738499 557778 59110423 290113422 | 288
96 | 350-500 | >1000 | 5-6 2 142728018 ) 15702220 | g7 t0atRe | 3ot || 4185 0MY | a4
97 | 500-750 | 500-1000 | 56 2 8.412:3+11 83115110 | 15.070:214 | 03413934018 || 3213 THLT | 35
98 | 500-750 | >1000 | 56 2 2113408 1 4.0t 3T08 | 6.2803T e | 0167002008 || 12.5730750 | 18
09 | 5750 | 701500 | 56 | 2| 0Tl 068t | 26000308 | 0,050 000 | a1ty | s
00| >T0 | >130 | 56 | 2| tgEis | nortgiin | osethiins | oostiiiteg | 27tgns | s
101 | 300-350 | 300-500 | 56 >3 2.8715108 51759108 2.0750411 1 0501037057 || 104122112 | 18
102 | 300-350 | 500-1000 | 5-6 >3 17.0132416 | 2351 24+32 4.2701428 3.9725H8 | 48.7185762 1 g4y
103 | 300850 | >1000 | 56 | >3 | LY 250t esthitnl | ssgin] | a0stis ) o
104] 350500 | 350500 | 56 | >3 | 0sHINR |14t | osTRMT | 0astiRien | sortie | 4
105 | 350-500 | 5001000 | 56 | >3 || 1524205 | 176422420 | 5pr0dtsl | pr0dtle || qootisis | 3y
106 [ 30500 | 1000 | 56 | =3 | LOWAGY | ST | LSRG | 2arginT [02riiEy | s
107 | 500750 | 5001000 | 56 | >3 | LTS | 1TGTes | 1astaiast | 020088108 || saria | g
108 | 500750 | >1000 | 56 | >3 | LSRR | 09T | 0qa et | 0 sdmn | 20nitt | o
100 | >T0 | 701500 | 56 | >3 | 000tGIE 007 Gt st 002thitns | oatyiie | o
no| >0 | osws00 | 56 | >3 | 000t | oostiast |01ttt | 0.00t8egt || oatkiiet |
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C Supersymmetry search

Table C.4: Observed number of events and pre-fit background predictions in the
7 < Njets < 8 search bins.
Bin | M7 [GeV] | Hp [GeV] | Njets | No—jets Lost-e/p 7 — had Z — v QCD Total Pred. | Obs.
111 | 300-350 | 500-1000 | 7-8 0 48.073:9+54 | 0.8134+60 76341 301212 215918 | 218
112 | 300-350 >1000 | 7-8 0 21.2720%28 | 203723728 | 23973328 | 905700 ES | 85978106 | 85
113 | 350-500 | 500-1000 | 7-8 0 432730448 | 549136457 gorstu 14.3715759 201110414 | 215
114 | 350-500 | >1000 | 7-8 0 225735037 | 233135038 | 48.3F0 TN | 1260907052 | 106.7E041EE | 75
115 | 500-750 | 500-1000 | 7-8 0 6.971 34 | 4962025077 | 26.5155788 | 0.88X01010:3% || 39.2H33H8T | 34
116 | 500-750 | >1000 | 7-8 0 5410009 | 9.9 ST | 272837 8L | 15610151058 || 44.1Hi3EET | 38
117 | >750 | 750-1500 | 7-8 0 12670207090 | 14470120020 | 36755100 | 0.07H00e 00 | 64739109 5
118 | >750 >1500 | 7-8 0 0.697957016 | 1.03T099H045 | 1552203 | 0.07E 00100 | 3.3 5
119 | 300-350 | 500-1000 | 7-8 1 6472180 | TTORETY | 3L RS | 11.2t03hd 18475111 | 146
120 | 300-350 | >1000 | 7-8 1 16.372417 | 19 9422421 | o gFld42T | g 3+02435 || 5y gHd8EE2 | g
121 | 350-500 | 500-1000 | 7-8 1 46.974430 | 5867372 | 37.0724%5T | 7.5T04+32 15018413 113
122 | 350-500 >1000 | 7-8 1 195125421 1 195423420 | 910429454 | 53405422 65.3722168 | 67
123 | 500-750 | 500-1000 | 7-8 1 7.6720+14 55711708 | 11571630 | 0.367504008 | 24.9735384 | 19
124 | 500-750 >1000 | 7-8 1 9.3721+18 7551508 1 114715450 | 0,984 0 124041 |1 992439483 | 99
125 | >750 | 7501500 | 78 | 1 || 0.14¥GI0000 | 044*GH R0 | 148TRISTOAS | 0.07EGGIT0S || 214705508 | 4
126 | >750 | >1500 | 78 | 1 || 0.00%040*000 | 0.14*GGEERGE | 070750 | 00870000 | 0.9755405 | 6
127 | 300-350 | 500-1000 | 7-8 2 30 | a7rt3o+ad : 5.3705+21 95.876-6+7.1 1 95
128 | 300-350 >1000 | 7-8 2 : 10.814113 3.2701+13 2 2
129 | 350-500 | 500-1000 | 7-8 | 2 26,2505 RIS | 96Thetin | 2800300 | 693138701 | sd
130 | 350-500 | >1000 | 7-8 2 13.373501% | 133018008 | 47i0iss | 19T || 33314350 | 35
131 | 500-750 | 500-1000 | 7-8 2 25013402 | 08620391031 | 2600311 | 010901t 01 || 6.001 LS 7
132 | 500-750 | >1000 | 7-8 2 6.0135010 | 33500508 | 29104713 | 022000804008 || 1240341 | 12
133 | 5750 | 701500 | 78 |2 | 0a6H0EE00S | 04athA0I | 0500 0L | 00300100 | 1030902 | 2
134] T30 | >1500 | T8 |2 | 053980 | 061030 | 01300000 | 006100200 | 13tb23 | o
135 | 300-350 | 500-1000 | 7-8 >3 8.1+ 8+ 9.4+14H3 4.1493+23 29706433 | 24643213 | 19
136 | 300-350 | >1000 | 7-8 | >3 472040 | 5 g 12408 [ 51021085 [ 9 4403427 | 139432430 [ g
137 | 350-500 | 500-1000 | 7-8 >3 5.9119108 7.4+14412 4.7H0:3+2.7 12401413 19.2432433 | 16
138 | 350-500 >1000 | 7-8 >3 2.6715704 4.871:3+07 31703118 2.175:5+23 126125430 | 8
139 | 500-750 | 500-1000 | 7-8 >3 | 0.2312954008 1 0.3010154010 | 17049234096 | 0.11+3944902 || 2.347099+098 | 3
140 | 500-750 >1000 | 7-8 >3 34TZ0T | 15910834045 | 15140294085 | 0.2270.08+0-24 || g7 t32Hl2 4
41| >750 | 750-1500 | 78 | >3 || 0.007050000 | 0.05KGGETGE | 0.197GEEF0 | 0.085GT00) | 03553401 | 0
2| sm0 | i | s |oss | ooorbEm oo | deg [oogiigs | o2t | o
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Table C.5: Observed number of events and pre-fit background predictions in the

Njets > 9 search bins.

Bin | W [GeV] | Hr [GeV] Niets | No—jets Lost-e/p 7 — had Z = v QCD Total Pred. | Obs.
143 | 300-350 | 500-1000 | >9 0 6.272001 T | 3.46150851038 | 2.675:210T 2.970:3118 15.1138+23 7
144 | 300-350 >1000 >9 0 3.5112108 4,675,006 3.014108 4.270:3418 152527420 | 12
145 | 350-500 | 500-1000 | >9 0 2.397099+069 | 9 3gH0.86+0.48 | 9 gH13+0T | 0 g7 tO0SHOAS || g g2 3+12 6
146 | 350-500 >1000 >9 0 3714108 4,613,506 5511209 31702114 17.0529419 | 13
147 | 500-750 | 500-1000 | >9 0 || 015ZE324E40 | 0355030705 | 10Zp3H0d | 01070034001 | 16458t | 2
148 | 500-750 | >1000 | >9 0 [ 0.08ZEIN050 | L9SEOTIER0 | 35I10I0T | 047TIRGI0T | 6.9178S | 11
149 | >750 | 750-1500 | >9 0 | 0.00Z55%5:00 | 0-00X5:3026:00 | 0-0020855500 | 0012854000 || 0.0%56%65 | 0
150 | >750 >1500 | >9 0 [ 0237037016 | 0280507008 | 0-0020855000 | 00555034005 || 06354t | 1
151 | 300-350 | 500-1000 | >9 1 6.5718H 1 | 457 09340 | 1 g3 O8AT0G8 | 1 o 0.06+0.42 ) 13, 9728H1E | 95
152 | 300-350 >1000 >9 1 5.711:6+0.7 7.37153 0L ] 2.0810904089 | 94340064099 || 17530418 1 90
153 | 350-500 | 500-1000 | >9 1 2927031057 | 2.9670817000 | 2.002085 078 | 05370051057 || 84tgtiy | 8
154 | 350-500 | >1000 | >9 1 5ATIAT | T R | 39TidElY | 148TRI0E || 184K3) | 14
155 | 500750 | 5001000 | >0 | 1 || 014%DI00 | 02473002 | 0.1 tgRe0 | 0030000 || 1ath20

156 | 500750 | 1000 | >0 | 1| 068*030I | 1200802 | 2t lis | 0200002008 | 4510008 | 4
157 | >750 | 750-1500 | >9 1 || 0.001553 550 | 0-04¥55310:55 | 0.0025:56-5:00 | 0.0 5017650 | 01563508 | 0
158 | >750 >1500 | 29 1|} 0135000 | 0.03%5:555001 | 0.00X55075:00 | 0.0255017601 || 0182538166 | 0
159 | 300-350 | 500-1000 | >9 2 41307 | 4687092085 1 0,647 0297058 | 0.407006%02 || 9.8F2 2412 13
160 | 300-350 >1000 >9 2 5.271-5+0.7 55012010 | 0.7350530-87 | 1,325 0134088 || 19728014 1 10
161 | 350-500 | 500-1000 | >9 2 || 3019081088 | 47 0T08 | 0707833035 | 0.3010051015 || 87T | 4
162 | 350-500 >1000 >9 2 4.4714508 6.3713708 | 1.351 040057 | 0.6310:0310-32 || 12.7726H18 | 12
163 | 500-750 | 500-1000 | >9 2| 0.00ZG50H000 | 0-3510:1950:07 | 0-2520735015 | 0.01Z551¥000 || 06140531033 | 0
164 | 500-750 | >1000 | >9 2 20555507 | LOSIORINE | 0842058 000 | 0.0053055001 || 49539587 | 7
165 | >750 | 750-1500 | >9 2| 0.00ZG05H000 | 0-01E5502006 | 0-002066500 | 0.00Z806%000 || 0-0%56t6s | 0
166 | >750 >1500 | >9 2| 0.00ZG5E000 | 0-00E550600 | 0-0020805000 | 0-01ZGG000 || 0-01¥5513 060 | 0
167 | 300-350 | 500-1000 | >9 | >3 | LOGZGE*OST | 106530050 | 0.371015 05 | 047G | 3055808 | 1
168 | 300-350 >1000 >9 >3 3.5T1T+03 2.675910T | 0.42+019+0-29 8.6727+26 4
169 | 350-500 | 500-1000 | >9 | >3 || LO3EGSTRAD | LA8TEEN | 0.4010 1505 315558 |3
170 | 350500 | >1000 | >9 | >3 || 081G | 0.967055006 | 0.77I0SI0SY | 1T0s || sstpi | 2
171 | 500-750 | 500-1000 | >9 | =3 || 0.00Z0G3G00 | 0.035555 008 | 0.143063T04] | 0017057000 || 0.18¥056T 011 | O
172 | 500-750 | >1000 | >9 | >3 | 0.00Z3G5t000 | 0.5310501013 | 0485035103 | 013005 000 | L1feuted | 3
173 | >750 | 750-1500 | 29 | =3 | 0.00XG50%G00 | 0.00350 650 | 0.004E0 000 | 0.01FGHHEG || 0014500, | O
174 | >750 >1500 >9 >3 || 0.005352+0:90 1 00075357099 | 0.00X5 40390 | 0.02F355+0:02 || 0.0215:851892 | o

Table C.6: Observed number of events and

search regions.

pre-fit background predictions in the aggregate

Bin | Hy [GeV] | Hr [GeV] | Njes | No—jets Lost-e/p 7 — had Z = vi QCD Total Pred. | Obs.
1 >500 >500 >2 0 8421 25+48 753418485 | 59681300 | 21.4308H8D | 7584780 | 7838
2 | >T50 >1500 | =3 | 0 ASTEEN0E | 42pet0d | 45.8T05TRY | 04TIRRETONG || 55-275TS | T
3 >500 >500 >5 0 111.075:3+8:3 1 127.6139485 | 558+18+3¢ 9.4102+33 806719738 | 819
4] >T50 >1500 | =5 0 | Le2EREOR | 2875703 | 181T55TEE | 037006705 || 23.055755 | 25
5 >0 | 1500 | 20| 0| 023t | 028t hR00 | 000# 08000 | 0050000 | 06702 | 1
6 >500 >500 >2 >2 469780150 | 44.0734752 1024314 2.570:5112 1961315 | 216
7 >750 >750 >3 >1 1151500 ) g3 7430412 §73+10 0.8710-134031 11 11348410 | 123
8 >0 | oss00 | 25 | >3 | 6600 | satii0s | 6st8iRY | os7tiinas | 105433087 | 17
9 >750 >1500 | =5 | >2 L3Eat02 | 1stiEtie | 12000457038 | 0.137 001008 || 44725108 | 6
10 | >T750 >750 | 29 | =3 | 0.005555TGG0 | 0.0 058050 | 0.00755 000 | 0.08FGE0GT || 00555560 | 0
11 >300 >300 >7 >1 3281242 380140422 19318138 69+1+2 96972337 | 890
12 | >750 >750 | 25 | =1 T2R1EE | TS | 266735737 | 0.6570NT05 || 422730050 | 48
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