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Abstract

We construct the generalised Eigenfunctions of the entries of the monodromy matrix
of the N-site modular XXZ magnet and show, in each case, that these form a complete
orthogonal system in L?>(R"). In particular, we develop a new and simple technique,
allowing one to prove the completeness of such systems. As a corollary of out analy-
sis, we prove the Bystko-Teschner conjecture relative to the structure of the spectrum
of the B(A)-operator for the odd length lattice Sinh-Gordon model.
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1 Introduction

The quantum separation of variables has been developed by Sklyanin in [24, 25, 26] and was applied, since then, to
obtain the spectra and Eigenstates of numerous quantum integrable models having finite and infinite dimensional
local spaces [3, 7, 8, 16, 17, 21, 20]. The very essence of the method consists in mapping the original Hilbert
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space Do Where a quantum integrable model is formulated onto an auxiliary Hilbert space b,ux. This mapping is
done in a very specific way that strongly simplifies the original spectral problem for the model’s transfer matrix.
When formulated on the level of the original Hilbert space b, the spectral problem for the transfer matrix is a
genuine multi-dimensional and multi-parameter spectral problem. However, upon implementing the separation of
variables transform, the latter is re-expressed in terms of a multi-parameter but one-dimensional spectral problem
which takes the form of a scalar 7 — Q equation. Thus, the method provides an outstanding simplification.

An important ingredient of the whole construction consists in establishing that the mapping horg — Daux 1S
unitary, a necessary step for guaranteeing the equivalence between the two Hilbert space descriptions of the spec-
tral problem. In the finite dimensional setting, one may establish this unitarity by an direct counting of dimension
arguments. However, the situation is disproportionnally harder in the case of integrable models associated with
infinite dimensional local Hilbert spaces. Indeed, even in the simplest possible case, the quantum N-particle Toda
chain [13], establishing the unitarity of the transform is equivalent to proving the completeness and orthogonal-
ity of the system of Whittaker functions for gly. This topic has a very long history. The satisfactory and full
resolution of the problem was first achieved through rather evolved tools of harmonic analysis on non-compact
groups [27]. These techniques, on top of their complexity, were completely unrelated to the algebraic structures
usually dealt with in quantum integrable models. Hence their generalisation to more complex models was hardly
imaginable. A first important progress towards a quantum integrability based proof of unitarity was achieved in
[7]. That paper proposed a method for constructing a pyramidal -the so called Gauss-Givental[12] - representation
for the integral kernel of the separation of variables transform in the case of the non-compact XXX sl(2, C) chain.
In fact, the integral kernel appeared as a generalised system of Eigenfunctions of one of the entries of the model’s
monodromy matrix. The work [7] developed a technique allowing one to establish orthogonality of this system,
which is "half" of the proof of unitarity. The mentioned technique was later applied to other models subordinate
to the rational R-matrix: the non-compact XXX sl(2,R) [8] or to the Toda chain [23]. A quantum inverse scat-
tering based method for proving completeness was developed in [19], where all handlings leading to the proof of
unitarity were set in a rigorous framework of distribution theory. Finally, one should mention the work [9] where,
on the example of the sl(2, C) chain, the technique of iterative construction of Eigenfunctions was perfected and
set in a very natural to the quantum inverse scatterin method picture.

The purpose of the present paper is to push these developments further. On the one hand, we extend the
method of constructing Gauss-Givental representations to the case of a non-compact, rank 1, model associated
with a trigonometric R-matrix. One the other hand, we propose a simple method for proving completeness.
Indeed, as observed in [19], Mellin-Barnes integral representations are well-suited for proving completeness of
the unitarity transform’s kernel. On a technical level, doing so demands to have at one’s disposal a certain integral
representation for the symmetric delta function in N-variables. A technique for proving this integral representation
was developed in [19] and was based on a fine analysis of the consequences of the orthogonality relations. While
providing the desired results, this method is not based on a direct argument. In the present paper, we develop
a direct and systematic technique for establishing the integral identities of interest. We believe this to be an
important contribution of our work. In this work, we focus our study on the case of the modular XXZ magnet.
This model is closely connected with the lattice Sinh-Gordon model. Thus, as a byproduct of our analysis, we
prove the Bytsko-Teschner conjecture [3] relative to the structure of the spectrum of the B-operator in this model.
Finally, at the time where this manuscript was beeing finalised, the work [22] appeared on the ArXiV and dealt,
by slightly different means with a related problem in the context of the g-Toda chain. It would be interesting to
compare the methods.

The paper is organised as follows. In Section 2 we introduce the modular XXZ chain’s Lax matrix and
discuss some of the fundamental objects related with this model. The Gauss-Givental integral representation for
the system of Eigenfunctions associated with entries of the monodromy matrix is constructed in Section 3. It
immediately allows us to establish the orthogonality of such a system. Section 4 is devoted to the proof of the



completeness of the Eigensystems. We derive the Mellin-Barnes integral representation for the Eigenfunctions
and evaluate some auxiliary integrals. Using these results we prove the completeness of the orthogonal systems
associated with entries of the monodromy matrix. Then, in Section 5, we discuss properties of the complete
orthogonal system associated with entries of the monodromy matrix. Finally, in Section 6, we apply our results to
the case of the lattice Sinh-Gordon model. The paper contains two appendices. Appendix A reviews the various
notations introduced in the paper. Appendix B reviews the special functions used throughout the work.

2 The modular XXZ magnet

2.1 The model

The modular XXZ magnet’s Hilbert space has the tensor product decomposition h = ®nN= 1 bn where the Hilbert
space by, associated with the n™ site of the model is isomorphic to L*(R,dx). The n"™-site Lax matrix takes the
form

—1isinh [wll(/l — pn)] e~ TW2Xn cogh [wll(p" + K)]e_"w2X"

LOW = 2 x ™ ' =0
e™W2%n cosh [_(pn _ K)]eﬂwzxn —isinh [_(/l + pn)]
w1 w1

Here and in the following, w;, w, and « are three real parameters such that w, > 0 and « # 0. Further, x,, and p,, are
operators on ), satisfying to the canonical commutation relations [x,,p,,| = 6n’,nﬁ, where 6, , is the Kronecker
symbol. In the following, we shall work in a representation where x,, is the multiplication operator by the n™
coordinate

X f)(xN) = Xuf(xy)  with  xy = (x1,...,xv) 50 that (D, /)XN) = =504, f(XN) . (2.2)

The model’s monodromy matrix takes the form

Wy 1@y _ [ ANGD By(D)
The transfer matrix
N
t() = t[T)] = (—i)NewLIWZ(—eTV)ka (2.4)
k=0

N
provides ones with a commutative algebra of positive self-adjoint operators {Tk}1 on b, c.f. [3] for more details.

2.2 The elementary operator relations of the model

The R-operator for the modular XXZ magnet was first constructed in [2]. Its non-trivial part was given as a special
function of a positive self-adjoint operator coocked up from a representation of the coproduct of the Casimir of
U,(sly). That charasterisation of R was rather implicit. The paper [4] proposed an alternative way to construct
this R-operator. This allowed for a much simpler and more explicit form of R. This construction was based on the
existence of an alternative factorisation of the model’s Lax matrix

L) = —iM,,(x,) - HD,) - Ny, (%) (2.5)



where

U2 _ U—l _ U1 U—le—27rw2x
Mu2 (x) = ( _Uz_lezﬂ.wzx Uzezngx ) ’ NM[(X) = _Ul_l l}le_zﬂwzx (2-6)
T :Q
and H(p) = e o PTi2)os, Here, o3 = diag(1, —1) and we made use of the notation
1 ‘T
x up = 5-(A+k-1i%)
U, = es™  with . ? 2.7)
w = 5-(A-«k-i3)
and, agree, from now on, to denote
Q=w +w, T =w) — w]. (2.8)
The factorisation (2.5) allows one to interpret the Lax matrix as a function of the parameters u; and u,, viz.
L) = Ly(ur,up) . (2.9)

We shall adopt this notation in the following. Note that changing « < —« produces and exchange of the parameters
u1 and uy. It is well known that the operator D_,(p), the function D, being defined in Appendix B c.f. (B.8), is an
intertwining operator between the « and —« representations meaning that

Dy, (p1) - Li(ui,up) = Ly(ua,u1) - Dyy—yy (Py) - (2.10)

The operator D,(p) acts as a multiplication operator on the spectrum of p; and can be represented as an integral
operator on the spectrum of x; by means of the Fourier transform (B.16):

[Do(D) - fl(x) = Vwiw, Ale) f Do+ (wiwa(x = x)) f(x) - d’ (2.11)
R
where we have introduced
a* = —a- i% and Al@) = @(a—a*) = w(Z(x + 1%) ) (2.12)

Also, @ refers to the quantum dilogarithm whose definition is recalled in Appendix B c.f. (B.1).
It was established in [4], on the basis of the factorisation (2.5), that it holds

Dy, v, (w1w2x12) Ly (U1, u2) Lo(vi, v2) = Li(v2, u2) Lo(vi, uy) Dy, -y, (w1 w2X12) (2.13)

Above and in the following, for any quantities a,, @, we agree to denote @y, = @, — @p, €.8. X12 = X| — X2.
The two above intertwining relations thus ensure that the operator

Rio(ui,up | v2) = Dy (W1w2X12) - Dyy—yy (1) * Dy, (W1 w2X12) (2.14)
= Dul—vz(pl) . Du2—vz(w1w2x12) . Du2—u1 (pl) (215)

realises the intertwining

Rip(ui,up | v2) Li(uy, uo) Lo(vi,v2) = Ly(uy,va) Lo(vy, up) Rio(uy, up | v2) . (2.16)



The two factorisations of R, stem from the two possible ways of decomposing the permutation
(w1, u2,v1,v2) > (U1, vz, vy, uz) (2.17)

into 2-cycles. Note that the equality between the two factorisations is, in fact, a consequence of the three term
integral relation (B.20) satisfied by the D functions which, in an operator form, is given in (B.24). Also, we stress
that Ryy does not correspond to the R operator of the XXZ-modular magnet. Nonetheless, it corresponds to half
of its building block. We refer to [4] for more details.

Finally, observe that one has the identities

vé . Ln(ul’ MZ) . e—ZiHE(VQ—uz)Xn — e—2i7rE(V2—Lt2)Xn . vé . Ln(l/ll, VZ) (218)

and

2ime(uy—vy)xy — e2i7re(u1 —V1)X,

L,(u1,v2)ve - € “Ly(vi,v2)ve (2.19)

where we have introduced
1 0
v+—(0) and v_—(l). (2.20)

3 The Gauss-Givental integral representation and orthogonality

3.1 The A-operator

We have now introduced enough notations so as to introduce the A;N ) operators and their adjoints. These oper-
ators play a crucial role in constructing the generalised Eigenfunctions of the operators Ay and By. Below, we
shall establish some of their exchange relations which are important for our further purposes. These should be
understood in the weak sense, and when one considers sufficiently regular functions. See [19] for more details.
Definition 3.1 Let y. stand for
1 .Q

Y+ = E(J’“—LK—IE)- (3.1

Denote by Ag\Q the below continuous operators L*(RN 1) i L®(RN):

eZiﬂy, X1

A = TN = ) - Un e ys) - BT (3.2)
(A Vor@;)
eZiny_Jq -
= - UNOsyo) - IN(- — ys) - €T (3.3)
(ﬂ(h) \/(UI(UZ)
with
_ N-1 N-1
IO = | | Dr@iwrxaarn) o) = [ [ Dypa) (3.4)
a=1 a=1
as well as
1~N-1
U0y = [ [{Pe (D) (@102%aa1)} - (3.5)

a

Finally, the operator 1y stands for the constant function on the N space and the formula is to be understood as
the partial action of the chain of operators on this function.



Above and in the following we agree to denote the ordered products as

1~N N~ 1
ﬂoa - 0,---Oy  and ]—[oa = Oy---0; . (3.6)
a a

Furthermore, the equality between (3.2) and (3.3) follows from a multiple application of the relation (B.24).
Owing to the conjugation property of the D, function c.f. (B.8), and those of the quantum dilogarithm, the
adjoint operators

( A({V))T _ (ﬂ((—yi)*)
e N
(ﬂ((—yi)*))’\’ !
Vwiw?2
give rise to continuous operators L*(RY) — L®(RN~!). Here, * stands for the complex conjugation while * for

the transform (2.12). Moreover, IIT\, represents the operation of integration versus the N coordinate. Finally, we
have set

N-1 Y _ L
) e O B )Ty - - e B (3.7)

e O gl -y U,y e (3:8)

N-1~1
ULoy) =[] Do (@i@axaan)D-y; (9) (3.9)
a

We stress that the A-operators are in fact very closely related to the partial R-operators in that they can be
expressed as

(N) em-x 2imey*xy
Ay = — - RioQui,up [ v2) -+ - Ry_in(ur, up | v) - 7793, (3.10)

(ﬂ()br) \/wlwz)N

where y. are as defined in (3.1).

The first interesting property of the operators A;I\? concerns their exchange relations with the operators Ay, By.

, £

Lemma 3.1 The operators A;,A? satisfy
AvD) A = -2isinh [1(1 -] A - Ay ) (3.11)
: o :
T
By(D)- A = -2isinh [w—l(/l =] ALY - Byoi(d) (3.12)
Proof —
Introduce the notation
Ty(up,up) = Tn(A) = Li(uy,up) - Lo(uy, uz) - - - Ly(uy, uz) , (3.13)

where u,’s are given as in (2.7). Then, by virtue of (2.16), (2.18), (2.19), for arbitrary vy, v, the operators

—2ire’ (vo—up)X1

“Rig(u, up | v) - - Ry_in(ug, up | vp) - @@=z (3.14)

N
O(E,’Z(Mhuz |vi,va) = e
satisfy to the exchange relation

N N
v - Tn(ur, ua) ve - O(E/’Z(Ml,MZ | v2) = 0(5/,2(“1,142 | viova) - vh - Tyoi(ur, u2) - Ly(vy, va) ve (3.15)



Upon adopting the parameterisation of v{, v, in the form

1 T 1 T
v = 5(;4 + s—1§) and vy = 5(;4 - s—1§), (3.16)

agreeing upon yn-e(xy) = g2imexy (“i%), it is readily checked that

(Vo Two1 (s 2) - Ly (vr, v2) Ve - Xvie ) (i)
.. us .
= -2 s1nh[w—l(,u — s —iD)| (Av-1(D6er + Byo1(Dde1) - xnvzelxn) . (3.17)
Finally, consider the re-parametrisation

V) —up

I
|
T

(3.18)

|

|
<
+

1
vy = _(/l_y+ia)1) and vi=wm+s so that { Q
2 I/tl—V1+S+15

where y, are as defined in (3.1). These then lead to the rewriting
Rio(ur,uz [ v2) = D, _y, (wiw2x12) - Dy_(py) - Dy, (w1w2X12)
= D, (py) - Dy (wiwax12) - Dy _y, (1), (3.19)
which entails
N-1
0 |vi,v) - xvee = (A Voraz) - AV, (3.20)
All together with (3.15)-(3.17) this yields the two representations given in (3.11)-(3.12)
| |
We now establish exchange relation between the A;AQ operators on the one hand and, on the other hand,

between these operators and their duals. Below, we shall adopt hypergeometric-like notations for product of
functions, as defined in (A.3)

Proposition 3.2 Given y,t € R, let y., t. be defined according to (3.1).

i
For y # t, the operators (Ay\?) and Ag\!) satisfy to the exchange relations
MY AW 1 . «\ A (V-1 N-1\T
(M) AL = A = 01 =) AT (AR) (3.21)

and enjoy the pseudo-commutation relations
W) AWN=1) _ AN) \(N-1)
Aye At,e = A[,E Aje 7. (3.22)

Proof —
In order to establish the pseudo-commutativity, observe that

(ﬂ(t+ > y+))2_N

(N) A (N=1) _
AN AN - —
(wiwy)" ™2

InG= = y4) P 1) - Ino(t- —11) - Iy ® 1y (3.23)

where

P(y, t) — ﬂ(t+)e217ry_x1 . UN()’—,)’+) . eZiﬂEyIXN . eZiﬂ[_Xl . UN—I(I+, [_) . eZiﬂE[IXN_l (324)



Since y, —y_ = t, —t_, it is enough to establish that P(y, f) is symmetric under the exchange ¢ < y.
One can recast P(y, 1) in the below product form

P(y.,ts) = [ezmy’X‘D)u (p1) - Dy, (w1wrx12)e?™ XDy, (Pl)]
2~N-2
X 1—[ {Dy_(pa)'Dy+(w1w2xaa+l)Dt_(w1w2xaa—1)Dt+(pa)}

a

X ﬂ(h)[Dy, (bn-1) - Dy, (w1w2xN-1n)D;_(wiwrXN-2N-1 JeZmeixn- i | (3.05)

At this stage it remains to invoke the relations (B.26), (B.27) and (B.28) so as to conclude that P(y., t.) is sym-
metric in ¢t < y.

The exchange relation (3.21) for the adjoint can be established by means of the integral relations (B.23)-(B.22)
for the D, functions. Also, one should use that provided f is a regular function, one has the integral representations

(275 Uy, 1) - PP Ly - f(xh)
N-1
_ f E:217rt,x’l X 1_[ {ﬂ(l‘_) . th (wlwz(x; - Za)) . Dt+(w1w2(x;+1 - Za))} . eZMEIIX;vf(ZN—l) . dN_lz (3.26)

RN-1 a=1

where ﬁ(a) = ywiwy; A(a). Analogously, one has

[1he 20D Gy, 2O g

. ON-1 o,
= f e bt o [THA(-) - Dy e (@10208, = 20)) - Dy (@102t = )} - €0 g(zy_1) -d¥
RN a=1
(3.27)
Above, we denote by x; the k-dimensional vector x; = (x1,...,xx). The claim then follows after a longish but
straightforward calculation based on the integral identities (B.22), (B.23). [ ]
3.2 Further properties of the A operators
Proposition 3.3 It holds
N
By()-AYY = (b)) AL with b)) = =2isinh [ Z(1+x+i$)| (3.28)
and
N .. .
v - ALY = {em) - AN with ¢(d) = =2isinh |Z(1-«-i2)]. (3.29)

Furthermore, dual relations holds for the dual objects.

One possible way to establish the above relations is based on the use of the gauge transformation initially
suggested in the paper [10] for the derivation of the Baxter 7 — Q equation in the case of the Toda chain and
adapted to the case of XXX-spin chain in [6] and later used in [1, 7, 8, 9]. Here, however, but we shall present a
proof which adapts, to the situation of interest, the reasoning introduced in [5]. Although we do not provide these



here, analogous relations can be obtained within the same technique for the action of the Ay, Dy operators on the
A;AQ operator.

Proof —
The intertwining relation (2.16) may be recast in the form

Rio(uy, up | v2) Lyug,uz) = Ly(up,va) Louy, ua) Rio(ur, up | v2) - Ly (g, va) (3.30)
Then, by using the elementary decomposition of the L matrices (2.5), one gets the identity

Rio(up,uz [ v2)Li(uy,up) = —iMy,(x1) - G- M, (x2) (3.31)
with

G = H(py) - Ny (x1) - Miy (%2) - H(P2) - Rio(ur, uz | v2) - H ' (D) . (3.32)

Upon multiplication by the gauge matrices

1 0
Zi = ( o | ) : (3.33)
the above relation takes the form
- Gy G- [Va-Vv;'!
Z1 - Rip(uy,up | ) Ly(ui,up) - 2y = ( H = 22 : (3.34)
2 Vo= V5] Gy G

where V; is defined according to (2.7) and we have set

= - V2 _V2—l _Vz—le—Zﬂwzxz
G = V2+—VZ_1 _V2—1e27rw2x1 V262ﬂw2x1 ) G ( -1 Vze—Zmuzxz . (3.35)

The matrix elements of G are smooth in V, belonging to a vicinity of 1. Furthemore the lhs of (3.34) has a well-
definied limit when v, — 0. Thus, the 12-enrty of the rhs of (3.34) admits a V, — 1 limit. Furthermore, the
21-entry vanishes in this limit. Hence, one has the structure

_ G
Zi -Rip(ur, up | 0) Ly (uy, up) - Z5' = ( R ) ) (3.36)

In order to compute the entries Gy and Gy it appears more convenient to slightly reorganise their expression.

Indeed, by substituing the second expression for Ry given in (2.15), using its independence on p, and then
by simplifying factors issuing from the adjoint action of L, operators from its decomposition (2.5) and finally, by
moving the D, (p;) operators to the almost exteme left and right sides what can be done by using the intertwining
relation (2.10), one gets

Zy - Rip(up, up | 0Ly (uy, up) - 25
= Zi - Dy (1) - L1 (2, t1) - My (%) - Dy (1000%12 = 1%03) - M1 (%2) - 23" - Dy, (1) . (3.37)

In order to read out from that the expression for EM one should compose the rhs with the vectore v and v, as
defined in (2.20). For doing so, it is useful to remark that

_ _ _ 1 1
Vi Z1 Dy, (1) Li(va, 1) = Dy, (py) (Uy , ~U7')  and Mv;(xz)'zzlh = —_1( 1 ) . (3.38)
Vo + V2



Also, one has

.w 1 m
NO(XI)'Mug(XZ)‘Duz—vz((UI(UZXIZ —1720'3)( 1 ) = —( m ) (3.39)
with
m = (U2 + Uz_lez’"”zxz‘) . Duz((ulwlez - 1%) + (UZ_1 + U262”w2X2‘) . Duz(wl(UZXIZ + 1%) . (3.40)

By using the transmutation properties of D, functions (B.13), one recasts m in the form

m = 267“02){21 . Du2+iw_22(a)1w2x12) . (341)
All of this leads to

~ . 1\ —ZE(p —i2 1

Gi1 lyy=0= lDul(pl)(Ula —Ull)e o (P1o12)s ( | ) Sl 'Du2+i"’_22(wlw2x12)'Duz—vl(pl)- (3.42)

By taking the scalar products explicitly and then using, again, transmutation properties (B.13), one arrives to

Gt hy=o= =€ Ryp(uy +1%,up +1% | 0) - ™ . (3.43)
Quite similarly, one gets

Gt ly=o= 4sinh [ Zuy |sinh [ Zuy | - € 1 Ryp(uy — i, up — i3 | 0) - e (3.44)

The triangular structure in (3.36) allows one to explicitly take products and leads to the relation

Z - (R12 : "RNO)(Ml,Mz | v2) Ty (ur, u2) - Z5' = e_"wmm( %T (j:i )emzxw3 : (3.45)

There, Ty (uy,uz) = Li(uy,up) - - - Ly(uy, up) is the monodromy matrix and we agree upon

Cr = (~D(Riz---Ruo)(u1 +i%.u2 +i% 1 0) (3.46)
and
C, = [4sinh [2Zu ] sinh [ 2]} - (Riz - Ruo) (11 = 1,42 — i 10). (3.47)

In order to deduce from (3.45) the action of the By operator, one needs to exchange the position of the monodromy
matrix and the string of partial R-operators. The intertwining relation (2.16) leads to

(R12 e RNO)(Ml, up | v2) Lyi(uy, up) - - - Ly(uy, up)Lo(ug, v2)

= Li(u1,v2) Lo(uy,up) - -+ Lo(uy, up) (Rlz"'RNo)(Ml,uz [v2) . (3.48)

Then, upon using the relation (2.18) one obtains

g 2imelvamu)x1 (RIZ o 'RNO)(Ml, up | v2) - vE Tn(uy, up) Lo(ur, v2)

= v Ty(uy, up) Lo(uy, up)e " C27%1 (Ryy -+ Ryo )(up, 1z | v2) . (3.49)

10



Finally, upon using the independence on p, of Ryo and inserting the explicit expression for the L operators, one
arrives to

g 2imel2 ), '(RIZ : “RNO)(Ml,Mz | va) - vE Tn(uy, uz)
= VETn(uy, up) e 22 m0m (R12 o RN—1N)(M1, uy | v2)
X Dy, () - My (%0) - Doty (w102 n0 — 1073) - M, (%0) - Dy () - (3.50)
This last identity implies that one may recast (3.45) in the form
v Ty(up, up) e?m0% (R12 e RN—1N)(M1, Uy | 0) = emHetien (CT’ *) S

X Dy, (D) - Z0 - Mo(X0) - Dy (w1waxno — 1%073) - M, (%0) - Dy (D) . (3.51)

Evaluating this expression on v_, acting with it on the function 1 in the space 0 and using that

XOILIIJ}Oo {e_”“’”" -Du2+iw72(w1w2x1vo) . D_uz(wlwszo - i%og)} = e U7, (3.52)
leads to

By(y—iwn) - yn(un ) = (D" yn(in +i%,u2 +i%) - D, 2 (Py)e ™ Dy () (3.53)
where we used that the condition v, = 0 is equivalent to 4 = y — iw; and we have set

NG, up) = X Ry -+ Ryoin ), uz 1 0) . (3.54)

Finally, acting on the function e 2% on the N™ space produces the A-operator on the lhs and one gets, by
recombining the factors

. N-1

By(y —iwp) - ALY = (—1)N+1(%) Du1+iw_22(y1‘ - +i%)D_ul(yI) A (3.55)
Upon observing that one has u; = y., a straightforward calculation leads to

Bv(y —iwn) - AYY = (DY emAL (3.56)
hence yielding the claim upon observing that By(y — iw;) = (=1)¥ " 'By(y). [

For the statement of the next result, it appears convenient to keep track of the x dependence of the operator
A™ and denote it as A
Y, ok,

Lemma 3.2 One has the exchange relations
Inet - = y) - A = DY) - ALY, - =y - Ink- — ) (3.57)

where we have introduced

N N
In+1(@) = nDa(pa) and Wyei(@) = JIysr(a)e® ™ . l—lDtt(wlU)ZXaa+l)'e2UmX1 . (3.58)
a=1 a=1
Also, it holds
Wye1 (0= —y) - AL = Do) - A Wiy (O- —y.) . (3.59)
Note that, in the above definition, it is understood that
Wi(@) = Ji(@) = Da(py) - (3.60)

Proof — This is a direct consequence of a multiple application of the star-triangle relation and of the interchange
relation of Ds and exponentials (B.22). [ ]
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3.3 Elementary properties of a basic complete orthogonal system

In this subsection we discuss the complete orthogonal system of generalised Eigenfunctions of the one-site oper-
ator B (1) and establish its properties under specific action of A;Z ) operators.

Lemma 3.3 The functions
Py(x) = f @k + H)e? ™) . dy (3.61)
R

are self-dual under the exchange w| < w> and satisfy to
Bi(d) - ¢y(x) = e py(x). (3.62)

The family {¢,(x)} forms a complete orthogonal system on L*(R), viz.

f(b;,(x) cpy(x) -dx = 60 —y) and fgb;(x’) cpy(x) - dy = 6(x" —x) . (3.63)
R R
Proof — The generalised spectral problem for the operator B (1) associated with the generalised Eigenvalue e**>
can be recast in the form of the below finite-difference equation
s o 7T T _ A2nwir(x+y)
2isinh | —(k+p+i=)| - 4y(x) = e ¢y () . (3.64)
w1 2

One possible solution is given by ¢,(x) = ¢o(x + y). Thus we focus on ¢y. Passing to the Fourier space, one gets
the below finite difference equation satisfied by the Fourier transform

Flol(t + iw) = 2isinh[w£1(/<+t+i%)]9f[¢0](t). (3.65)

This equation, along with its dual, is easily solved in terms of the dilogarithm leading, all-in-all, to the claim. c.f.
(B.2). The completeness and orthogonality follows from straightforward handlings. In particular, these entail that
each generalised Eigenvalue of B; (A1) appears with multiplicity one. [ |

Lemma 3.4 Fory,t,ty € R, it holds

@\ A@ o
(A2) A2 ¢y = 06y —1) = by - (3.66)
’ ’ (w1w2)?
Proof —
One has the representation
(A<2>)T_A(2) _ L g ()
y,+ L+ W] W) ty

X trz[e_zm(yi) 2D_y: (wiwaxi2)D_y (py) - 2t Dy (py) - Du(wlwlez)ezmim] (3.67)

12



where the trace runs through the second quantum space. Here, we remind that we use the hypergeometric-like
notation (A.3). In virtue of (B.25) the expression can be recast as

o\ @ !
(Ay,+) ) At,+ : j{( ( _ ;j_)* ) T W12

= trz[em[t’xl_(y:) Xz]D—yi’(wlwlez)DL—yi(m)'Dt+(wlwlez)ezm[tixz_ﬁxl] . (3.68)

Then, invoking the star-triangle relation (B.24) one obtains

() A2 (" )
= trz[em[”‘_(y:)*XQ]Dt+ (P1)Dy_—y (w1waX12) - Dy (pl)ezm(tixz_yix')]
= &N Dy (p) e 20) = 'trz[e_zm[ﬁ_(}’I)*]XIQDL—y’:(wlwzxu)] XD (py) e H
(3.69)
At this stage one can already take the trace over the second space. However, for this purpose, one needs to

regularise the integral appropriately. Indeed, one ends up with the below integral

trz[e_ﬁ”[ﬁ_(ﬂ) ]X”Dr,—yi (wiwax12)

_ ,,li%l fezin[ti—(yi) +i%n]th_—yi+ig(w1w2x) dx . (3.70)
R = /()

The above regularisation is such that f;, € L'(R). Indeed, one has

-0 = 30-n-if
o 2 P oviz [yt ril] = il (3.71)
Loy o= -y -if
and hence
fi](x) x_:;oo eZiﬂ[y—t+i77]x fi](x) x_:oo e21ﬂ[—iQ+217]]x ) (372)

The integral in the rhs of (3.70) can be taken in closed form by means of (B.16). This leads, after some re-
organisations, to

—217‘([[*—(}‘*)*]}(12 _ 1 . . ) _ (5(I - y)
t TV D, _ = -1 A(=in) - D_ipx(y — 1)} = , 3.73
)¢ -yt (a)la)zXlz) W 7758* { (—1n) (—=in) (y )} W ( )
where we used (B.19). Then, inserting this result into (3.69) and observing that
. y—-1t Q . -y .Q
t: - (y:) = T - 13 s ty — Yy = T - 15 (374)

one concludes that two quantities coincide when ¢ = y. Further ( — y*)* = y, what ensures that the 2 factors in
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(3.69) cancel out. All-in-all, one gets that

i St — . s
(A2)" A2 = XD aimnp, (o). 268 (o)) e

(wiw2)?

_ o(t —J’)§ 'eZin(t_—yfr)xl 'Dt+—yi (pl) . eZin(t+—y*_')x1
(wiwy)?
ot — . -

_ =y y)§ O D,y (D1 + 24 = y0)
(wiwy)?
ot — - Q

— ( y)§ 'e—217'IIQX1 'D_i%(pl +K—1§)
(wiw7)?

_ 6-y) 'e—ZiniQxlw( kK —1Q+Dp; )
— )
(wiw7)? KEP

It then solely remains to represent ¢;, as

0 = [ty s iR gy

Then by moving the action of (A§2 J)r) A(z) under the integral sign one gets the claim.

3.4 The orthogonal sets of Eigenfunctions of Ay(1), By(1)

=2iny* x3

(3.75)

(3.76)

We are now in position to present a set of generalised Eigenfunctions associated with the operators Ay(4) and
By (A4). Then, we establish that these Eigenfunctions form, in each case, an orthogonal system.

Proposition 3.4 The functions
By () = (AT AL o)

and

~ SN-D 2
‘P;:)yN () = WD .(w1w2)4 (AﬁN)l .- A( ) ¢}0)(xN)

are, respectively, symmetric functions of y and yy_, and satisfy to

N
(=) _ .. T (=)
AV - gy (xy) = g{—zlsmh[w—lu—ya)]}-som (xn)
and
N-1
By () - gy, (ey) = e20 [ [{ - 2isinh | —(ﬂ o} el ) -
a=1
Proof —
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The symmetry property in the y-variables follows from commutativity of the A operators established in Propo-
sition 3.2. The form of the action of By and Ay operators is a consequence of Lemmatae 3.3 and 3.1 and the fact
that

(810 - AL )y = ~2isinh [~ -y)]AD ) where AL (x) = &2 (3.81)
: o1 : :
[ ]
Proposition 3.5 The families
{(’Dﬁ’;/) (xN)}yNERN and {(’Dg’-(:s)yzvfl (xN)}()’OsyN—l)ERN (3.82)

form an orthogonal system in L> (R, dN x), viz.

* 1
(=) L) AN, — ) o
f(soy;\’ (xN)) SDyN (xN) dVx /J—N(yN) 6sym(yN yN) (383)
RN
and
* 1
+) CD) N, _ Y. .
R[ (A, ) A (o dx = —mees 600 = 3) - Giym 1 = ¥io1) (3.84)
where
N . .
unry) = | [{erwzsinh [0 = )] -sinh [ 20 = )]} (3.85)
a<b w1 )
and
N
Osym(Yy —¥n) = Z 1—[5(%—%@)- (3.86)

oceCy a=1

Proof — We start by discussing the family gogv) which is slightly easier to deal with. The orthogonality integral,
which is to be understood in the sense of distributions, can be recast as

_ * _ T T
[ een) e = (AR) - (a02) AR Al (3.87)
RN

One now moves the Hermitian conjugate operators through the string of A operators by means of the exchange

. . o .
relations (3.21). However, in order to exchange the operator (AEIX)) with A§N_) one needs to ensure that y # ¢. This
can be achieved by first, introducing the compactly supported smooth function g, such that

0c=1 on [-€;€] and po.,=0 on R\[-2¢;2¢]. (3.88)

Then, one considers

N
gyn-tn) = Z 1_[ (1 —0e(Va — ta'(h))) (3.89)

oeCy a#b
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which is uniformly away from 0 on D, X D, with D, = {y N € RN ¢ mingplye — yp| = 76}. Thus, one gets a
partition of the unity on D, X D:

]—[ —00a—ton))  sothat > Gyytw) = 1. (3.90)

g()'(yNs tN)
(yN’ tN) a#b

oeCy

Thus, one gets on D¢ X De:

(ALY - (A) - AN A = 7 sialows 6D )+ (A) AL AL 3
oeCy

(o)
where ¢ N

= (to(1)," " »tsav))- One may already apply the exchange relation on the level of each summand
(3.21) since the presence of gig(yy» tg\‘,r)) does ensure an appropriate distinctiveness of the variables, c.f. [19] for a

rigorous treatment of this feature. This leads, in the € — 0" limit, to

f (¢0)Gw) - ) (e) - dVx

RN
N

> ]‘[{—ﬂ (tota)s = (092 G- = (00 ) [T (A, ) - A 3.92)

TeCy a<b a=1
At this stage it solely remains to observe that for real 7, y one has

_ _ 1
A~ o=y = ﬂ(y2 ! —i%, tzy —i%) - {4sinh[wll(y—t)] smh[wz(y—t)]} (3.93)

and also that
(AD AL = s-n. (3.94)

In the above handlings, we have omitted all technical details that need to be discussed so as to deal rigorously
with the various steps of the calculations in the sense of distributions. The appropriate theory for that has been
developed in [19] and we refer to this work for all the details leading to a rigorous treatment.

In the case of tp;:;)y ;> the same kind of operations leads to

3
— ' F(N-1)
f (bt o) - ¢ (o) - @V = NIRRT ()

RN

X Z l_[{l—?l((tg(a)%r (Op)3)"s (@) -—(p)- ))}.(%, (AE:()N N )Agfv)l_ (AEZ()I) ) Ag?—"%)y(m'

O’EL,N 1 a<b

(3.95)

Then, by trivial induction based on Lemma 3.4, one gets

@) 2 ERNING)
(¢t0 ’ (AtN Is ) A)N = (All,—) Ayl,— ’ ¢)’°)L2(R)
e~ (N-1)27Qy0 N-1 e~ (N=DrQ(vo+10) N-1
= T 3w n5(l‘a —¥a) * (B> By 2wy = RN l_[fS(Z‘a —Ya) (3.96)
(wiw2)?™ a=1 (w1w2)? V™D 4o
by virtue of the orthogonality of the system of functions ¢,,, ¢f. Lemma 3.3. [ |
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4 The Mellin-Barnes representation and completeness

In this section, we construct the Mellin-Barnes representation for a family {t//;j_v) }yNERN, resp. {t//;;)nyl }yogR Yy  ERN-1>

of generalised Eigenfunctions of the operator Ay(A), resp. By(4). We then use this integral representation to
show that {gb;:v)}y RN Tesp. {:,l/ Yoy hyoeR,yy_ ekN-1» forms a complete system on L?>(RY,dVx) in respect to an

sym(R duN(yN)) resp. Lxsym(R x RN dyo ® dun—1(yy- 1)) integration of the y-variables. Here, the subscript
sym refers to functions invariant under the natural action of the symmetric group Sy, resp. Sy_i.

4.1 The Mellin-Barnes integral representation

Given an k-dimensional vector v, we agree upon the shorthand notation v; = ZI;: | Va- Also, we shall denote by
e the canonical unit base vector with 1 in the ™ position and 0 everywhere else. Depending on the context, these

vectors will belong to RN or RV~

Proposition 4.1 Let y, € RY. Define the functions (ﬁy )(xN) inductively by

dV-ly
v o) = f Uil vy IO L) Gy (4.
cyy!

and
l,l/;_)(x) = 2imxy 4.2)

Here

N-1 N-1 N
N [l wN_l(Wa +x) ] I ZD-(yb —Wq — 1%)

® 3 1 \N-1 (Vg — K) a=1 a=1 b=1 43
wn-11yn) = ((Ulwz) l_[ R Rl e R (4.3)

a=1 [1 W(W}, —Wq — 1%)

a#b

and Cy, is a curve corresponding to small deformation of the real axis such that all the simple poles for each
w-variable at

w = yp +ilw; +ikw, , with (L,k)eN? and be[1; N] (4.4)

are located above it.
Then, the functions :,b;,;v) are well-defined, self-dual under w| & w; and satisfy

N
AN - uy)Gen) = a(dlyy)-uy)(en)  with  a(d]yy) = ﬂ{—zisinh[wllu—yh)]} (4.5)

b=1
as well as
N N sinh[i(/l—yp)]
By(D)-uy)(xn) = Z | U e (W) (4.6)
= p=1 sinh [—(yk - )
#

v sinh[—(/l — )]

N
vy ey = D feon) | | —= U e (V) 4.7)
k=1 p;k1 sinh [_1(yk - yp)]
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where

b(A) = -2isinh[Z(1+«+i2)] and  c(d) = 2isinh[Z(1-x-iE)]. (4.8)

Further, given (yo,yy_,) € RY, the functions (ﬁyo yn., (XN) defined as

_ _ dV-lw @ dw
Wb o = [ U o) ¥ L) s (4.9)
CyIxCyy
in which
Wowy | ) ( 1 )N—l 20N g3 (wy + K) pa @(Yq — K)
WN Y0, YN-1) = ) )
W1 W N-1 N-1 .+
1W2 1 oV-1w, +4) o1 0 Va + &)
a=1
N—lNﬁl ( )
_ w(yp — W, 1
XNITU(Wa+WN+1%) a=1 b=1 Y ¢ 2 (4.10)
N-1 ’ ’
w1 @Oa +wny +i%) Wy — wa —12)
a+b
satisfy to
By() -y (en) = €0 a(d | yy ) - uiey  (xn) (4.11)
and
(+) - _; o (A+Yn-1) , (+) (/l+y ) (+)
AV Uy o) = i) eE T L - L )
p.d
N-1 s smh[w—l(/l—yp)]
+ {b(yk)} — .l/,;:}ywmzek(xlv) (4.12)
k=1 ~1 sinh [—(yk - yp)]
;tk wi

Proof — The proof goes by induction on N. One builds zpy )(xN) as in (4.1) and assumes that the properties (4.5),
(4.6) and (4.7) hold up to N — 1. Then decomposing the monodromy matrix Ty(A) = Ty_ 1(/1)L(K)(/l) allows one

to compute the action of the operator Ay, By and Cy on :,l/y )(xN) The system of first order difference equations
satisfied by ®(wy_1 | yy) then allows one to conclude that, indeed, the claimed form of the actions hold. See [26]
or, in a closer setting to the present one, [15, 17]. Self-duality of gb;)(xN) is manifest. The convergence of the
integral can be established along the lines discussed in [11] for the analogous representation arising in the case of
the quantum Toda chain. ]

4.2 An auxiliary integral

Prior to proving completeness, as already discussed in the introduction, we need to establish an auxiliary integral
representation for the symmetric 6-function in many variables. This identity appears as a central tool allowing
to prove, in a simple and direct manner, the completeness of a system of functions defined through a Mellin-
Barnes like representation. The technique for establishing this identity that we develop below thus emerges as

18



an important tool for studying quantum integrable models with non-compact local spaces and solvable by the
quantum separation of variables method.

Given vy_1,wy_; € R¥"! and &y € RY such that g, > 0 for all @ and is small enough. Define % to be a curve
obtained from R by a small deformation of R such that, foranya=1,...,N-landb=1,...,N:

e the lattice v, — igp + iw N + iw;N lies entirely above %’;
e the lattice w, + igp — iw N — iwy N lies entirely below of €.

Such a curve always exists provided that ||ey|| is small enough and the g,’s are generic.
A very useful object occurring in the proof of completeness is given by the below family of integrals parame-
terised by gy as above:

(N
Son " lwyoi,vya) = f d"y f dya A C RSN (4.13)
(gm
with
N-1 N
2iryyx [1 w(yh ~wa — i3 7t ll(m), —Yb— + (m))
(m) . e a=1 b=1
I3(en 1 x ynswa-1,vn-1) = — L (4.14)
N!(wiwy) N (m) 4 3 Am) 2 _ (m) (m)
Hw(yha_12+ la s Yab — 2 +1§ )
a<b
The sequence ¢, ) is defined as
L(lm) =-g,, a=1,...,m and f(m) = (éﬁ);m) = ENimilea » a=m+1,....N. (4.15)

Also, we remind that y,, = y, —y» and we used hypergeometric-like notation for products of @ factors , c.f. (A.3).

Proposition 4.2 Forany N > 1 and m € [[0; N |, it holds, in the sense of distributions,

) Q
: (N;m) _
sj}lli,%af {/SN m (X | WN—laVN—l)} = gw(wa - Wp — 15) o(x)
1 m=20
X Oym(Wn-1 —¥n-1)-4 & m=1 . (416)
0 me[2;N]
Proof —
The result is established by a triangular induction.
o Initialisation
It is obvious that
lim {75 (x10,0)] = 6(x), for ae{0,1}. (4.17)

81—)

Next, assume that the claim holds upto N — 1 and forany m € [0; N — 1]
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o Initialisation step at N: the integral 7./ (NV:N)

First of all, observe that the appropriate choice of signs of the regulators {;N) in (4.14)-(4.15) makes the
integrand

fg\j,v)(b‘zv | x,yN;WN—l,VN—l) (4.18)

algebraically decreasing at co along the lines (R + ir)N, with r > 0. This property is enough so as to allow for
computing the integral by taking residues in the upper or lower complex plane -relatively to any variables- and
conclude that, in the sense of distributions, the contours at co do not contribute to the integral. Thus, in the sense
of distributions, the integral can be taken by computing the residues of all the poles lying above % -if x > 0- or
below ¥ -if x < 0-. Here, we only discuss the case when x > 0. In respect to each variable y,, the integrand has
simple poles at

Ya = vp — i€ + 16,01 + ik,wn with kg €N and be[l1;N]. (4.19)

Thus, one gets that, in the sense of distributions,

N;N
T8N (x| w1, vn-1)
D00 Res(TW(en | xyyiwy1.vn-1) - dVy,yy = v + il +ikywy — iey) . (4.20)
aeMy Ey,ky

eNN

The sums in (4.20) run through all maps @ € My, where My = {a/ s [1;N]T—-11;N- 1]]}. Furthermore,
givenamapa : [1; N]—[1; N—-1], we denote

v@ e RV the vector givenby (v?), = vy for a=1,...,N. (4.21)

Once that the residues are computed, one may send &, — 0* for any a = 1,...,N. The expression for the
residues of the dilogarithm (B.7) leads to

Res(Z37(0 | x,yyswy-1,vn-1) - dVy, yy = v +ibywy +ikyws) = Py, -Gy (4.22)
in which
(@) 2N0-D X kala (~:\Catk ko o -

Yoy = 5 1_[ {(—1) ata (2f)7 ™ . 1—[ sinh [1p7r 1_[ s1nh 1p7r— } , (4.23)

N!-(w1w2)?™ a=1 p=1 p=1

_ _ N-1 N Q

. . ) . .

sz;)kN — e217rx(v +15Nw1+1k1vw2) . l_[ ’(D’(VQ(};) — Wy — 15 +ilpwy + 1k;,w2) . (424)
a=1 b=1

Note that above, we made use of the notation (A.2). Finally, one has

N N-1 0
;(:)kN 1_[ w(va — Va(b) — 15 - if};wl - ikha)z)

b=1 1
aa(b)

a

)

— 1=

. /g . . . T . .
{smh [w—l(va(a)a(b) + 1lpwy + 1kaba)2)] - sinh [w—z(va(a)a(b) +ilpw + 1kabw2)]} . (4.25)

a<b
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Let @ € My be given. Then, there exists a # b such that (w®), = (w@),. A longish but straightforward
calculation then shows that one has the factorisation
(@) _1\Caka+Ekp)(N=2) W2 o . W1  plasab)
Gl = (=) sinh [mwlkab] sinh [mwzeab] Gey, (4.26)

in which g(‘“”’) is symmetric under the permutation (£,,€,) — (£p,{,) or, independently, the permutation
(kg, kp) — (kb, a) It takes the explicit form

Q;a Z:) = (—1)Ev+knN=3) 1—[ {smh [_(VQ(L)(I((J) + 1kcdw2)] Slnh[ (v(l(L)(l(d) + ldewl):I}

c<d
#a,b
N i T i Vg
<[] { [] {5 sinh [w_l(va(a)a(d) +iwy(k - kd))]} |1 {5 sinh [w—z(va(a)a(d) +iwi (£ - fd))]}}
d=1 \kelka,kp) Ce(barl)
#a,b
N-1
X 1—[ { Vd(t(a) l_[ l_[ Slnh _(Vd(t(a) lpwz) 1—[ 1—[ Slnh[—(vcza(a) lpw1)]} }
=1 ketkykp) p te{la,tp} p
;6 (a)
N N-1
x ]—[ [ | @(vaate - i% = itewr = ikewn) . (427)
c=1 d=1
c#a,b d+a(c)
Likewise, one gets that
b
PE’a)kN (_1)(faka+fbkb)(N D p;“ZN) , (4.28)
where
@47 - (kg+hkp+Ca+Cp)(N-1) NN
b 1 (@) 14 1 . aTKpTlqgTlp - .
‘PE}Q ZN) 217rx(v +1lN¢u|+1kNw2) . ( _ 21) 1_[ W(Va(c) Wy — 1 . —ilew; — 1kca)2)
c=1 d=1
L:;t b
N-1 k-1 x (-1 x
2 o) . . . .
X {ZD‘ (Va(a)_wc_lf){ l_[ l—[ sinh [w_l(va(a)_wc+lpw2)]' 1—[ sinh [w_z(va(a)_wc+lpw1)]} .
e=1 ketkq.ky) p=0 Le{la,ly} p=0
(4.29)
Finally, one also gets y(“) = (=1){lakatloks) . Fg,afo), where
b 9N(N-1) N ok ke Le -1 N
A, 1\tc c 1 1 1 3 k f
FE,:’;ZN) = — l_[{(21) * -nsmh [1p7r$—f] . l_[smh [1png—;]} l_[{( )™ } (4.30)
N! - (wiw2)? ™ e=1 p=1 p=1 o=l
#a

Note that FE,"?Z’:) and SDE,“,;Z’}’) enjoy the same symmetry properties as Q(‘“’h) Thus, in the end, one has that the
residue expansion of the integral reorganises as

Lim {/SNN)(X | wN—1,VN—1)} = Z Z

+
en—0 aeMy Cck.eN
Cc#ay by

x ), 2, (6P F)(:ZN " sinh [iﬂz_jka(,b(,]'Sinh [inZ—ié’%ba]. 431)

faa Sgb(y ka(y kb(y
eN eN
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Above, for a given a, we denote by a,, b, any two distinct integers such that a(a,) = a(b,). Due to the symmetry
properties of G, and I', the summand in (4.31) is antisymmetric under ¢,, < ¢, as well as under k,, < kp,.
This entails that, in the sense of distributions, the last line in (4.31) vanishes viz.

Lim { 7 (x | wy_1.vv-1)) = 0. (4.32)

sy—0"

e The fundamental induction equation

Letm € [0; N —1] and assume the g,’s to be small enough. Then, in Z (V) one deforms the yy integration
to R — ia with @ > 0 small enough and such that @ > max{|e,|}. One crosses the poles at

IN=we =il =w, —igmer . With  a=1,...,N-1. (4.33)

This yields

/SNm)(xle 1, VN— 1) fdm 1—[ dyg fdy I(m)(SleyNawN 1,VN- 1)

om RN-m-1 4= m+1
N-1 N-1
H T\ Wiq — 1% HZD' Wk—ig+2i8 1
11 oo = i8) I o{va e =i + 2ien)
+ fdmy f l_[ dya . eZi”(Wk_i8m+l)x #k
k=1 a=m+1 M _ (m) _ (m)
@m RN-m-1 ]_[1 -V 12+1a s Va — Wi — 12+1a
a=
1
X —— . T (g X, Vv 1 WN-1,VN-1) . (4.34
Nvoo N_l(N,[mjl YN NlNl) (4.34)
Above, the vector &y.[,; € RV~! is defined by
(8N;[m])a = &; , a= 1,...,m and (SN;[m])a = &4+l », Aa=m+ ,...,N—1. (435)

The fact that the last line of (4.34) does indeed take the form as written follows from the below identification

VL(lm) = _(SN;[m])a = —-& , a=1,....,m
o o (436)
a = (SN;[m])a = ENtmtl-a » a=m+1,... ., N-1.

in which ¢, 2™ s the sequence built up from &y.,,). Hence, (4 36) ensures that 7 = {flm) fora=1,...,N—-1.

Define P, as the operator (Pa . sN)h = (=1)%=g,. Let { P be the sequence built up from the vector Py, - &y,
namely

Zﬁ,’”) =-g,, a=1,.. ZEQ") = —gu+1 and sz) = &Nimilea » a=m+1,....N—-1. (4.37)

Thus, one has

L= s om0 =40 ad TV = a=me L NS @38)
Upon defining
Yo=Ya >, a=1,....m; y,., =y and Y, =y, , a=m+1,....,N—-1, (4.39)
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one gets the below product identities

N N
. —=(m) —(m ) — 1 - . 1
nw(yb—w—1%+1§h v—yp—i% +ig, =1_[w(yb— —12+1§(m+) V=3, —i% +i (m+)) (4.40)
b=1 b=1
and
il (m) (m) —(m)
. ~lm ~lm . m
l_[w(yba_l%+1§h +1§a ayab_lz lgh +1 § )
a<b
N
_ 1—[ (yha + (m+1)+1§(m+1),yah—19 (m+1) +1§(m+l))
a<b
- e} (m+1) (m+1) = iQ (m+1) (m+1)
N Ym+1a _17 +1 mnil +ig" s Yam+1 — 15 = mnil +ig" 4.41
x - (mt1) _ Amt]) 5 (m+1) | (m+1) - (44D
a=m+2 Ym+la — 15 +1 m+1 a s Yam+1 _12 ! m+1
Thus, define

5/8Nm)(x|WN LVN-1) = f f 1—[ dyq fd)’N

@m Rleam+1

) AT (e | 5y wrotvwet) = T4 (Puon | 5 yyswy-ow-1)f o @442)

Then in the counter-term integral, viz. the one associated with P,,;1&y in (4.42), one deforms the yy-integration

curve R — ia to . One picks up poles at wy + iy = wy — 121:7 withk =1,...,N — 1, and this yields

N-1

fd'” l_[ dya fdJ’N - I3(en | Xy wh-1,vn-1)
cm RN-m-1 9= mtl R-ia
(N; —(N:m+1
= 670" I wyotvn-1) + T "D Wyt vv-1)
W\ Wigq — 1 W\ Vg — Wk —1 ig 1
N-1 N-1 a=1 “ 2 =1 2 "

_ m 2im(wiHiEm+1)X | +k
f %y f l_[ dya e N-1 -
2, if, )

k=1 zm RN=m-1 @=m+l (wk —Ya — 1— +1i L(l ),ya - Wi —

1
X _—
N\/a)la)z

I3 (8N | x,yN_l;wN_l,vN_l) . (443)
Above, we have introduced

EN

N;m+1 1
f i )(x [ Wy_1,VN-1) = f dm+ly l_[ dy, - (m+ )(8N | X,yN;WN—1,VN—1)

@m+l RN-m a=m+2
N ( Vet — 1@ D D 2 D gD ) (4.44)
X w . .
1 1 1 1
a=m+2 Ym+la — 12 + 1§(m+ ) c(zm+ )’yam+l - 12 1{(m+ ) (m+ )
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Thus, all-in-all, one gets

sm+1
( (N m) 5/(1\/ m) j}év m+ ))(x | wN_1,VN—1)

—Z e d"y f ﬁ dy, I (8N~[ X YNo W=tk VN—1)
Nywi ) ) LT T e
Nn (i - i2)
x s Dy N1, WR) . (4.45)

Here wy_1.[4 is as defined through (A.1),

N-1
D1, we) = ¥ [ [ o(ve —wi =i +2ie) - (& & —e). (4.46)

a=1

Upon using that

Q i w(1+1%
o(a-i7) = %u (447)
. T
sinh [w—l/l]
and applying the pole expansion
N-1 N-1 I veby
w_xéNl—[{ 1 }_Z el 1 . _{1 N odd
evl = with oy =
inh [ X (v, — inh [ X (v, — 0 N even
1L Usinh [Z-(vg — x)] £ sinh [ (v, 0] N H smh[ x iy W)]
a:#t’
(4.48)
one obtains the decomposition
N-1 N
Loy Vel aljl W( — Wk =13+ 218) ooy VeWH2iEN0N | omex
De(on-1.w0) = (3) — = — (s o). (449
=1 [ sinh [wll(va _ v[)] sinh [w—l(w - Wy + 213)]
P
This decomposition entails that, in the sense of distributions,
.Q
Do(vn-1.w0) —> Vi Z(s(w - wk)l_[ . — Ve —13) . (4.50)

a;tf
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Thus, all-in-all

lim ( N _ s g i) Awmﬂ))(xlw;v—hl’zv—l)

8m+l_>0+
N-1 N-1
1 ; Q
= N (5(1/[ - Wk) . szwkx . 1—[ w(vag - 15)
k=1 a=1
a#l
N-1
N;
X W(Wka —is )/.S(N[,'Z)(X | WN-11k1s VN-121) - (4.51)
-1
azk

Finally, one observes that the difference structure of the integrand of ¢_¢, SN ") entails that

hrn Aoz (el waorvn-n)) = 0. (4.52)

Likewise, since the additional &y dependence present in j;év ;mﬂ)(x | wy_1,vn—1) arises in the regular part of the

integrand and since the singularities arising in the &y — 0" limit of the integrand generate at most Sokhotsky-
Plemejl distributions, one has

lim { 70" D wyovnen)) = Jlim A2V wyevw)) (4.53)

SN—>

All of the above leads to the relation among the various integrals:

hm {/SN )(x | Wy_1,VN_ 1)} hm { Nm+1)(x | WN—1,VN—1)}

ey—0
N-1 N-1
1 Q
= e P
k(=1 a=1
a#l
N-1 a
X w(wka —i—) lim {/g(fvvl (x| Wa— 1, V- 1[5])} (4.54)
a=1 2 en-1-0"
a#k

which holds forany m € [0; N —1].

e The induction sep

Upon setting m = N — 1 and then decreasing the value of m up to m = 2, one infers from (4.32) and (4.54) that

L1rn {/SNm)(x | Wy—1, VN 1)} =0 for any me[2;N]. (4.55)
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When m = 1, the previous results and the induction hypothesis leads to

N-1 N-1

1 ; .Q
sll;l_{n {/SN m)(x | w1, VN- 1)} m k;1 5(\/[ - Wk) . ezlﬂWkX . ZD'(Vag — 15)
= a=1
a#l
N-1 0. Ml )
X l_[ W(Wka - 15) : l_[ W(Wah - iE) ~0(x) - 5sym(WN—1;[k] - VN—I;[Z])
a=1 a#b
atk a,b+k
1 N-1 N-1 -1 —
= 06 [ [o(was - i— ) > - Z >, ]_[ (Vota) = Wa)
azb k=1 =1 0ceCy_1 a=
o=t
N-1 0
= —6<x) Symn-1 = w-) - | | @war —i3) . (4.56)
a#b
An analogous reasoning establishes the induction hypothesis for m = 0, hence entailing the claim. [ |

4.3 The completeness

We are finally in position to establish the completeness of the system of Eigenfunctions introduced in Proposition
4.1.

Proposition 4.3 The family {w;:v)}
integration of its indices, namely

yyerN forms a complete system on L*(RN,dNx) in respect to an Lsym(RN ,dun(yy))

1
= f (U50G)) - ) ew) - dun(yy) = ]_[(s(xa X)), (4.57)
RN
where
dun(yy) = un(yy)dVy (4.58)

and un(yy) is as defined in (3.85).

The family {t//;:,)ny ok yy_ erN-1 forms a complete system on L>(RN, dVx) in respect to an L2, (RXRN!, dyy®

dun—1(yn_,)) integration of its indices, namely

-X8y

1 + ’ * + & /
| W ) e o) = [ ot - (4.59)
‘]RN a=1

Proof —
Assume that completeness, in the above sense, holds for {lpyN Jyy_erv-1. Then, by using the Mellin-Barnes
representation and the form of the regularisation one has to impose for the integral representation to make sense,
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one gets that (c.f. [19] for a rigorous treatment of the various steps in the sense of distributions)

1 o\ —
N f (3, ) - ) Gew) - duw (o)

RN

dun-1(wn-1) dN ly - . ,
f W (i) (e 1)) ¢£vzg_1(xN—1)'Silg(lﬁ/\/g\fN)(WN—bVN—1;XN,XN)

(N-1)!
RN—I
(4.60)
where
N-1 -1 ) () getew) e o
+ WN_1,VN—1, XN — X
)(E?N)(WN—l,VN—l;XN,X}v) - n{w(wa K)} v N Ky (WN-1,VN-1: XN — X)) , 4.61)
@(Vy + k) lpi) (xn) N-1 0
a=1 WN-1 1T ’(D’(Va}, - 17)
a#b
while
21Xy 5 T _
€ w VN-1 — K
KV Wn-1,vn-13 %) = T (XN — )
‘ N!(wlwz) w(yN—wN_1 —K)
R
N N-1 Q. Q.
H H W()’a —Wp —1- + 18N+1—a) w(vb —Yg— 17 + 18N+1—a)
a=1 b=1 2 2 N
x -dVy . (4.62)
N Q. Q.
[1 @(yp = Yo =iz +i(ent1-p + ENt1-a)s Ya — Vb — im +i(ENt1-a — EN+1-a)
a<b 2 2

The use of the integral representation,

w@zv —VN_1 —K) = fdtf W(S_FN 1~ K) 2mt(v—yzv) (4.63)
R R

@(yy — WN-1 — &) W(S—WN 1- K)

allows one to recast the previous expression as

K (wy_1,vn15%) = f dt f P 7PN =) dims g N0 ) (4.64)

w(s—wN 1—/<)

with #g/ (V:0) 45 defined through (4.13)-(4.14). Then, by virtue of Proposition 4.2 and straightforward integrations,

N-1
Shi% K (W1, VN-13%) = Dh (Vah ) 8(x) - 5sym(WN 1= VN 1) (4.65)

Thus, upon inserting this result in (4.61) and then (4.60), one obtains:

1 A
5l f(l//;N)(xN)) Yy (en) - dun ()
'
o(xy — xy) N ,
A (), (e 1)) o o) - e (o) = l_[fs(xa—xa) - (4.60)
RN-1 a=1
The proof of completeness in the case of the system {wyo Iy hoeRoyy. crN-1 goes along similar lines. [ |
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5 Complete and orthogonal system of Eigenfunctions of [Ty(1)] ,

In this section we summarise the results established in the previous two sections.

Theorem 5.1 Each of the four operator entries of the monodromy matrix Tn(12) (2.3) admits a complete and
orthogonal system of Eigenfunctions, {Cl)fv)}y RN for E € {A, D} and {CI)(E) } for for E € {B, C}. Let
N

YOYN-1)yoeR,yy_ RNV
dun(yy) = un(yn)dNy with un(yy) as defined in (3.85).

o The system {<I>(E)

o }y o E € {A, D}, satisfies:
N

1 " N
a [(@20) a2 - ano = [ o)
a=1

N!
RN
along with
* 1
(E) B (v N AN . _y
f(q)y;v (xN)) Q) (xy)-d"x = o) Osym(Yn yN)-

RN

Furthermore, the generalised Eigenvalue equation takes the form

N
Ev() - @) () = [ [~ 2isinh [ -y} 957 0x)
a=1

o The system {<I>(E)

y E € {B, C} satisfies:
)O’yN’l}YOGR,yN—leRNfl’ 8.0 /i

1 x -
f(‘D(:E), () - @5 (xn) - dyo - dv-1 o) = | 6k = %)

(N - 1)!RN Yo:Yn-1 el
along with
x 1
(I)(f)/ q)(F) AN, = . VAN v .
f (@3, o)+ B (o) & = s 600 = 30) - Sym(v-1 = i)

RN

Finally, the generalised Eigenvalue equation takes the form

N-1
Ex(Q) - ‘D%,)y,v,l(xN) = 2w 1_[ { — 2isinh [wll(/l —ya)]} . Q;E’)yNil(xN) .
a=1

The generalised Eigenfunctions admit Gauss-Givental and Mellin-Barnes integral representations:

A - - B
DyNGew) = 0/ (xn) = eagh ) (en) and O (o) = U (eN) = es @i, ()

Above, cy, resp. cp, are yy, resp. Yo, Yn_1, independent constants equal to £1.
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We conjecture that, in fact, the proportionality constants in (5.7) equal 1.

Proof —

We shall only establish the properties of the generalised Eigenfunctions of the operator Ay(A), as the case of
the By(A) operator can be dealt with similarly. Furthermore, the case of the operators Dy(A) and Cx(A) is a direct
consequence of the results relative to the operators Ay () and By(A).

Indeed, observe that upon introducing the operator €2, such that

Q.x,Q, = —X, and Q.2 = P, (5.8)

one has the relation
N N
Q, L0 -Q, = - LYW 0" e ]_[ Q. Ta(d) - ]_[ Q, = - Ty(D) - o . (5.9)
a=1 a=1
This entails that

N N N N
]_[ Q, - Dy(A) - ]—[ Q,=Ay())  and ]—[ Q, - Cy(d) - ]—[ Q, = By(A) . (5.10)
a=1 a=1 a=1 a=1

Thus, if {<I>§,1]\V) }yNeRN’ resp. {d)(B) is the complete and orthogonal system of generalised Eigen-

Y0IN-1 }yo€R,}’N—1 eRN-1
functions of the Ay(A), resp. By(A1), operator then

N N
(oo o e (oo,
a=1 a=1

is the complete and orthogonal system of generalised Eigenfunctions of the Dy (1), resp. Cy(A), operator. Fur-
thermore, the form of the generalised Eigenvalues is a direct consequence of the conjugation relation between the
operators (5.10) and the form of the generalised Eigenvalues of the operators Ay (4) and By(A).

(5.11)

b
YNERN }yoeR,yN_leRN‘

¢ Proprotionality of ‘P;v) and lﬁ§’7v)

We first show that, for any fixed yy € R", the functions gogv) and r,lzg,;l) are are non-identically zero. Given f €
L2, (RN dun(yy)), smooth and compactly supported, define

sym
1 _
Unflxn) = I f Oy N FONduN (T - (5.12)
RN

)

Then, the orthogonality relation satisfied by the functions goﬁ,j_v (xn) ensures that, for any such f, it holds

f dVx (¢ ) - UNFlxw) = foy) - (5.13)
RN

Thus, gog,;,) cannot be identically zero.

Regarding to :,l/(;,), as in [18], one may compute the xy — o0, x441 — X, — +0o of :,b;;,)(xN) staring from its

Mellin-Barnes integral representation by pushing the various integration contours slightly in the upper-half plane.
This shows that the function is non-vanishing in this asymptotic regime, and hence is non-identically zero.

Since
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N
o ANy, = a(d |y, witha(d | yy) = TT { - 2isinh [Z(1 - ya)]},

)

® Yy, 1s non-identically zero,

o the system {w&;) }yyery forms a complete system,

each generalised Eigenvalue a(d | yy) of Ay(A) appears with exactly multiplicity 1. Since it also holds AN(/l)go;:V) =

a(d|y N)go;N), with ¢ non—identically zero, it follows that there exists a constant cy(yy. k) € C* such that

v = enOys K)<,0§‘N) : (5.14)

The proprotionality constant may, in principle, depend on y, and the representation parameter x. Below, we
establish various properties that ought to be satisfied by these constants. This will strongly constrain its value.

o cy(¥y, &) is unimodular

We first establish that the proportionality constant is unimodular. The orthogonality relation for ga( ) Jeads to the
relation

- * | (y ’ )| ,
f (v, Gem) - gy, Gew) - dx CNNEVVK) - Osym(¥n = Y (5.15)

RN
Integrating both sides of this equation versus

dunly) dmv(vzv)

v u (v, ) (5.16)

and using completeness of the :,bi;) one is lead to
N

N N
[ 160 - = leny 0P | |60, =22 (5.17)
a=1 a=1

Thus, indeed, one has that [cy(yy, €)| = 1.

o cy(yy, ) is invariant under «-reflections

It follows from (2.10) that

N N
[ [P0 - Tn (00 = Tt =4) - [ | D-i(pa) (5.18)
a=1 a=1
where we have explicitly stressed the dependence of the monodromy matrix on the parameter «. In the following, it
will be convenient to make also explicit the dependence of the functions t//&?, <,0§,]_V) on K, viz. :,byN) (xn; k), goyN) (xn; k).
The intertwining of the monodromy matrix suggests that analogous relations should exist between the generalised
Eigenfunctions. These will be established below.
The Mellin-Barnes integral representation induction immediately leads to

N-1

B dN—s (s) s s
s (k) = ]_[{ f W _Ws)!}]_[yf_b s m)]—[ (oo 1w D)) (5.19)

s=1 (R—ia,)N-$
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which can be reorganised as

-) H AV )
- - s
Uik = o(yyiK) { f m}ﬂ%w o Covsen) & ) (5.20)
s=1 (R l(l )N N . s=1 N-s+1 N s
where
N—1N-s N—s N—s+1

T I awd —cwd +0) v, 1 Il oy —w - i)
(Wil L)) = == -1_[{ = } (5.21)
1 Ty ), — Wy —K) L (wiw)” it [T oy —wS -i%)
and
N
c(yyiK) = ]—[M (5.22)

a=1 w(ya + K)]

The relation

(D-e(p) - ¥3”)@) = Do)y () (5.23)
and the fact that
—(s 1) —(S) +
({w(v) }Y 1) — 1_[ (_z i;—l _i\;)s K) ({w(v) }Y 1) (5.24)
TWy_ )~ Wy _K)

then immediately leads to
N
[ [ Do) - ) eni ) = ]_[D_K @) U ey k) - (5.25)
a=1

The same property holds for go(jv), namely

N
[ [D-lpa) - 5 ens ) = ]_[D () - @) (s =) (5.26)
a=1

Indeed, this 1dent1ty is a direct consequence of an inductive application of Lemma 3.2 on the level of the recursive
construction of ¢y - )(xN, K).
This entails that cy(yy, k) = cy(Yy, —K)

e Complex conjugation of cy(yy, «)

Finally, the A( ) operator can be represented as

(ASY - f)xn) = f AN ey Xy 00 f ) - VLY (5.27)

RN-1
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where the integral kernel takes the form
e2imy_x| eZiﬂyI XN

(vor@mae)

N
A;,E)(xN, Xy_13K) =

N-1
X 1—[ {D}L_y+ (W1W2Xaa41)Dyr (W12 (x4 = X)) Dy, (W1 W2 (Xas1 — x;))} . (5.28)
a=1
It is then immediate to check that
(A;{\?(xN, Xy_1s K)) = A(_IZ’)E(X'N, Xy_13=K) . (5.29)
This relation then leads to
(phen:0) = 05 (xns =) . (5.30)

Now starting from the Mellin-Barnes representation (5.20) and upon using that for

wo eRM and @, =a,(1,...,1) eRY with @, real, (5.31)
it holds
(é‘:K({ - Wg\;)_s - iaS}Is\il)) = é":—K({wg\;)—s - iaS}IS\il) ’ (5'32)

one entails that, as well
(v @en:0) = 9l w00 . (5.33)

*
This entails that (CN(yN,K)) = cn(=yy,—k). Hence, by invoking the «-reflection property, one infers that the
constant cy behaves under complex conjugation as

(enGn-0) = en(-y.5) - (5.34)

o cn(yy, k) is yy-independent

It remains to prove that the constant does not depend on y,. As follows from Propositions 3.3 and 3.2, cp;v)

satisfies identically the same equations (4.6)-(4.7) as wg;v)

that

. By projecting these on a given variable y,, this yields

eN(YN-K) = en(yy +iwsek, k) (5.35)

where e, is the k™ unit vector in RY. The same equation holds for w; < w, since both go;jv) and w;:v) satisfy the
dual equations to (4.6)-(4.7) as well.

Thus, all-in-all, we get that (cx(yy, k)" = cn(Yn» &), what along with |cy(yy, k)| = 1 implies that cy(yy, k) =
+1. ]
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6 The Sinh-Gordon model

The Lax matrix of the lattice Sinh-Gordon model takes the form [2]:
L5900 = L) . 6.1)

The monodromy matrix of the N-site lattice Sinh-Gordon model thus takes the form

(6.2)

1890 = LS9 L8V = (Ag\fG)(/D B9 (1) ] '

(SG) (SG)
9w iYW

The analysis of the system of Eigenfunctions of the operators Ay and By that was carried out in the previous
sections allows us to access to the system of Eigenfunctions of the operator B;?G)(/l) and characterise its spectrum.
In this manner we prove the conjecture raised in [2] relatively to the spectrum of this operator. In order to state
the result, it is convenient to recall the operators €, introduced in (5.9) which enjoy the exchange relations:

Q.x,Q, = =%, and Qp, Q2 = —p, - (6.3)
Theorem 6.1 The operator BESG) (A1) admits a complete and orthogonal system of Eigenfunctions:

e for N odd, this systems is {®y, }, cpv and it satisfies :

1 * N
il f (‘I’yN(xﬁv)) Dy, (xn) - dun(yy) = H5(xa—x;) (6.4)
RN a=
along with
* 1 ,
R[((I)y;v(xzv)) -<I>yN(xN) dVx = ) Osym(Iy = YN) - (6.5)

Furthermore, the generalised Eigenvalue equation takes the form

N
By () - @y (xn) = [ [{-2isinh [Z(4 - ya)l}- Dy, (xn) - (6.6)

a=1

e for N even, this systems is {Qy,y,  }yer,y,_ ern-1 and it satisfies :

N
1 ’ * ’
m f(q)yg)’y;\l—l(xN)) . (I)yN(xN) . dy() . d/JN—l(yN_l) = 1—[ (S(Xa — xa) (67)
RN a=1
along with
* 1
N, _ ’ ’
f(q)YE),y;Vl(xN)) : (I))’O,nyl(xN) d7x = LN-1On-1) ~0(yo _y()) : 5sym(yN—1 _yN_1) . (6.8)
RN
Finally, the generalised Eigenvalue equation takes the form
N-1
£y ) = 0 | [ 2soh 20 ) B, 50 9
a=1
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Proof —
The relation between the Lax matrices (6.1) implies that the monodromy matrix of the Sinh-Gordon model is
related to the one of the modular XXZ chain as

NJ/2 N/2
H QZa—l . TN(/I) . H Q2a—1 if N is even
a=1 a=1
1090 = (6.10)
N+1)/2 (N+1)/2

[T Q-1 Tn@o* - [l Q-1 if Nisodd
a=1 a=1
Indeed, this relation is a simple consequence of the local identity
LYWt = QLYW Q, . 6.11)

The representation (6.10) then ensures that the system of generalised Eigenfunctions of the operator BSG)(A) is
given by

e (8)
[T Qo1 - Oy if N is even
a=1
’ (6.12)
(N+1)/2 ® ' '
alz]l a-1 - Q)’O’YN—l if N is odd
where @&ﬁ?, @gﬁ?y ., are as introduced in Theorem 5.1. The rest follows from the stated properties of the functions
q);i/)’ (I);E?yml in that theorem. i
Conclusion

In this work we have constructed the Eigenfunctions of the entries of the N-site monodromy matrix of the modular
XXZ magnet. We have established that each system associated with a given entry forms a complete and orthogonal
system. The proof of the orthogonality was achieved by means of handlings on the level of the Gauss-Givental
representation for these Eigenfunctions. The proof of the completeness was carried out on the level of the Mellin-
Barnes representation. We stress that we have proposed a new and simple method for proving the completeness.
The technique we developed is general and applicable to a wide variety of quantum integrable models solvable
by the separation of variables method. As a by product of our analysis, we have proved the conjectures raised by
Bytsko-Teschner on the spectrum of the B-operator for the lattice Sinh-Gordon model.

Acknowledgments

The authors are indebted to J.M.-Maillet for stimulating discussions. The work of S.D. is supported by the RFBR
grant no. 17-01-00283a. K.K.K. acknowledges support from CNRS and ENS de Lyon. A. M. acknowledges
support from the DFG grant MO 1801/1-3. S.D. would like to thank the Laboratoire de physique of ENS de Lyon
for hospitality during his visit there where this work was initiated.

A Main notations

e N-dimensional vectors are denoted as xy = (x1,...,xXyN);
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N — 1 dimensional vectors built from an N-dimensional vector xy with the removed m™ coordinate are
denoted as xy;[,) and read

xN;[m] = ()Cl,...,Xm_l,xm+1,...,XN). (Al)

Given an N-dimensional vector x, we denote

N
Xy = Z Xq - (A2)

a=1

Ratios of products of one variable functions appearing with multi-component entries are denoted using the
hypergeomertic notations, e.g.

n
a a kljl f(ak)
f( bll,...,bn ) _ k& ‘ (A3)
> s “m H f(bk)
k=1
e Given indexed symbols x,, x5, we denote x,, = x; — Xp.
e Given y € C, y* stands for its complex conjugate and y* = —y — i%.
B Properties of the auxiliary special functions
B.1 The quantum dilogarithm and the D, functions
The quantum dilogarithm @ is a meromorphic function on C which admits the integral representation
. 2, .2 ~2ilt
in , W] tw; : f dr e
A = + (A7 + — — , B.1
@) CXP{ 2w1wy ( 12 ) ! 4t sinh (tw;) - sinh (fw3) ®.1)
R£i0*
valid for |J ()| < Q/2.
This function is self-dual and satisfies to the first-order finite difference equations
@(A+iw) = 2isinh [ (A +i3)]- @) and @ +iw;) = 2isinh[—(1-i)]- @) . (B.2)
w1 2 w? 2

From there one entails that
k-1

(A - i +ilw; + ikwy) = (~1)(-2i)"* - ]—[ sinh [wl(/l +ipw,)|
p=0 !

-1
x [ ]sinh| =@ + ipwy)| - w(1-ig) (®B.3)
p=0 “2
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and symmetrically,

€+k

:l»

@(1-12 — itw) - ikan) = (- 1)“’ smh[wl(ﬂ—ipwz)]}_1
1

p=1
4

x | [{sinh| —(/1 1pw1)]} o(1-i2). (B4)
p=1

The quantum dilogarithm has only simple poles and zeroes. These are located at
Q Q
w(x)=0 iff xe iE +iNw; + iNw, and o l(x)=0 iff xe —iE —iNw; —iNw, .  (B.5)

@ satisfies to the inversion identity @w(1)@(-A) = 1 and (@(1*))" = @ (). One can also establish that

Res(@(1-i9)-dl1=0) = Vo and  @(r) = Z—f (B.6)

The above entails that, for (k, £) € N2,

{

. k _
Res(@(1-i%)-d1, A = —ilw; —ikw,) = é \/m(—n""(%)g {]—[smh [1pn—] [ ]sinh [1pn—]} ' (B.7)

p=1 p=1

The function D,, is defined by the below ratio of dilogarithms

A ®
Do) = ZAFDthat D) = (Do) (B.8)
ol —a)
The function D,, is a meromorphic function on C that admits a holomorphic determination of the logarithm on
1
Sg_5@® = {1€C: [3W] < S(w + w2) - [S@)} (B.9)
given by
n dr &P sinar)
InD,(1) = F A+ i —— - . B.10
1 Da(d) wlwza ! f 2t sinh (fw1) - sinh (tw,) (8.10)

R0+
The function D, (A1) satisfies to the properties

e D,(A) is self-dual, namely invariant under the exchange w; < w»;

e for wy > w it admits the asymptotic behaviours

-Aa

2
Da(D) = 55 (1 + O™ smh[—”a])) when A — oo, |arg(+d)] < g; (B.11)

w2
e D, () satisfies to the difference equation

n W)
Dol +iw2) cosh[w—l(/l+17+a/)]

Do () B cosh[wl(/l+i% —a/)]
1

(B.12)

as well as its dual wy © ws;
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e D, () enjoys the transmutation properties

Da—inz (/l)

Da(ﬂii_z) B 2c0sh[wll(/lia)] ;

e D,(A) has simple zeroes at

+{ .Q . . . 2] .
+ —a+1§ + 1wy + 1mwy : (n,m)eN},

e D,(A) has simple poles at

Q) . 2
i{a + 15 + 1nw; + imw, : (n,m) €N }

B.2 Integral identities

The function D, admits the Fourier transform

w1 Ws
/)

FIDuI(t) = Veorar - A@) - Do (-

with

FLA@) = f e f(x)-dx  for feL'(R,dx).

R

Here we remind that

Ale) = w(2a+i%) and a*=-—a—i=.
(B.16) enatils that

lim {(A@D,+ (1)} = 6().

The D, functions satisfy to the three term integral identity [14]

f Da(@1@2(x = ) - Dy(@1(x = V) - D, (wraa(x — w)) - dx

R
_ Ale.B.y)
wiw?

provided that @ + 8 + v = —iQ and [3]

f De(w12(x — 1)) - Dy(@102(x — 1)) - Dy(w1wa(x — w)) - Dy(wrwn(x — 2)) - dx

R

— ﬂ(a/,ﬁ, Y, (S) .D (,()1(1)2(14 - V) )

‘Q
a+ﬁ+17( wlwz(w _ Z)

Do+ (w1wa(w =) - Dgs(wiwa(u = w)) - Dy (w12 = v))

(B.13)

(B.14)

(B.15)

(B.16)

B.17)

(B.18)

(B.19)

(B.20)

X fD,,* (wiwa(x = V)) - Dgx(w1wa(x = 1)) - Dyx(wiwa(x = 2)) - Dgx(wiwa(x —w)) -dx  (B.21)

R
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provided thata + B+ vy + 0 = —iQ.
Sending one of the integration variables to infinity provides one with the auxiliary identities

Al@.By)

o 2 2in(a*wiytu) Dg+(wiwa(u —w)) (B.22)

f Do(wiwa(x — ) - €™ . D (wjwa(x — w)) - dx =
R

provided that that @ + 8 + y = —iQ and

fDa(wlwz(x —u)) - Dﬁ(wlwz(x -v)- Dy(ww)z(x —w)) - Q2O | 4
R

= Aa,B,y, 5)612in(a+ﬁ+i%)wDa+ﬁ+i%(u —v)
X fDa* (wiwa(x = v)) - D (wiwa(x — 1)) - Dsx(wiwa(x = w)) - e dx  (B.23)
R

provided thata + S+ y + 6 = —iQ.
The three term integral relation can be recast in an operator form as

Dy(p) - Dyry(wiw2x) - Dy(p) = Dy(w1w2X) - Dyty(p) - Dy(wiw2X) (B.24)
whereas its degenerate form can be recast as
Da(p) . eiZiﬂﬂX . Dy(p) — eiZiﬂ)/X . Dﬂ(p) . eiZiﬂ(IX (B25)

where a, §, y fulfill the constraint 8 = a + .
Let y., t. be parameters as in (3.1). Then, the integral identity involving four D functions can be recast in the
operator form as

Dy _(py) - Dy, (w1waX23) - D;_(wiwaX12) - Dy, (p2)

= Dyf+t_+i%(w1w2X12)'Dt_(pZ)'Dt+(w1w2x23)'Dy_((Ul(UZXIZ)'Dy+(p2)'D_l g(wlwzxn)-

VX o+
(B.26)

Likewise, its exponential degenerate form can be recast as

e?0H - Dy (p1) - Dy, (W1w2x12) - € - Dy (py)
= X . D, (p)) Dy, (wiwrx12) - €™ - Dy (py) 'D;H_H%(wlwzle) . (B.27)
Finally, the exponential degenerate form of the four D function integral (B.23) can be also recast as
At+) Dy (03) - Dy, (w1wa%a3) - XM EXRDIX) . D (ww)x12)

= Alyy) Dyf+t_+i%(wlwlez)Df-(pZ) . D,+(a)1w2x23) . eiZiﬂ(yIX2+tIX3) -D,_ (wiwaxp2) . (B.28)
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