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Abstract

¿eEuropean X-ray Free-Electron Laser is currently under construction at the Deutsches Elek-
tronen Synchrotron in Hamburg, Germany. ¿is linear accelerator, with a length of 3.4 km,
will generate extremely intense and short X-ray laser light pulses with a duration in the femto-
second range and wavelengths down to 0.05nm. ¿ese laser pulses provide physicists with a
light source to take a closer look into small structures on atomic scale.

¿ose precise measurements require timing with an error margin in the femto-second range
for most subsystems within the facility. Usually, this timing signal is distributed electrically
via coaxial cables. With the new requirements in timing, this kind of distribution is no longer
suitable and a new laser-based synchronization system is used. ¿is system generates a laser
pulse train via a master laser oscillator and distributes this via optical �ber to multiple end-
stations in the facility. ¿e e�ective length of the optical path inside the �ber is actively stabilized
by a link stabilizing unit.

¿is thesis analyzes this new system from a control point of view. It is shown that the master
laser oscillator can be modeled by an integrator, with theH2 norm as the performance criteria
and two �lters corresponding to the noise and disturbances of the master laser oscillator itself
as well as the electrical oscillator of the facility. ¿ose in�uences, as well as the dynamic be-
havior of the master laser oscillator, are identi�ed for a laboratory setup. With these models in
hand, di�erent controllers are designed and experimentally evaluated. A su�cient controller
performance can be achieved by a PI controller. However, using a feedback controller with
a model-based optimization increase this performance, but these require a high order of the
controller, which is currently not implementable given the installed hardware.

¿e second part of this work analyses the link stabilizing units. ¿is is achievedwith an attached
optical �ber and a timing measurement by an optical cross correlator. If a short optical �ber is
connected the system can be approximated by a third order system with a time delay of a few
sample. Amodel is identi�ed and used for controller design. It can be shown that a performance
increase by factor of 4.5 can be achieved if an LQG controller, including a model of the time
delay, is used instead of the previously used PI controller. Moreover, di�erent approaches for
long optical �bers and the operation in the non-linear region of the sensor are shown. ¿ese
could not be tested in an experiment.

¿e work closes with an analysis of the overall system and gives suggestions of how to increase
the performance of the individual components and of the whole laser-based synchronization
system including the attached devices. It will be shown that the optimal performance can be
achieved if all systems are connected to the laser-based synchronization system and if the dy-
namic behavior of the link stabilizing unit and end-station is equal for all subsystems.
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1 INTRODUCTION

Over the last decades, more andmore e�ort is put into the development of particle accelerators.
Projects like the LHC at CERN, the world’s largest accelerator, are present in public media.

At the Deutsches Elektronen Synchrotron (DESY), in Hamburg, Germany, two of the current
projects are: the Free Electron Laser Hamburg (FLASH) and the European X-ray Free Electron
Laser (XFEL) operated by the European XFEL GmbH.¿e aim of those two facilities is to gen-
erate high intensity X-ray laser pulses from an accelerated electron beam. ¿ese pulses provide
physicist the possibility to take a closer look into small structures on an atomic scale. It will
be possible to reveal how complex biomolecules are assembled or even to �lm the folding and
formation of such molecules, [Alt+07].

¿e smaller accelerator, FLASH, is already in operation for user experiments, and served as
experience for the construction of its bigger counterpart, the XFEL. FLASH has a total length
of about 315m with an accelerator section of 150m. ¿e beam energy goes up to 1.2GeV and
the X-ray laser light has a wavelength down to 4.1 nm, which is the order of molecules. ¿e
designed wavelength for the XFEL goes down to 0.05nm, the order of atoms. To achieve such
a wavelength, the required beam energy goes up to 17.5GeV, the required accelerator length
increases to 1.7 km, and the overall length of the facility will be 3.4km. ¿is is not just a scaling
up in the size by a factor of more than ten, e. g. from seven accelerator modules at FLASH to
101 at XFEL, but also of the complexity of the system.

¿e demanding properties of the X-ray light imply strong control performance requirements
for the accelerator section. A lot of di�erent devices all over the facility are participating in the
control of the electron beam. To meet the requirements, precise timing between these devices
is essential. ¿e increasing size of the facility makes it harder to synchronize these systems in
a conventional way, such as with an electrical signal (e.g. distributed via coaxial cables). ¿e
synchronization signal needs to be frequently ampli�ed for long distances in the kilometer-
range, due to the attenuation of the cables. ¿is additional noise source would add to the timing
signal. For this reason, a laser-based synchronization system was proposed in [Kim+04]. Based
on this idea, the so-called Laser-based Synchronization (LbSync) system was implemented for
FLASH and will be implemented for XFEL ([Win08], [Sch11] and [Sch+13]).

Although this system is cited in more than one hundred publications, it was not analyzed from
a control point of view. ¿us this work will focus on introducing the control for the LbSync
system. ¿e main performance requirements are explained, models for the subsystems are de-
veloped, and �rst control strategies are analyzed.

1



1 INTRODUCTION

1.1 Motivation and Research Questions

Presently, the controllers needed for the operation of the LbSync system are heuristically tuned
PI controllers. ¿ese controllers are not necessarily working at the global optimum of the given
performance criterion. ¿is raises the question: can the performance and robustness of the
system can be increased by an optimized set of parameters or the usage ofmodernmodel-based
control techniques?

¿is is the motivating question for this work. Simple control schemes like PID controller are
the dominant types used in industry, [TIA98]. For simple SISO systems, or MIMO systems
which can be decoupled, those controllers are a reasonable start and experienced engineers can
get suitable results with them. Nevertheless, if the system is more complex or if the edge of the
performance limits must be reached, model-based controllers should be used.

¿ese controllers are based on a mathematical description of the system, the so-called plant
model, which is to be controlled. ¿e �rst step in the controller design is to de�ne performance
requirements, the closed loop system should ful�ll. A er that, a model of the plant is identi�ed
within the frequency regions of interest. With themodel it is possible to design a proper control
algorithm that addresses special properties of the plant and the performance requirements. If
the �nal setup does not ful�ll the expectations, it is necessary to tune the controller, increase
the model accuracy or it could be possible that the requirements can not be reached with the
given hardware.

¿ese tasks should be performed for the LbSync system, and the following questions should be
answered in this thesis:

1. What are the control challenges of such a system?

2. What is a good model of the Laser-based Synchronization System?

3. Which controller design techniques are suitable for di�erent components?

4. Are there extensions to easily increase the performance?

5. Are there ways to increase the robustness of the di�erent components?

6. What is the optimal solution to control the overall system?

2



1.2 Structure and Contribution of this Thesis

1.2 Structure and Contribution of this Thesis

¿is work introduces the LbSync system to the control theory community, and explains the
systems and the performance measures. Furthermore, it shows how to model such a system
and gives inital approaches andmethods for the control design. For the bene�t of readers with a
non-control theory background, important aspects on applied feedback control are emphasized
and basic design strategies are shown.

¿is work is organized as follows: ¿e second chapter explains the LbSync system in more
detail, and introduces the hard-, �rm-, and so ware that will be employed. ¿e induced control
related properties of these are brie�y explained and addressed in the later system analysis and
controller design. ¿is work contributes as an inital application and proof of concept for a
new �rmware rapid prototyping toolset based on MATLAB/Simulink and Xilinx, which was
introduced in [Pre+15].

Chapter 3 introduces the required theory. ¿e general control loop is explained as well as the
behavior of Analog to Digital Converters (ADCs), Digital to Analog Converters (DACs), and
piezoelectric actuators. Moreover, it is shown how the calculation constraints induced by the
chosen hardware can be modeled, and gives an introduction in controller design techniques.

Chapter 4 focuses on one of the main LbSync components, the Master Laser Oscillator (MLO).
¿e basic functionality of this system is explained as well as the modeling of the generated
laser pulse train. With this, a mathematical model can be identi�ed. ¿e main performance
criterion for this system is the minimization of the timing jitter. ¿e modeling of the relevant
disturbance and noise sources are analyzed and published in [Heu+14b]. ¿e second part of
Chapter 4 focuses on the controller design, and shows the optimization of the performance
criterion. ¿e chapter closes with an experimental validation, performed on the �nal hard-
and �rmware [Heu+15a; Heu+16].

¿e second component of the LbSync system, the Link Stabilizing Unit (LSU), is analyzed in
Chapter 5. A er a brief introduction, the modeling of the dynamic behavior, the characteristic
properties and approximations for short and long connected �bers, are shown. ¿e second part
focuses on the controller design if the attached �ber link is short [Heu+14a]. Di�erent controller
design techniques are discussed and the results of the chosen approaches are shown. ¿e last
part of the chapter investigate the changes if long �ber are attached.

¿e combination of the master laser oscillator, multiple link stabilizing units, and the behavior
of this combination is studied in the last chapter. ¿e �nal goal of the LbSync system is not
to optimize the timing jitter of each individual link, but to minimize the timing jitter between
these. ¿e in�uences to this relative jitter is analyzed, and the chapter closes with an global
controller design approach.

Possible improvements to the overall system and directions to focus on in subsequent works
are discussed in the outlook.
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2.2 Laser-based Synchronizahosetion System

2.2.3 Attached Devices

Di�erent types of devices need to be synchronized to the precise timing signal of the LbSync
system. How to model and control these individually is not in the scope of this work. Never-
theless a brief overview to those devices is necessary to follow the discussion in Sec. 6.2.

Direct Usage - Bunch Arrival Time Monitor (BAM)

Timing jitter and arrival time changes can be introduced throughmagnetic bunch compressors
installed in the accelorator. For this reason, the so-called BAM, is used to measure the timing
of the electron bunch at a certain point in the beamline, see [Boc12]. If these signals are addi-
tionally used for the cavity �eld control of the LLRF systems the beam can be stabilized in time
by the LLRF controller. ¿is new concept is called beam-based feedback, and is developed in
[Pfe14].

Laser to Laser (L2L) - Photo Injector Laser (IL) or Pump Probe Laser (PPL)

¿e emission of the electron bunch at the gun is triggered by a laser pulse, generated by the
Injector Laser (IL), which impacts on the gun cathode. In order to synchronize this process the
IL arrival time has to be synchronized to the main pulse train of the LbSync system. Another
example is the Pump Probe Laser (PPL). ¿is laser is used to trigger the reaction or to sample
a picture of the experiment, dependent on the application and the user experiment. ¿e jitter
of this device with respect to the X-ray pulse is responsible for the quality of the picture.

¿ese systems that synchronize another laser to the MLO are so-called Laser to Laser (L2L)
systems. It is planned to use the same �rmware for both MLO and the L2L systems.

Laser to Radio Frequency (L2RF) - Cavity Control (LLRF)

¿e cavity controller stabilizes the electric �eld within the cryo-modules of the accelerator sec-
tion. ¿is �eld is used to increase the energy of the accelerated electrons. ¿e requirements
in phase and amplitude stability for this �eld are very demanding and treated in [Sch10] and
[Pfe14]. ¿e cavity controller is calculated on a Micro Telecommunications Computing Archi-
tecture enhancements for rear I/O and precision timing (MicroTCA.4) crate. To connect this
to the LbSync system, a module called Optical Reference Module (REFM-OPT) is used, see
[Jan+14]. ¿is device stabilizes a 1.3GHz reference signal fed by coaxial cables that is used to
trigger the sampling of the raw cavity probe signals. Due to this step, the measured signals at
the cavity controller are synchronized to the LbSync system.

9





2.4 Firmware Platform – Rapid-X

¿emain di�erences between the newMicroTCA.4 and the previously usedVME system, from
a control theory point of view, are the following:2

• ¿e possible control algorithm speed can be increased by a factor of > 100.
• ¿e sampling rate of the actuator increases by a factor of 8 in a two channel operation

and 4 with four active channels.

• ¿e internal latency of the control hardware is decreased.

• Additional measurements (e.g. actuator current) are available.

• ¿e algorithm has to be implemented in �xed-point representation instead of �oating
point values used on a DSP.

2.4 Firmware Platform – Rapid-X

With the new hardware platform based on FPGAs, the �rmware development has changed.
Previously, the LbSync system, based on VME, was running on DSP, which is programmed in
C. For an FPGA, VHSIC Hardware Description Language (VHDL) is required.

¿e common work �ow is to design and simulate an algorithm inMATLAB/Simulink and im-
plement it by hand in VHDL.With such a design �ow, di�erences between the implementation
and the designed algorithm are hard to �nd and important implementation details are missed
in the simulation. If there are problems, they are usually complicated to analyze. ¿ese issues
are even more relevant if complex control algorithms come into play, e. g. the implementation
can play a huge role for the solution of a state space based model and a bug in a predictive
controller approach is impossible to analyze.

For these reasons the implementation of these systems is combined with the tools used in the
design phase. ¿eXilinx SysGenToolbox allows for the simulation of the behavior on the FPGA,
concerning �xed point representations and other properties that occur in the implementation.
Moreover, this toolbox allows for the generation of the VHDL code from the modeled appli-
cation. ¿e generated code has no interfaces like actuators, sensors or other components like
the memory or the Peripheral Component Interconnect Express (PCIe) interface on the FPGA.
Rapid-X was introduced in [Pre+14] and [Pre+15].

Hence, the additional toolbox o�ers components that allow the simulink application designer
to connect board related interfaces within the model. If this extended model is generated by
Rapid-X it is integrated in the common VHDL framework used for the �rmware developments
and can be directly used on the �nal system.

2¿e controller and the DAC on the VME LbSync system have a sampling rate of 125 kHz.

11



2 OVERVIEW

¿ese tools bring, the following advantages:

• algorithm design and implementation in the same application,

• the implemented behavior is simulated,

• no VHDL knowledge required for algorithm designer.

One main part of the author’s work at DESY was to support the work on this toolbox. ¿e con-
troller and algorithms developed in this thesis are implemented and tested using these tools,
[Heu+16]. Moreover, they serve as a test bench for the tools, and a lot of features for the devel-
opment derived by the requirements for the LbSync �rmware. An overview of this �rmware is
given in Appendix B.

Figure 2.6 shows an example model of an application built with Rapid-X. ¿e colored blocks
are components given by the newly developed tools.

Figure 2.6: Example Rapid-X model.

2.5 Software Framework – MicroTCA4You

To access the di�erent registers of the design �rmware, including the fast control algorithm,
a so ware package called MicroTCA4You is needed which includes the required driver and
libraries for the communicationwith the boards. Additionally, there are tools which are directly
usable inMATLAB, Python or at the command line of the crate operation system,[Kil+14] and
[Kil+15].

¿ose tools are essential for the usage of the system, and the development of part of these was
one of the author’s tasks in this thesis. Nevertheless, the only implication for control is that
this tool is responsible for the data conversion from �oating to �xed point values if e. g. control
parameter are uploaded to the system.

12



3 THEORY

A er the introduction of the LbSync system, this section introduces the main theoretical con-
trol aspects required in this work. Most of the content can be found in classical text books like
[SP01], [ÅM08], [DFT92], [FPE14], and [Bay99].

¿e �rst part explains the general structure of a control loop and its mathematical represen-
tation, followed by the concepts of system norms and the famous Gang of Four, explained in
Sec. 3.1.3.

Section 3.2 derives the dynamics of the piezo actuator from the Butterworth-van-Dyke equiv-
alent circuit. Moreover, important properties like hysteresis and creep are brie�y introduced.

¿e concept of system identi�cation is brie�y described in Sec. 3.3, and the properties of ADCs
and DACs in Sec. 3.4.

Calculations in �xed point numbers are less demanding on the resources of the available com-
puting hardware. For this reason, the implications of choosing these is shown in Sec. 5.

¿e measure which should be minimized is the timing jitter and phase noise of the system.
Section 3.6 introduces these concepts from a control theory point of view.

¿e theory section closes with the introduction of some basic controller design techniques.

13



3 THEORY

3.1 The General Control Loop

Figure 3.1 shows the general control loop commonly used in the literature, with the plant G(s)
and the controller K(s), see e. g. [ÅM08] or [SP01]

K(s) G(s)
u(t) v(t)

d i(t)

r(t)
e(t)

y(t)

ym(t)
−

do(t)

n(t)

Figure 3.1: Control loop in a one degree of freedom setup.

r(t) is the reference signal which the system output should follow.

u(t) is the controller output which forces the system into the desired state.

y(t) is the output of the plant which can be measured.
n(t) is noise which is added by the measurement but is not part of the desired system output.

ym(t) is the value visible at the controller, the plant output with the added measurement noise.
di(t) is called input disturbance in�uencing the controller output.
v(t) is the value which is really applied to the plant.
do(t) is the disturbance acting on the plant output.
¿e controller K(s) should generate a signal to the input of the plant u(t) in such a way, that
the di�erence between the plant output and a given reference r(t), i. e. the control error e(t),
is minimal. Moreover, unwanted disturbance and noise e�ects which in�uencesy(t) should be
suppressed.

¿e main disturbances and noise sources for the LbSync system are:

1. Input disturbance di(t):
• Ripple and other e�ects on the supply voltage

• Actuator noise and quantization of the DAC

2. Output disturbance do(t):
• Movement of the coarse tuning motor

• Vibrations and temperature changes of the table with the optical free-space setup

• Vibrations, temperature and humidity changes of the optical �ber

14



3.1 The General Control Loop

3. Noise sources n(t):
• Shot-noise of the photo diode

• Electromagnetic interference in the measurement path

• Noise and quantization of the ADC

For the sake of simplicity, the time dependence of the signals is dropped in the following.

3.1.1 System Description

¿e behavior of a system and the behavior of a controller can be described by the di�erential
equations

ẋ(t) = f (x , u, t) , (3.1a)

y(t) = g(x , u, t) , (3.1b)

where f and g are functions depending on the state x, the input u, and the time t.

In this work we will use linear time invariant systems, resulting in

ẋ(t) = Ax(t) + Bu(t) , (3.2a)

y(t) = Cx(t) + Du(t) , (3.2b)

where x(t) ∈ Rn are the states (internal energy storages), u(t) ∈ Rm the inputs, and y(t) ∈ Rl

the outputs of a system. ¿e matrix A ∈ Rn×n is called system matrix, B ∈ Rn×m is the input
matrix, C ∈ Rl×n the output matrix, and D ∈ Rl×m is commonly called the feed trough matrix.
If the di�erential equations are transformed into the frequency domain using the Laplace trans-
formation, the input output behavior for a Single Input Single Output (SISO) system, l = 1 and
n = 1, is given by

Y(s)
U(s) = G(s) = C(sI − A)−1B + D =

b0 + b1s + . . . + bmsm
a0 + a1s + . . . + ansn , (3.3)

where s = σ + jω. ¿e eigenvalues of A and the denominator zeros of (3.3) are the poles and
de�ne the dynamic system behavior. Other notations for the system in (3.2) are

[ ẋ
y
] = [ A B

C D
] [ x

u
] and G(s) = [ A B

C D
] . (3.4)
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3 THEORY

Amplitude- and Time-Scaling

In most cases, the input and output values are not necessarily in the same order of magnitude
[FPE14]. E. g. if up to hundreds of volts or more are applied to a piezoelectric crystal, its strain
could be in the range of only a few micrometers. Such a model would have an ill-conditioned
representation. ¿us a proper scaling is important. ¿is is done by describing the values with
respect to their expected maximum denoted by the subscript max, e. g.

uScaled = u

umax
= Suu and yScaled = y

ymax
= Sy y . (3.5)

¿e new scaled system is given as

GScaled(s) = S−1y G(s)Su . (3.6)

To scale the system in time, the new time unit τ is given by τ = St t, leading to
dx
dt
= St dxdτ ⇒ ẋ(τ) = 1

St
⋅ Ax(τ) + 1

St
⋅ Bu(τ) (3.7)

Discrete Time Representation

¿e system in (3.2) is implemented by the use of its discrete time representation, given by

x(kT + T) = Φx(kT) + Γu(kT) , (3.8a)

y(kT) = Cx(kT) + Du(kT) . (3.8b)

¿e sample instance k and the sampling rate T are given by t = kT , and the discrete time
matrices are given by

Φ = eAT and Γ =
T

∫
0

eATB dt . (3.9)

Using the Z-Transformation, a SISO system can be written as the transfer function,

Y(z)
U(z) = G(z) = C(zI −Φ)−1Γ + D =

b0 + b1z−1 + . . . + bmz−m
a0 + a1z−1 + . . . + anz−n

. (3.10)
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3.1.3 Gang of Four

¿e control loop, shown in Fig. 3.3 has multiple in- and outputs. In many cases, e. g. for the
radio frequency �eld control of the accelerator cavities, the important transfer function Tyr(s),
with the input r and the output y, is taken into account. But others are also of importance.

K(s) G(s)
u(t) v(t)

d i(t)

r(t)
e(t)

y(t)

ym(t)
−

do(t)

n(t)

Figure 3.3: Control loop in a one degree of freedom setup.

¿e so-called Gang of Four (GOF), further explained in [ÅM08], is given by

y = GK

1 +GK
r +

G

1 +GK
di +

1
1 +GK

do −
GK

1 +GK
n , (3.14a)

ym = GK

1 +GK
r +

G

1 +GK
di +

1
1 +GK

do +
1

1 +GK
n , (3.14b)

e = 1
1 +GK

r −
G

1 +GK
di +

1
1 +GK

do −
1

1 +GK
n , (3.14c)

u = K

1 +GK
r +

KG

1 +GK
di +

K

1 +GK
do −

K

1 +GK
n . (3.14d)

¿e individual transfer functions can be summarized as:

S = 1
1+GK

the sensitivity function describing, i. e. the output disturbance rejection.

SG = G
1+GK

the load disturbance sensitivity function.

KS = K
1+GK

is the noise sensitivity function, i. e. representing the control e�ort.

T = GK
1+GK

is the complementary sensitivity function, i. e. describing the reference tracking.

For the design of a feedback controller all transfer functions are important [SP01]. If only one
of these is optimized, the others may be unsuitable for the control propose. Moreover, they can
not be designed independently. ¿ey are constrained, which can not be overcome. E. g. the
sum of sensitivity and complement sensitivity function is identity, i. e.

S + T = I . (3.15)

¿is e. g. leads to the following: If the system is optimized for output disturbance rejection
(S → 0), this also increases the measurement noise in�uence (T → I). It is important to �nd
an optimal trade-o� between all four transfer functions that satisfy given closed loop require-
ments.
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3.2 The Piezoelectric Actuator

3.2.2 Hysteresis and Creep

Despite the linear dynamics, there are also non-linear e�ects in such an actuator, [� PI2014].
¿e hysteresis e�ect is shown in Fig. 3.5. If an excitation voltage is applied, the displacement
changes in one direction, ∆le . If this voltage is disabled, the displacement does not reach its
initial state but has an o�set, ∆lr. An additional voltage step ur is needed to move it to the
initial displacement.

In contrast to the hysteresis, there can be another e�ect called saturation. If the excitation volt-
age u reaches a certain value the displacement ∆ls stops, even if the voltage is further increased.

∆lr
∆le

∆ls

ur
u

∆l

∆lr

∆le

ur
u

∆l

Figure 3.5: Hysteresis with (le ) and without (right) saturation.

If an in�uence of the hysteresis e�ect is observed in experiments, it is possible to include a
compensation scheme as shown in [KK01] and [Jan+06].

td tc

∆lc

∆ld

t

∆l

Figure 3.6: Creep behavior in piezoelectric actuators.

Figure 3.6 shows the e�ect known as creep. ¿e �rst dynamic excitation ends a er a short time
td and the piezo reaches nearly a steady state displacement ∆ld . ¿is changes very slowly over
time to a �nal displacement, ∆lc. ¿e time of the creep, tc, is usually in orders of magnitude
higher than the time of the piezoelectric dynamics, td .
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3.4 ADC and DAC Effects

3.4.3 Quantization
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Figure 3.10: Step response (le ) and quantization error (right) of this response with 6 ( ) and
4 ( ) bit compared to the continuous signal ( )

Quantization occurs at the transition from continuous to discrete time data, e. g. using ADCs
or DACs. Both elements have a �xed resolution in bits and it is only possible to capture and
generate values with this resolution. Figure 3.10 shows the output and the error if di�erent
resolutions are available. For a 6bit resolution with the range from 0 to 2, the signal response
( ) and the error of this signal ( ) with respect to the continuous value ( ) is shown. If
the resolution is lowered to 4bit the error ( ) increases, compare to e. g. [Ben48].

To take this behavior into account, the classical quantization model will be used [Wid61]. ¿e
error is modeled by AWGN superimposed to the non-quantized signal. ¿e maximum value
of this error, the minimum resolution is the quantization step size

∆Q = 1
2N
⋅ xmax , (3.28)

whereN is the number of bits and xmax is the dynamic range of the variable in the digital control
system. If the error within the range of Q is equally distributed, the power of the error signal is
given by

∥(e(t))∥2 = ∆Q2

12
= d2q , (3.29)

where dq is the AWGN added in (3.24). For the ADC B● = B andD● = 0 and for the DAC B● = 0
and D● = I can be used to model the quantization.
A common approach is that this quantization noise power is equally spread up to the sampling
frequency fs, [HSO11], which gives the constant power density of

S( f ) = ∆Q√
12 ⋅ 2 fs

. (3.30)
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3.5 Finite Word Length Effects

One important property of embedded systems, and of the FPGA based MicroTCA.4 boards,
is the computation using �nite word length values. ¿e usage of this representation leads to a
quantisation in eachmathematical operation. ¿is e�ect can beminimized by calculations with
�oating point values. For the current system, this is not implemented and these issues have to
be taken into account.

¿e binary representation of �xed point values, and the resulting dynamic range and rounding
error is shown in Fig. 3.11. How to compute the parameter minimum, maximum value, and its
resolution is given in Table 3.1, compare e. g. [Bom99].

U16.0

16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

value (16 bit)

[0, . . . , 65535]
∆ = 1

e. g. 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 1 1037

S16.0

sign (1 bit) value (15 bit)

[−32768, . . . , 32767]
∆ = 1

e. g. 1 0 0 0 0 1 0 0 0 0 0 0 1 1 0 1 −31731

S16.8

sign (1 bit) value (7 bit) fraction (8 bit)

[−64, . . . 63)
∆ ≈ 0.0039

e. g. 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 1 ≈ 4.0508

S16.15

sign (1 bit) fraction (15 bit)

[−1, . . . , 1)
∆ ≈ 3.0518 ⋅ 10−5

e. g. 1 0 0 0 0 1 0 0 0 0 0 0 1 1 0 1 ≈ −0.9684
Figure 3.11: Di�erent representation for �xed point numbers.

Table 3.1: Fixed-Point parameter with a total number of N bits and F fractional bits.

Description Unsigned Signed

Minimum value 0 −2(N−F−1)
Maximum value 2(N−F) − 1 2(N−F−1) − 1
Delta 2−F 2−F
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3.5 Finite Word Length Effects

Disturbance and Noise by fixed point representation

¿e values in an algorithm calculated with �xed point representation, are quantized in every
calculation step. ¿is can also be modeled by AWGN with the appropriate variance,

d2FP,● = 2−2F12 . (3.31)

In contrast to the quantization of the ADC or DAC, the quantization noise induced due to the
�xed point calculation is added to every state not only to the in- or outputs. ¿e discrete time
model changes to

x(k + 1) = Ax(k) + Bu(k) + IdFP,x(k) , (3.32a)

y(k) = Cx(k) + Du(k) + IdFP,y(k) , (3.32b)

where I is the identity matrix of the corresponding size.

Change of the dynamic behavior and steady state value

Another common problem is, that the dynamic behavior changes if the parameter in the state
space system are rounded to the next representable �xed point value, e. g. [Abr15]. For, e. g.

G(s) =
⎡⎢⎢⎢⎢⎢
⎣

0 1 0
−17 −2 17
1 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎦

and G(z) =
⎡
⎢
⎢
⎢
⎢
⎢
⎣

1 3.998 ⋅ 10−4 1.36 ⋅ 10−6
−6.797 ⋅ 10−3 0.999 6.797 ⋅ 10−3

1 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎦

, (3.33)

where G(z) is discretized time representation of G(s) with a sampling rate of f = 2.5 kHz.
Hereby, the parameters could be rounded towards zero depending on the �xed point quantiza-
tion. To reduce the numerical issues, the balanced realization can be used. ¿is transformation
leads to states which are as controllable as observable, and is mainly used in model order re-
duction. As stated in [Lau+87], “other applications of balancing transformations (although not
by that name) can be found in signal processing, see, for example, [MR76]”. ¿is work proves,
that this realization also leads to a minimum round o� error during computation and should
be performed in applications.

Using the balanced realization, the system is given by

G(s) =
⎡
⎢
⎢
⎢
⎢
⎢
⎣

−0.764 −4.007 −1.415
4.007 −1.236 1.415
−1.415 −1.415 0

⎤
⎥
⎥
⎥
⎥
⎥
⎦

and G(z) =
⎡
⎢
⎢
⎢
⎢
⎢
⎣

0.9997 −0.0016 −5.665 ⋅ 10−4
0.0016 0.9995 5.665 ⋅ 10−4
−1.415 −1.415 0

⎤
⎥
⎥
⎥
⎥
⎥
⎦

.

(3.34)

Figure 3.12 shows the response to an input step for the example systemwith di�erent �xed point
representations of the state space system. Figure 3.13 shows the response for di�erent sample
times and a constant �xed point representation. ¿e calculation itself is still done in �oating
point.
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Figure 3.12: Step response (le ) and pole location (right) for the example system with a sample
rate of 2.5 kHz, 8 ( ), 9 ( ), 10 ( ), 11 ( ), 12 ( ) fractional bits and
calculated in �oating point ( )
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Figure 3.13: Step response (le ) and pole location (right) for the example system with
9 fractional bits, sampling frequencies of 2.5 kHz ( ), 1.25 kHz ( ),
0.833 kHz ( ), 0.625 kHz ( ), 0.5 kHz ( ) and simulated in continu-
ous time ( )
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3.6 Timing Jitter and Phase Noise

leading to a lower and upper sideband using trigonometric identities,

vn(t) ⋅ vr(t) = AAr

2
sin(2π fnt + ϕn(t) − 2π fr t − ϕr(t)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

v l ow

)+

AAr

2
sin(2π fnt + ϕn(t) + 2π fr t + ϕr(t))
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

vhi gh

. (3.39)

Equation (3.39) can be approximated by

vn(t) ⋅ vr(t) ≈
AAr

2
(ϕn(t) − ϕr(t)) ≈

1
Kϕ

ϕn(t) , (3.40)

if the following assumptions hold, see e. g. [Abr02]:

1. Both center frequencies are the same, fc = fr

2. High frequency components are low pass �ltered, vhigh → 0

3. Small phase �uctuation occur and the small angle approximation holds, vlow = sin(x) ≈ x
4. ¿e reference oscillator has a much lower noise, ϕr(t) ≪ ϕn(t)

¿e calibration constant Kϕ in [V/rad] is a property of the measurement setup and has to be
determined prior to the measurement, as well as if the setup changes.

If a system is not yet stabilized and is in the process of locking, the �rst assumption, ( fc = fr),
doesn’t hold. In that case, the measured signal is given by

vn(t) ⋅ vr(t) ≈ AAr

2
sin(2π( fn − fr)t + ϕn(t) − ϕr(t)) , (3.41)

where fn − fr = fb is the so-called beat frequency. ¿e dominant behavior of the signal vn is
not the phase �uctuation ϕn, but an oscillation within this frequency. An outer control loop,
the so-called coarse tuning, is used to move this beat frequency close to zero, which allows the
controller to lock the system. A er that, the small angle approximation is valid.

¿e root mean square value of the phase �uctuation is called the integrated timing jitter Jrad in[rad]. It can be calculated in the time or in the frequency domain by the theorem of Parseval,

J2rad = ∥ϕn(t)∥2 = ∫ ∞
0
∣ϕn(t)∣2 dt = 1

2π ∫
∞
−∞ Lϕn(ω)dω , (3.42)

where Lϕn(ω) is the phase noise with the unit [rad2/Hz]. On commercial measurement de-
vices, e. g. Signal Source Analyzer (SSA), the phase noise is measured in [dBc/Hz]1. Choos-
ing this unit leads to an amplitude in-dependency. If the phase �uctuation is small (0.1 rad2,
[� IEEE1139]) it is equal to the unit [rad2/Hz].
1[dBc/Hz] is de�ned as the signal power in an interval of 1Hz with respect to the total power.
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¿e phase spectrum is

Sϕn( f ) = 2 ⋅Lϕn( f ) = 2 ⋅ Svn( fc + f )
AnAr

∀ f > 0 , (3.43)

assuming it is symmetric to the center frequency, see [Gar05] and [� SLAN256]. ¿e relation
between the di�erent spectra is shown in the lower right part of Fig. 3.15. ¿e integrated timing
jitter is given as

J2rad = ∥ϕn(t)∥2 = 1
π ∫

∞
0

Lϕn(ω)dω = 1
2π ∫

∞
0

Sϕn(ω)dω . (3.44)

¿e integrated timing jitter in [rad] and the phase noiseL ( f ) in [dBc/Hz] are still dependent
on the center frequency. In order to compare the resulting time variation, the timing jitter Js in[s] and the phase spectrum Sϕn( f ) in [fs2/Hz] are of interest and given by

Js = Jrad
2π fc

and Sϕn( f ) = 2 ⋅ 10
L ( f )
10(2π fc)2 , (3.45)
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Figure 3.16: Phase noise of the laboratory MO, measured with an SSA at center frequencies of
81.25MHz ( ) and 1.3GHz ( ).

which leads to results not dependent on the amplitude nor on the center frequency, shown in
Fig. 3.16. Spectra measured with commercial devices, as well as manually estimated ones, are
directly comparable. Moreover, a direct integration can be used to estimate the timing jitter
and the parameters are better scaled, from a numerical point of view. For this reason, the phase
spectrumwill be used further in this work. Moreover, dBfs2/Hz will be de�ned as dBwith respect
to the reference of 1 fs√

Hz
for amplitudes and 1 fs

2

Hz for power signals.
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3.7 Controller Design

3.7 Controller Design

¿e next section brie�y introduces the controller used later in this work. For further informa-
tion the author recommends classical text books like [ÅM08], [SP01] and [DFT92].

3.7.1 PI Controller

For reference, the currently used Proportional-Integral (PI) controller structure is taken into
account, given by

K(s) = Kp + Ki

1
s
= [ 0 Ki

1 Kp
] and K(s) = Kp (1 + 1

Tis
) = [ 0 T−1i

Kp Kp
] . (3.46)

¿e control parameters Kp and Ki are heuristically tuned in such a way, that for the MLO, the
connected SSA shows a small value for the closed loop timing jitter or for the LSU, the mean
controller error e(t) is small.
3.7.2 Linear Quadratic Gaussian Control

¿e Linear Quadratic Regulator (LQR) controller is given by the control law

u(t) = −F x(t) , (3.47)

where F is the so-called state feedback gain chosen such that the cost function

V = ∫ ∞
0

x(t)TQx(t) + u(t)TRu(t) dt , Q ∈ Rm×m ≥ 0 , R ∈ Rn×n > 0, (3.48)

is minimized for the closed loop. With the system description (3.2) this state feedback gain is
given by

F = −R−1BTP , (3.49)

where P is the positive de�nite solution to the matrix Riccati Equation

PA+ ATP − PBR−1BTP +Q = 0 . (3.50)

In most cases, not all states x(t) are measurable. ¿erefore, an observer is used to estimate the
states x̂. For the observer design, the assumed plant is given by

ẋ(t) = Ax(t) + Bu(t) +w(t) , (3.51a)

y(t) = Cx(t) + v(t) , (3.51b)
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where w(t) and v(t) are AWGN with

E[w(t)wT(t + τ)] = Qeδ(τ) and E[v(t)vT(t + τ)] = Reδ(τ) . (3.52)

¿e observer GObsv(s), estimating x̂, is given by
[ ˙̂x
x̂
] = [ A− LC B L

I 0 0
]
⎡⎢⎢⎢⎢⎢⎣
x̂

u
y

⎤⎥⎥⎥⎥⎥⎦
, (3.53)

where the observer gain L is chosen to minimize the estimator cost function

Ve = lim
t→∞E[(x(t) − x̂(t))T(x(t) − x̂(t))] . (3.54)

¿e solution to this minimization is dual to the previous one. ¿e observer gain L is

L = −PeCTR−1e , (3.55)

where Pe is the positive de�nite solution to

PeA
T + APe − PeC

TR−1e CPe +Qe = 0 . (3.56)

¿e combination of optimal state feedback controller and optimal state estimation is known
as Linear Quadratic Gaussian (LQG) controller, see e. g. [SP01]. One implementation of this
controller, K(s), is given by

[ ˙̂x
u
] = [ A− LC − BF L

F 0
] [ x̂

y
] . (3.57)

¿e matrices Q and R and the matrices Qe and Re are tuning parameters for the controller
and for the observer, respectively. If known, the tuning parameter of the observer should be
chosen as the real variance of disturbance and noise, which leads to an optimal estimation of
the system states. Moreover, it is important to choose the tuning parameter in such a way, that
the dynamics of the observer are faster than those of the closed loop state feedback system.

In order to add an integral behavior to the controller, the design rules can be applied to an
augmented plant GAug(s), given by

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ẋ
ẋi
y
xi

⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣

A 0 B
C 0 0
C 0 D
0 I 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣

x
xi
u

⎤⎥⎥⎥⎥⎥⎦
. (3.58)

An example using colored noise for this design is given in [Bay99, p. 501]. It shows how to
handle a 4Hz oscillation which disturbs the state vector of a second order system.
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3.7.3 Extended Kalman Filter

¿e observer in the previous design assumes, that the plant is linear. If this is not the case in
the required operation range, the Extended Kalman Filter (EKF) can be used to add non-linear
dynamics, see e. g. [CC09].

¿e non-linear discrete time system, assumed for the EKF design, is given by

x(k + 1) = f (x(k), u(k)) +w(k) , (3.59a)

y(k) = h(x(k)) + v(k) , (3.59b)

which is a more general form of (3.51).

In the �rst step of this estimator, the new states are calculated based on the previous sample,

x̂−k = f (x̂k−1, uk) , P−k = FkPk−1FT
k +Q (3.60)

with

Fk = ∂ f

∂x
∣
x̂k−1 ,uk

. (3.61)

A er this step, the optimal Kalman gain is calculated by

Kk = P−k HT
k (HkP

−
k H

T
k + R)−1 , (3.62)

with

Hk = ∂h

∂x
∣
x̂−
k

. (3.63)

¿e last step is the correction of the estimated state and the update of the covariance matrix

x̂k = x̂−k + Kk(yk − h(x̂−k )) , P̂k = (I − KkHk)P−k (3.64)

Roughly speaking, the EKF is a state observer that is linearized in each sample instance around
the current state vector.
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3.7.4 H2 and H∞ Optimal Control

In this section a brief introduction of modern controller design based on the minimization of
the system norms, introduced in Section 3.1.2, is given. For many performance requirements it
is possible to express them in terms of these norms. A controller that minimizes this norm, au-
tomatically optimizes its behavior to the given requirements. An introduction to these concepts
is given in [SP01] and [ZDG96].

K(s)

P(s)

u v

w z

Figure 3.17: General control structure.

¿e general control structure for these problems is shown in Fig. 3.17, where the generalized
plant P(s) and the controller K(s) are given as

⎡⎢⎢⎢⎢⎢⎣
ẋ

z
v

⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣

A B1 B2
C1 D11 D12

C2 D21 D22

⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣

x

w
u

⎤⎥⎥⎥⎥⎥⎦
and [ ẋC

u
] = [ AC BC

CC DC
] [ xC

v
] , (3.65)

with the exogenous inputw, the control variable u, the performance output z and the measure-
ment v. ¿e minimization problem is given by

min
K(s) ∥Fl(P(s),K(s))∥n , n ∈ [2,∞] , (3.66)

where Fl is the lower fractional transformation, and given by

Fl(P(s),K(s)) = Pzw(s) + Pzu(s)(I + K(s)Pvu(s))−1K(s)Pvw(s) . (3.67)

It is possible for the generalized plant P(s) to implement the control loop, shown in Fig. 3.1,
and in addition to add weighting �lters that are chosen such that the transfer function from w
to z gives the cost function to be minimized.

E. g. using theH2 norm and choosing

B1 = [Q 1
2
e , 0] , B2 = B, D11 = 0, D12 = [0, R 1

2 ]T ,
C1 = [Q 1

2 , 0]T , C2 = −C , D22 = 0, D21 = [0, R 1
2
e ] ,

leads to the synthesis of the LQG controller shown in Sec. 3.7.2.

If the H∞ norm is used, the norm based synthesis �nds a controller that leads to a certain
de�ned behavior for some of the functions in the GOF, see Sec. 3.1.3.
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4 MASTER LASER OSCILLATOR

4.1 Modeling

An overview of the components used for the MLO control scheme is given in Fig. 4.1. ¿e light
source for theMLO is a passivelymode-locked laser, with a pulse repetition rate of 216.67MHz.
Special properties of this laser are: a pulse duration of < 200 fs, an average power up to ≈
150mW, and an amplitude noise of less than 0.2% (rms). Moreover, its wavelength of 1550nm
is o en used in telecommunication industries. ¿is o�ers a wide spectrum of available compo-
nents.

4.1.1 Basic Functionality

¿e frequency of this laser can be tuned by two actuators, either a piezo crystal or a temperature
stage changing the laser cavity length, hence the output frequencyω(t). It is known, that a piezo
crystal has a much higher bandwidth, and it is obvious to expect much better results with this
actuator for the frequency tuning. ¿erefore, the input uP(t) is chosen as the main control
input. ¿e internal temperature stage, exited by uT(k), changes the frequency in a much wider
range but much more slowly. It will be used to move the laser to the operation range of the
piezo and to compensate for slow dri s in the order of minutes or hours. ¿e in�uence of these
two actuators is shown in Fig. 4.2.

Piezo

Temp. Stage

CavityuP(t)

uT(k)

ω̇(t)
ω(t)

Figure 4.2: In�uence of both laser oscillator inputs.

In order to detect the frequency and the phase error with respect to the MO of the generated
laser pulses, three detection schemes are currently available. In all cases, the laser pulse train
is captured with a photo diode and the resulting electrical signal is �ltered and mixed to an
intermediate frequency.

¿ese signals enter theMicroTCA.4 crate via a DWC10 down converter board. It is used to pipe
the signals trough or convert the signal to the intermediate frequency sampled by a SIS8300L2.
¿is board combines the sampling ADCs and an FPGAwith the control algorithm. ¿e control
signal uP(k) is sent via a Low Latency Link (LLL) over the backplane to an FMC20 board that
forwards this signal to the PZT4 piezo ampli�er. ¿e high voltage output uP(t) of this ampli�er
is then connected to the piezo in the laser, closing the feedback loop.
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4.1 Modeling

¿e coarse tuning of the laser is implemented on the crates CPU board. ¿e current control
signal uP(k) is read via PCIe and if it reaches a de�ned threshold the CPU board sends trough
a module attached on the FMC20 the signal to tune the laser with the coarse input uT(k).
4.1.2 Pulse Train

¿epulse train, generated by theMLO,will be used as a timing reference at the attached devices.
Some of the control objectives introduced later are properties of this pulse train.

Figure 4.3 shows the pulse trainmeasured by a photo diode ( ) and the same signal bandpass
�ltered around 1.3GHz ( ). ¿e timing information is distributed by this signal and each of
the peaks corresponds to a clock of the 216.67MHzMLO, see 2.2. ¿e smaller peaks are caused
by the measurement and the detection bandwidth. ¿ey are not visible in the optical signal.
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Figure 4.3: Measurement of photo diode ( ) capturing the pulse train and the 6th har-
monic ( ) of this signal

In [Pas08], it is shown, that the shape of mode-locked laser pulse is given by

p(t) = P sech2 ( t
τ
) = P

cosh2 ( t
τ
) , (4.1)

where P denotes the maximum pulse power and the Full Width Half Maximum (FWHM) of
the pulse is given by the pulse duration parameter τ multiplied by ≈ 1.76. If this shape does not
change over time, it is possible to model this pulse train in the time domain as a dirac comb
multiplied with this shape, i. e.

p(t) = ∞∑
k=−∞

δ(t + d − kT) P

cosh2 ( t
τ
) , (4.2)
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4 MASTER LASER OSCILLATOR

where T is the period time of the pulse train and d is a slight deviation in the pulse position.
¿e period time T and the corresponding length L of the pulse train are given by

T = f −1 and L = n−1Tc , (4.3)

where f is the pulse repetition rate, n the refractive index and the speed of light is given by c.
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x(k + 1) = 0 x(k) > 0 x(k − 2) < 0

≈ 1.76τ

k + 1
L

k
L

k − 1
L

k − 2

Figure 4.4: State modeling of the pulse train, showing the ideal timed pulse ( ) and one with
a timing error ( )

Figure 4.4 shows the assumed perfect pulse train ( ) that is not known, and the real pulse
train ( ). At state x we use the di�erence between these pulses. If we take a look at a certain
position in the �ber over time, k denotes a multiple of the time di�erence a er which a new
pulse arrives. Moreover, if we take a look at the whole system at one instance of time, L denotes
the length di�erence between two perfectly timed pulses. ¿e important �gures of the pules
train used for the LbSync system are summarized in Table 4.1.

Table 4.1: Data of the Pulse Train

Description Value Unit

Repetition Rate 216.67 MHz
Fiber refraction index 1.446
Pulse distance T 4.615 ns
Pulse distance L in free-space 1.384 m
Pulse distance L in �ber 0.957 m
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4 MASTER LASER OSCILLATOR

To get the di�erence of those signals, both are mixed. ¿e resulting error signal is given by

e(t) = r(t) ⋅ yDC(t), (4.6)

= a

2
sin((ωMO + ωMLO(t))t + ϕ(t) + ϕn(t))´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

γhi gh

+

a

2
sin((ωMO − ωMLO(t))t − ϕ(t) − ϕn(t))´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

γ l ow

, (4.7)

ϕ̇(t) = ωMO − ωLO(t) , (4.8)

ϕ(0) = ϕ0 . (4.9)

where r(t) is the signal from theMOwith the angular frequency ωMO = 2π ⋅1.3GHz. ¿e signal
yDC(t) generated by the laser pulse train with an angular frequency ωMLO(t) and phase noise
ϕn(t) acting on the phase ϕ(t). ¿ese nonlinear equations are similar to the ones in [Abr02].
In order to linearize the system, the following assumptions are commonly used:

1. ¿e system is close to the operating point, ∣ωMO − ωLO(t)∣→ 0 .

2. ¿ere are just small phase changes, sin(ϕ(t)) ≈ ϕ(t) .
3. High order harmonics are �ltered and therefore the upper sideband vanishes, γhigh → 0 .

4. An input to the laser leads to a linear change around the nominal frequency, i. e. the piezo
ampli�er bandwidth and the piezo resonances are at higher frequencies than the expected
closed loop bandwidth, ωMLO(t) = kuP(t) + ωMO .

¿e �rst assumption allows one to just take a look at the frequency di�erences, i. e. r(t) as the
reference phase and y(t) as the output phase, both with respect to the sinusoidal signal r̃(t).
Assumption 1. and 2. are used to linearize γlow and together with 3. to linearize 4. ¿e last
assumption sets the piezo transfer function to a constant gain, which is valid if the piezo is
much faster than the frequency changes.

With this simpli�cations the linearized system dynamics can be described by an integrator, i.e.
in the time domain as

ϕ̇(t) = − kuP(t) , (4.10)

e(t) = − a

2
(ϕ(t) + ϕn(t)) . (4.11)

If the phase error e(t), with the given assumption, is zero over time, the input signal is equal
in frequency and phase. ¿e phase noise is an output disturbance to the dynamic system given
by the transfer function

G(s) = E(s)
U(s) = ak

2s
. (4.12)
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Figure 4.6: Example measurement of the MLO detection scheme. With the optical pulse ( ),
the excitation signal ( ) and the response of the DC channel ( ).

¿is shows, as expected, that the phase shi ϕ(t) between both frequencies and therefore the
error e(t) will diverge if both frequencies are not equal.
Figure 4.6 shows the measured error signal ẽ(t) of this scheme for an open loop con�guration
where assumption 1. doesn’t hold. ¿e beat frequency is clearly visible and in the right part one
can see the integral behavior.

¿e nonlinear behavior of the DC-Scheme has further disadvantages. ¿e system identi�cation
ismore complicated and the excitation signal has to be small to keep the outputwithin the linear
region. Moreover, in the later closed loop operation, large disturbances can move the system to
another stable equilibrium point. Due to the usage of the 6-th harmonic, there are 12 di�erent
phases of the pulse where theDC signal has a zero crossing. Just with this signal it is not possible
to detect to which of those stable points, the controllermoved the loop. ¿e region around these
di�erent stable working points is called “bucket” in the LbSync group.

216MHz and 1516MHz Scheme

In order to avoid the di�culties with the DC-scheme, it is possible to use other schemes based
on an IQ-demodulation of a sampled intermediate frequency.

Fig. 4.7 shows the concept of the demodulation. ¿e measured sinusoidal signal

yRF(t) = A sin(ωt + ϕ(t)) (4.13)
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Figure 4.8: Example measurement of the MLO detection scheme. With the optical pulse ( ),
the excitation signal ( ), the response of the DC channel ( ), the 216 chan-
nel ( ) and the 1516 channel ( ).

Phase Unwrapping

To combine the sensitivity of the 1516MHz scheme and the dynamic range of the 216.67MHz
signal a phase unwrapping technique can be used. ¿e main idea is given in [ESQ11].

With this method, the bucket detection stage is not necessary during operation but the system
setup requires more steps. From a control point of view, the robustness against disturbances
is increased due to the extended dynamic range. ¿e lock will not be lost with this detection
method if large disturbances occur and it is not necessary to go through di�erent steps to re-
lock the laser.

yin(k) ∈ [−1, . . . , 1]

z−1 out =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

mod(out + 1,m), if in ≥ 1,
mod(out − 1,m), if in ≤ −1,
in, otherwise.

1
m

1
m−

[−2, . . . , 2]
in(k) out(k)

yunwrapped(k) ∈ [−1, . . . , 1]

Figure 4.9: Algorithm for the phase unwrapping.

¿e algorithm implemented for this task is depicted in Fig. 4.9. ¿e input yin(k) is subtracted
from the previous value. If this result is larger than one, there was a jump from the area above
0.5 to the area below −0.5. For a result smaller than one, from the lower to the upper area.
As long as the expected frequency change is much smaller than the sampling rate, the jumps
indicate a wrap in the binary representation of the value. ¿ese wrap arounds can be counted
and used to shi the current value to one with fewer wraps.
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4 MASTER LASER OSCILLATOR

Figure 4.10 shows this approach. ¿e algorithm was applied on the 1516.67MHz signal ( )
with a parameter set to reach the same dynamic range like the 216.67MHz signal ( ). ¿e
unwrapped phase ( ) has the same dynamic range than the 216.67MHz signal but also the
same sensitivity than the 1516.67MHz signal.
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Figure 4.10: Examplemeasurement of theMLOdetection scheme. With the optical pulse ( ),
the excitation signal ( ), the response of the DC channel ( ), the 216 chan-
nel ( ), the 1516 channel ( ) and the unwrapped channel ( ).

With this scheme we can increase the robustness of the laser locking, especial the one of the
PPL and the IL, see Sec. 2.2.3. ¿ese systems su�er from the occurrence of bucket jumps. ¿is
algorithm can capture these events to prevent the controller moving to the wrong stable posi-
tion.

Comparison

¿emain advantages and disadvantages of the di�erent schemes are summarized in Table 4.2.
¿e sensitivity of the DC-Scheme is adjustable, which could be used to detect tiny disturbances
in the steady state, but this scheme is very sensitive to disturbances that lead to bucket jumps.
¿is could be prevented by using the other schemes. ¿ese have a continuous phase mapping
and a linear response to phase changes. On the other hand, they require much more FPGA
resources, because an IQ and amplitude-phase detection is needed.

As a �rst approach, the unwrapped 1516MHz scheme is used. A preferable later solution could
be the usage of the 216.67MHz for the rough estimation and bucket detection. Close to the
working point a sensitiveDC-Scheme could be used. ¿is combinationminimizes the hardware
components while maintaining a very good performance. Both signals should be combined
with a continuous function to avoid jumps at the transition of both measurements.
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4.1.5 Control Objectives

Already at the system identi�cation step it is important to have an idea of the performance of
the closed loop. ¿e identi�edmodel will �t to the behavior of the system in the rangewhere the
identi�cation signal excites the system. Di�erences at frequencies far below that of the closed
loop bandwidth will be captured by the integral behavior of the controller, and those far above
the region of interest are negligible because the closed loop will not be able to act on them.

For the MLO system the major requirement is to decrease the timing jitter of the laser pulse
train. With the basic properties, already discussed in Section 3.6, and the model introduced in
the previous section, it is obvious that if the control loop is open K(s) = 0 the laser pulse train
has the same error as the laser itself. If the closed loop bandwidth was in�nite T(s) = 1 the
laser pulse train would just have the error of the MO. For other con�gurations, the error of the
laser pulse train follows the MO below the closed loop bandwidth and the MLO above. With
no other disturbance and noise in�uences this could be expressed as

y(s) = −T(s)nMO(s) + S(s)dMLO(s) (4.19)

¿e le part of Fig. 4.12 shows the phase noise of the laboratory MO ( ) and the MLO ( ).
¿e expected closed loop bandwidth is given by the intersection of the MO and MLO noise
spectra. ¿e closed loop should follow the MO in lower frequencies where it has a lower noise
characteristic. For higher frequencies the laser should run open. An important observation is
that a controller, which minimizes the absolute noise of the pulse train, is not the one which
minimizes the measurement ym. It should only minimize the measurement error in the range
where the MO has a better characteristic. If the error above that point is minimized, the con-
troller imposes a counteraction to the laser pulse train that is an additional noise on y.
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Figure 4.12: SSA phase noise measurement of the lab MO ( ) and the OneFive Origami
MLO ( ), without and with ( ), ( ) correlations.
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Figure 4.13: XFEL phase noise speci�cation ( ), expected phase noise of the MLO ( ), lab
MO ( ) and MLO ( ) phase noise measurement.

¿e integrated timing jitter is shown in the right part of Fig. 4.12, with the laboratoryMO ( )
and the MLO ( ) measured with an SSA. At a level of −40dBfs2/Hz the inherent noise of
the SSA superimposes the measurement. To lower the in�uence of the measurement device,
multiple correlated measurements can be used. ¿e measurement with correlations for the
MO ( ) and for theMLO ( ) shows less in�uences of the SSA.¿e characteristic of the lab
MO is better in a range below ≈ 1 kHz and the MLO is better in the range above this value. ¿is
leads to an expected closed loop bandwidth of ≈ 1 kHz.

¿e expected characteristics for the XFEL is given in Fig. 4.13. ¿e speci�cation for the �nalMO
is given in ( ), see [Zem+14], and measurements in [Şaf+15] let expect that the phase noise of
the MLO ( ) decreases like shown. With those data the expected closed loop bandwidth for
the XFEL is in a range of 4 kHz.

¿ese assumptions give the expected closed loop bandwidth. For the system identi�cation an
excitation signal has to be chosen such that it excites the MLO system in that frequency range,
see [Lju99]. In the following a model of the systems dynamic behavior will be identi�ed and
a er that a model for the coloring �lter of the phase noises shown Fig. 4.12 and Fig. 4.13.

51





4.1 Modeling

Validation

To verify the above assumptions a measurement of the frequency response was performed.
Figure 4.15 shows the bode diagram of the expected system ( ), the frequency response mea-
sured with a Vector Signal Analyzer (VSA) ( ), and of the system identi�ed ( ) using tfest
of theMATLAB System identi�cation toolbox. ¿e colors de�ne the setting of the low pass �lter,
i. e. changing C1. For the �rst two settings of 0.3 kHz ( ) and 1 kHz ( ) the measurement
shows that the assumption of a �rst order system holds. ¿e next two settings, 10 kHz ( ) and
50kHz ( ), do not follow the predicted behavior. ¿e slope and phase shi shows that in this
frequency region the system behaves as a second order system, even the predicted bandwidth
of the PZT4 does not �t anymore.
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Figure 4.15: Characterization of the PZT4 piezo driver, where dashed lines indicates the white
box model, light thick lines the measurement and the thin line the identi�ed be-
havior. Di�erent low pass �lter settings of 0.3 kHz ( ), 1 kHz ( ), 10 kHz ( ),
50 kHz ( ), 100 kHz ( ) and 150 kHz ( ) has been successfully identi�ed.

Table 4.3 shows the location of the identi�ed poles for a chosen low pass �lter. Independently
of the low pass setting, a pole exists at ≈ 41 kHz and ≈ 1MHz. A reason for the pole at ≈ 41 kHz
could be that the power ampli�er adds this additional �lter component. ¿e high frequency
pole can be caused by di�erent sources, e. g. by the power ampli�er, by the cabling of the mea-
surement setup, by the ground layer of the PCB or by other components. ¿is pole can be
neglected because it is much higher than the expected closed loop behavior, but the lower one
at 41 kHz has to be taken into account. Moreover, one low pass setting above 50kHz should be
replaced by an option without the low pass �lter, i. e. C1 → 0. ¿is would maintain the max-
imum gain and avoids the unnecessary phase change, whereas the functions to damp higher
frequency components of the piezo actuator is still ful�lled.
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Table 4.3: Identi�cation of the PZT4

Low pass Pole Location [kHz] Fit[%]

0.3 kHz 0.479 98.267
1 kHz 1.128 93.506
10 kHz 10.369 41.842 98.920
50kHz 42.210 42.210 97.671
100 kHz 41.374 103.368 1048.987 97.473
150 kHz 40.687 160.199 942.667 96.950

¿e di�erent transfer functions are given by

GPZT4,1 kHz(s) = 5.355 ⋅ 103

s + 7.089 ⋅ 103
, (4.22)

GPZT4,50 kHz(s) = 5.247 ⋅ 1010

s2 + 5.163 ⋅ 105s + 7.034 ⋅ 1010
. (4.23)

With an increase of the bandwidth the order of the model also increases due to the multiple
poles. If the �rst low pass is bypassed, the expected transfer function still has a high bandwidth,
but lower order, that leading to a reduced order of the controller. ¿is transfer function is given
by

GPZT4,fmax(s) = 0.8 ⋅ 2π ⋅ 41 kHzs + 2π ⋅ 41 kHz
. (4.24)

¿is section shows the dire importance of system identi�cation even for these simple systems.
¿e pole that was not considered in the design of the piezo driver is in the range of the later
operation. If it is not taken into account, the model for the controller synthesis is not adequate
and this will lead to problems in the closed loop behavior.

Conclusion and Uncertainties

¿emain conclusion of this section is, that the PZT4 is not suitable for operations above 41 kHz.
Moreover, if a simple system behavior combined with a high bandwidth is required, the ad-
justable low pass should contain an option with an open capacitor, i. e. a maximum bandwidth
with minimal phase change.

In the current modeling process we did not take noise originated from the operation ampli�er
and the high power voltage source into account. Moreover, this model did not include satura-
tion e�ects. It is expected that the operation range is, even with high disturbances, well below
the possible dynamic range. If this assumption does not hold, a saturation model should be
added.
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4.1.7 Dynamic Behavior of the MLO

To identify the dynamic behavior, di�erent identi�cation signals are chosen to excite the system
in the required frequency range. A Pseudo Random Binary (PRB) and Band Limited White
Noise (BLWN) signal with their spectra are shown in Fig. 4.16 and Fig. 4.17, respectively.
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Figure 4.16: Time (le ) and frequency (right) domain data of di�erent PRB excitation signals
generated with idinput, prbs 1 ( ), prbs 2 ( ), prbs 3 ( )

As a �rst approach, an open-loop identi�cation is used. ¿e displacement of the laser piezo
changes the frequency of the MLO, whereas the phase di�erence between the MLO and MO
is returned by the phase detection scheme. ¿is obviously has an integral behavior and is an
open loop unstable system, and should therefore be identi�ed in a closed loop manner. But it
is assumed, that the fundamental resonant mode of the piezo is much higher than the region of
interest. ¿is could simplify the piezo model to a plain constant gain. Moreover, the external
disturbances are at lower frequencies, whereby the system stays very close to the operation
point if the excitation signal is applied. ¿is indicates that the system could be modeled by a
plain integrator that is, during the excitation, not disturbed that much and could be identi�ed
in an open loop setup. Figure 4.18 shows the response to both excitation signals and veri�es
the assumptions. For this reason, an open loop identi�cation is performed, and it is tested if
su�cient model accuracy can be achieved.

As a �rst step, the free parameter of two di�erent models will be estimated using a grey-box
identi�cation.1 ¿e�rstmodel structure assumes that theGPiezo(s), shown in Fig. 4.11, is identity
for the given frequency range. ¿is leads to a plain integrator with an adjustable gain b, as a
state space model given by

d

dt
[x1] = [0] [x1] + [b]u , y = [1] [x1] + [0]u . (4.25)

1¿eMATLAB function idgrey is used for this purpose.

55



4 MASTER LASER OSCILLATOR

0 10 20 30 40
−0.2

−0.1

0

0.1

0.2

Time [ms]

O
u
tp
u
t
[V
/V

m
a
x
]

100 1 k 10 k 100 k
−100

−80

−60

−40

−20

0

O�set Frequency [Hz]
M
a
g
n
it
u
d
e
[d
B
]

Figure 4.17: Time (le ) and frequency (right) domain data of di�erent BLWN excitation signals
generated with idinput, noise 1 ( ), noise 2 ( ), noise 3 ( )
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Figure 4.18: Excitation ( ) and response ( ) to theBLWN signal and to the PRB signal,
( ) and ( ), show on the le and right plot, respectively.
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Sections 4.1.6 and 3.2 showed that the piezo ampli�er the piezoelectric actuator itself both have
a dominant lowpass behavior. ¿us, in the second grey box approach, a lowpasswith adjustable
corner frequency a22, is added to the integrator, leading to

d

dt
[x1
x2
] = [0 1

0 a22
] [x1

x2
] + [0

b
]u , y = [1 0] [x1

x2
] + [0]u . (4.26)

¿e identi�cation results for various data sets are given in Table 4.4.

Table 4.4: Time domain �t of the data sets compared to their identi�ed model response.

Structure 1, (4.25) Structure 2, (4.26)

Data Set DS �t [%] b �t [%] b pole location of a22 [kHz]
prbs 1 4 95.887 568.261 96.205 568.387 8.675
prbs 2 2 87.626 604.978 88.077 605.493 6.694
prbs 3 1 94.388 536.596 95.975 536.739 13.336
noise 1 4 82.455 594.755 82.845 595.717 6.411
noise 2 2 90.280 595.376 91.606 595.942 10.424
noise 3 1 87.647 567.342 91.437 571.223 10.396

¿e given data shows that the identi�cation of the system gives good results. ¿e le part of
Fig. 4.19 depicts a typical response to a noise signal with the measurement ( ), the simula-
tion ( ), and the error between both ( ). A reason for this could be the communication
delay between the computing and the actuator board. Hence a time delay is added to the iden-
ti�cation process, selected as 5 samples resulting in the smallest overall error signal for all data
sets. ¿e new results are given in Table 4.5.

Table 4.5: Time domain �t of the data sets compared to their delayed model response.

Structure 1, (4.25), delayed Structure 2, (4.26), delayed

Data Set DS �t [%] b �t [%] b pole location of a22 [kHz]
prbs 1 4 96.435 568.549 96.477 568.566 25.455
prbs 2 2 88.954 601.281 89.038 601.369 16.354
prbs 3 1 96.504 542.904 96.512 542.906 151.241
noise 1 4 82.659 594.173 82.717 594.325 18.116
noise 2 2 94.069 578.771 94.069 578.772 1253.366
noise 3 1 94.497 568.013 94.559 568.064 132.321
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If the delay is added, the error signal is minimized. Moreover, the �t identi�ed for structure
1, (4.25), and structure 2, (4.26), is nearly the same. ¿e identi�ed poles of structure 2 have a
large spread for the di�erent data sets. So the pole is not dominant, which justi�es neglecting
the pole for the system model for the excited operation range.

Table 4.6: Validation of model response compared to the di�erent data sets

b = 540 550 560 570 580

Data Set DS �t [%] �t [%] �t [%] �t [%] �t [%]

prbs 1 4 77.122 77.920 78.566 79.046 79.348
prbs 2 2 92.342 93.388 94.091 94.321 94.024
prbs 3 1 94.772 95.358 95.561 95.334 94.730
noise 1 4 93.672 95.636 97.097 97.140 95.721
noise 2 2 96.061 97.253 98.053 97.940 97.015
noise 3 1 96.891 97.793 97.484 96.253 94.708
average 91.810 92.891 93.476 93.339 92.591

For this reason, (4.25) with a delay of 5 samples is chosen as amodel of theMLO.¿e validation
with di�erent values of b is shown in Table 4.6. If b is set to 560, a good average �t for all data
sets is achieved. Figure 4.19 is showing the response of two validation data sets to the �nalMLO
model

GMLO(s) = 560
s
⋅ e−s tMLO with tMLO = 11.185 ⋅ 10−6 s . (4.27)
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Figure 4.19: Time domain response for the BLWN excitation and the PRB signal with the
measurement ( ), the simulate response ( ), the error of the non-delayed
model ( ) and the error of the delayed model ( ).
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Section 3.1.2 shows that the H2 norm describes the transmission of the rms value of a signal
through an LTI system. ¿e previous discussion shows that the phase noise can be modeled by
a �lter,W(s), that shapes an AWGN signal. Comparing (3.11) and (3.44) leads to

∥G(s)∥2 =
√

1
2π ∫

∞
−∞ ∣G( jω)∣2dω =

√
∫ ∞
0
∣g(t)∣2d t = ∥g(t)∥2 . (4.30)

¿is means, that the timing jitter of a phase noise spectrum is given by theH2 norm of the �lter
W(s), which shapes AWGN in such a way that it models the phase noise spectrum. More-
over, the timing jitter of combined and/or derived signals can be calculated with the commonly
known rules for theH2 norm, see e. g. [SP01].

¿eH2 norm is in�nite for systems with a direct feed-trough, i. e. D ≠ 0 in 3.2. ¿is is usually
the case for the �lterW(s) because they model constant noise �oor.2 In that case, the jitter can
not be expressed by a �nite number and it is common to give the jitter within a frequency range
in order to make it comparable.

To compare performances of oscillators, the output jitter is used. It depends on the integration
bounds and is given for a certain frequency range as

Jrad , f1 , f2 =
√

2∫ f2

f1
L ( f )d f , 0 ≤ f1 ≤ f2 . (4.31)

¿e direct integration of the signal in the frequency domain is able to handle the bounded
range and can be used with raw data, but this requires high computation e�ort. However, this
approach is used in this work.

An other possible solution is to add a low pass to the �lterW(s) outside of the region of interest,
by using the whole frequency range. ¿ismethod is used for the controller synthesis part of this
work.

A third approach is the use of the frequency limit H2 norm, shown in [PL12] and [VPA13].
¿ese papers focus mainly onmodel reduction, but the methods can be adopted in other �elds.
¿ey are based on frequency limitedGramian, which have already beenmentioned in [Gaw04].

New in this section is the obvious relation between timing jitter and H2 norm. ¿is implies,
that it is possible to model the main performance criterion, the phase noise, with a dynamic
system excited by AWGN. Moreover, one of the standard performance measures of the control
community �ts exactly to the di�erently named one used by the physicists.

2E. g. ¿e thermal noise power is given by P = kBT∆ f . ¿e noise �oor at room temperature is −174 dBm/Hz.
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Figure 4.23: Approximation of the MO phase noise ( ) with a �rst ( ), second ( ),
third ( ) and fourth ( ) oder �lter.
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Figure 4.24: Approximation of the MLO phase noise ( ) with a �rst ( ), second ( ),
third ( ) and fourth ( ) oder �lter.

Table 4.7: Integrated jitter of the di�erent phase noise �lter.

MO MLO

Model Error [dBfs2/Hz] H2, 10Hz−1MHz[fs] Error [dBfs2/Hz] H2, 10Hz−1MHz[fs]
measurement - 42.472 - 235.320

1st order 2.455 39.444 14.773 20.994
2nd order 2.439 38.767 3.610 153.625
3rd order 1.941 41.446 3.925 134.070
4th order 1.353 41.393 4.227 154.375
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4.1.11 Measurement Noise

In addition to the MO and MLO phase noise, the measurement with a digital system itself
adds further noise components, see Section 3.4. If the measurement adds too much noise, this
would be added to the phase noise, which would not be measurable anymore. In such a case,
the controller would, for example, follow the measurement noise and not the real MO signal.
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16bit 16bit 16bit ≈ 18.8bit

Figure 4.25: Normalized plot of detection schemewith the real phase di�erence ( ), the direct
signal ( ), and the signal of the 7th harmonic ( ).

Figure 4.25 shows the resolution of the di�erent measured signals. ¿e gain of the DC detec-
tion scheme ( ), see Sec. 4.1.3, is adjustable. ¿is allows one to change the singal precision by
losing dynamic range. ¿e 216MHz ( ) and 1516MHz( ) schemes both have a �xed reso-
lution, precision, and a �xed dynamic range. With the unwrapping algorithm ( ), shown in
Section 4.1.3, the dynamic range and the resolution can be increased but not the precision.

Table 4.8 shows the intrinsic noise of theADC sampling process. It assumes that the only source
of noise is the quantization and all other sources are negligible. If the 16 bit ADC is use to sample
the 216.67MHz signal, the a quantization noise error is ≈ 71 fs. Sampling the more sensitive
1516.67MHz signal leads to a reduction to ≈ 10 fs, which is still above the required precision of
< 10 fs. ¿is would call for an increase of the ADC resolution.

Table 4.8: Precision for di�erent hardware resolutions

Frequency [MHz] 216 1516
Period [ns] 4.615 0.659

16 bit 18 bit 20 bit 24 bit 16 bit 18 bit 20 bit 24 bit

Delta [10−6] 30.518 7.629 1.907 0.119 30.518 7.629 1.907 0.119
Phase [µrad] 95.874 23.968 5.992 0.745 95.874 23.968 5.992 0.745

Jitter [ f s] 70.643 17.661 4.415 0.276 10.065 2.516 0.629 0.004
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If it is not possible to increase the ADC resolution, but the sampling rate is much higher than
required, oversampling can be used, see [� SLAN118]. Multiple measurements are combined
into one, with the assumption, that the ADC noise is uncorrelated. ¿is reduces the sampling
speed but increases the precision. ¿e new quantization error a er the averaging process is
given by

∆en = 1√
n
∆e = 1

n
√
n

n∑
k=1

∆ek , (4.34)

where ∆en is the new error which is averaged over n sample with the previous error ∆e. For a
16 bit ADC with 81.25MHz this leads to the expected precisions given in Table 4.9.

Table 4.9: Precision for di�erent averages

Frequency [MHz] 216 1516
ADC 16bit at 81.25MHz 16bit at 81.25MHz

Averages 3 48 96 384 3 48 96 384

Frequency [MHz] 27.083 1.693 0.846 0.212 27.083 1.693 0.846 0.212
Resolution [bit] 0.8 2.8 3.3 4.3 0.8 2.8 3.3 4.3

Jitter [ f s] 40.660 10.165 7.188 3.594 5.808 1.452 1.027 0.513

For the later FPGA implementation, a 24bit representation is chosen, with an oversampling
of 48. By the given rate of the ADC clock of 81.25MHz this would result in a control algorithm
clock of 1.693MHz, which is well above the expected requirements demanded by the closed
loop bandwidth. ¿e value was chosen in order to reach the maximum update rate for the
piezo ampli�er. To get the maximum resolution, the oversampling can be further increased,
e. g. to a factor of 384, which still o�ers a su�cient update rate of 212 kHz for the MLO.

¿e previous discussion assumes that the ADC samples the phase, which is not true. For the
216MHz and 1516MHz schemes an intermediate frequency is sampled from which the phase
is calculated, see Section 4.1.3. ¿e relevant calculation in this step is

ϕ = atan2(qRF(k), iRF(k)) = atan2(yRF(k) sin(ωk), yRF(k) cos(ωk)) , (4.35)

where yRF is the intermediate frequency sampled by the ADC and atan2 commonly de�ned by:

atan2(y, x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

arctan( y
x
) , if x > 0,

arctan( y
x
) + π , if x < 0 and y ≥ 0,

arctan( y
x
) − π , if x < 0 and y < 0,

+ π
2 , if x = 0 and y > 0,
− π
2 , if x = 0 and y < 0,

unde�ned , if x = 0 and y = 0.

(4.36)
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If this signal is quantized with an error eyRF , the error of the phase ∆ϕ is approximated by

∆ϕ = ∂ atan2
∂i
(i , q)∆i + ∂ atan2

∂q
(i , q)∆q = i

i2 + q2
∆i −

q

i2 + q2
∆q. (4.37)

With the amplitude A of the input signal yin, an upper bound for this is given by

∆ϕ ≤ ∣q∣ + ∣i∣
i2 + q2

∆yin ≤ A(∣sin(ωk)∣ + ∣cos(ωk)∣)
A2

∆yin ≤
√
2
A

∆yin . (4.38)

In order to get the minimum quantization error for the phase signal, it is important to use the
full dynamic range of the ADC. On the other hand, saturation of the ADC has to be avoided, as
this leads to an incorrect calculation of the phase signal. Table 4.10 shows the expected precision
of the phase signal for di�erent amplitudes of the intermediate frequency.

Table 4.10: Precision for di�erent amplitudes, an 16 bit ADC at 81.25MHz and 48 averages.

Frequency [MHz] 216 1516

Amplitude 1 0.9 0.6 0.4 1 0.9 0.6 0.3√
2A−1 1.414 1.571 2.357 4.714 1.414 1.571 2.357 4.714

Min. Jitter [ f s] 10.165 11.294 16.942 33.883 1.452 1.614 2.42 4.840
Max. Jitter [ f s] 14.376 15.973 23.959 47.918 2.054 2.282 3.4227 6.846

4.1.12 Input Disturbance

¿e minimal input disturbance, which is acting between controller and plant, is given by the
quantization error of the DAC.¿emodel in (4.27) gives the sensitivity of the MLO.¿e phase
change in one second with the full excitation of 80V is given by

∆ϕ = 560
1

s V/Vmax
216MHz

= 2.593 µs
s V/Vmax

. (4.39)

¿e possible timing changes with the di�erent resolutions of the actuator are given in Table 4.11.
¿eDACused at the piezo driver has a resolution of 18 bit, which results in a timing change, ∆ϕ,
of 20 atto seconds between two sample, which is well below the resolution of the measurement
scheme.
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Table 4.11: Timing change dependent on the DAC resolution and frequency.

Resolution [bit] 16 18
Number [10−6] 30.518 7.629

Timing change [pss ] 79.120 19.780

Frequency [kHz] 100 1000 100 1000

Timing change [ fs
sample] 0.791 0.079 0.198 0.020

4.1.13 Conclusion and Uncertainties

¿e last section showed that the performance criterion for the MLO, the so-called timing jitter,
is equivalent to the well knownH2 norm. If the absolute timing jitter is taken into account, the
control objective is to minimize the output jitter ∥y(t)∥2, which occurs in the region where the
noise spectra of the MO and MLO have an intersection point. For this reason, the feedback
controller should have an expected closed loop bandwidth of ≈ 1 kHz.

A model of the MLO was identi�ed and extended by the main noise sources, the phase noise
of the MO and MLO for a frequency range around the latter’s closed loop bandwidth.

If an operation at higher frequencies is required, the low pass behavior of the piezo ampli�er
and the resonance modes of the piezoelectric actuator can be added to the identi�cation. If
the amplitude of the excitation increases or the measurement noise is lowered, the hysteresis
should be added to the model.

Up to now, no noise e�ects of the mechanical vibration, temperature, nor humidity changes
are considered. ¿e optical setup will reduce these in�uences to a minimum. If it turns out
that they could be relevant, an acceleration sensor or microphone can be connected to the laser
housing and a temperature and/or a humidity sensor on the optical table in order to measure
these in�uences.

To further increase the performance of the system, the detection of the relative phase should
be increased in sense of resolution. Moreover, a measurement of the absolute phase should be
added in order to directly measure the required performance criterion.

¿e identi�cation of the piezo ampli�er shows, that in addition to the programmable low pass
�lter, a second pole with a bandwidth of ≈ 42kHz is present. For this reason, the author pro-
poses that removing this �lter be one of the programmable �lter settings. ¿is simpli�es the
plant model and possibly increases the performance.
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4.2 Controller Design

In this section, multiple model-based controllers for the MLO system are designed and theo-
retical evaluated in a simulation, as well as practically in an experiment. A brief introduction to
these controller design approaches was given in Section 3.7. For all plots in this section, the sys-
tem is scaled in such a way that the maximum expected error is 1 ps and the allowed excitation
for this is given by 1V, see (3.5).

4.2.1 Performance Limitations

To compare the di�erent controllers, an optimal behavior, minimum to timing jitter, of the
closed loop is assumed, even thought it is impossible to achieve this behavior.

¿e performance objective of the control loop is to reduce the output jitter of the MLO pulse
train y(t). Under the assumption that just the noise of theMO andMLO is taken into account,
it follows from (3.14a) that the resulting output jitter Y(s) is given by

Y(s) = T(s)Wmo(s) + S(s)Wmlo(s) + S(s)G(s)Wd i(s) + T(s)Wn(s) , (4.40)

Y(s) = T(s)Wmo(s) + S(s)Wmlo(s) . (4.41)

To minimize the timing jitter, a perfect control loop would have the following behavior,

T(s) = { I , if |Wmo(s)∣ ≤ ∣Wmlo(s)∣ ,
0 , otherwise ,

S(s) = { 0 , if |Wmo(s)∣ ≤ ∣Wmlo(s)∣ ,
I , otherwise .

(4.42)

Figure 4.26 shows the resulting timing jitter with such a theoretical controller for the current
setup in the laboratory. ¿e closed loop behavior follows the MO in the frequency range below
1 kHz and the MLO at higher frequencies. ¿e resulting jitter of the closed loop in the range of
10Hz to 10 kHz is 41.425 fs, which is a lower bound for all other possible controllers.

¿e resulting complementary sensitivity function, T(s), has a lot of transitions betweenT(s) = 1
and T(s) = 0, which would result in a very high order for this controller. Hence a semi-best
controller with just one transition at 867Hz is assumed. ¿is controller and the corresponding
closed loop behavior is shown in Fig. 4.27. ¿e resulting timing jitter is 42.068 fs.

Table 4.12 shows the jitter contribution for the MO, MLO, and both controllers. ¿e jitter con-
tribution of the MO is smaller than that of the MLO in ranges below the crossover frequency.
¿e semi-best controller has the same contribution as the MO. ¿e best controller has even
lower values, because at some frequencies the laser is slightly better. Above 867Hz the open
laser has a better performance and both controllers have the same jitter contribution, which is
the one of the open laser. ¿e main jitter contribution arises from the low frequency noise of
the MO. If this could be decreased the closed loop jitter would also be decreased signi�cantly.
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4 MASTER LASER OSCILLATOR

4.2.2 PI and Optimal PI

In this section the well know PI controller is analyzed. Its advantage is its simple structure, give
in Fig. 4.28. Furthermore, there are tuning rules for this kind of controller that do not rely on
a system model. For this reason, this controller type is o en used as a �rst approach.

KP

KI

s

e(t)
+

+
u(t)

Figure 4.28: Structure of the PI controller

If just the proportional part KP is used, the closed loop transfer function for the MLO model
in Fig. 4.22, from r to y, is given by

TMLO,P(s) = Y(s)
R(s) = GMLO(s)KP

1 +GMLO(s)KP

= 560KP

s + 560KP

= ωcl

s + ωcl

, (4.43)

where ωcl is the bandwidth of the closed loop and PMLO(s) is the MLO model. If Kp is chosen
as

KP = 2π fcl560
= 2π 867Hz

560
= 9.728 (4.44)

the closed loop bandwidth fcl can be adjusted, whereas the static gain is 1, which gives the
impression that the MLO tracks the MO for r equal zero, which is not true. Important at that
point is the load disturbance sensitivity function which is given by

SMLO,P(s)GMLO(s) = Y(s)
Di(s) = GMLO(s)

1 +GMLO(s)KP

= 560
s + 560KP

= 560
s + ωcl

. (4.45)

If an input disturbance is given, which is due to the coarse tuning always the case, this distur-
bance is added to the output phase with the factor 560ω−1cl . To compensate for this steady state
error, an integrator part is added to the controller that leads to

TMLO,PI(s) = GMLO(s)(KP +
KI

s
)

1 +GMLO(s)(KP +
KI

s
) = 560KP ⋅ s + 560KI

s2 + 560KP ⋅ s + 560KI

and (4.46)

SMLO,PI(s)GMLO(s) = GMLO(s)
1 +GMLO(s)(KP +

KI

s
) = 560s

s2 + 560KP ⋅ s + 560KI

. (4.47)

¿e static gain of the complementary sensitivity function TMLO,PI(s) is one, while the static gain
of the load disturbance sensitivity function SMLO,PI(s) is zero. ¿is means the control loop will
track the MO and all input disturbances are compensated for.
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Figure 4.33: GOF for the �rst design, with (le ) and without (right) weight on the controller
action, including S ( ), T ( ), SG ( ) and KS ( ).

Figure 4.33 shows the GOF for design in Fig. 4.32. ¿e le plot shows the GOF with a small
weight on the controller output Wu. ¿e closed loop shows the expected behavior. ¿e total
output noise ( ) follows the MO ( ) in the low frequency range and the MLO ( ) in the
high frequency range. ¿e transition between both behaviors, the closed loop bandwidth, is at
frequencies a little above the intersection of the noise spectra at 4.712 kHz.

Compared to the PI controller, shown in Fig. 4.30, the optimized loop pushes the sensitivity
function ( ) down in the range of the transition and increases the bandwidth slightly. ¿is
results in a peak response of the sensitivity function of 2.32dB. ¿e reason for this behavior is,
that this increase adds less integrated jitter than it saves with the pushed down area, because
the added jitter at higher frequencies is not that costly in terms of theH2 norm.

¿e right part of Fig. 4.33 shows the GOF if the control action is not penalized. ¿e band-
width is increased to 50.791 kHz and a water bed peak appears. ¿is peak at high frequencies
again costs less than the further suppressed noises at lower frequencies. In this case, the control
action ( ) also increases and crosses 0dB.

Furthermore, Fig. 4.33 shows that K(s)S(s) is not going to zero for low frequencies. ¿is leads
to a steady state error if a non-zero mean disturbance input occurs, compare to Sec. 4.2.2.
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4.2 Controller Design

4.2.4 Comparison

Table 4.15 summarizes properties, and Table 4.16 summarizes the integrated timing jitter for
the closed loop simulation of the di�erent controller developed in the last sections.

Table 4.15: Properties of the di�erent MLO controller.

KBest KSemi KPI KPI,● KH2

Realizable 7 7 3 3 3

Performance 1 2 5 4 3
Automatic Tunning 7 7 7 3 7

FPGA resources - - low low high

Table 4.16: Integrated timing jitter in [fs] for the di�erent MLO controller.

Freq. range [kHz] 0.01 . . . 0.1 0.1 . . . 0.5 0.5 . . . 1 1 . . . 5 5 . . . 10 0.01 . . . 10 0.5 . . . 10

MO 33.542 23.092 8.327 5.600 1.341 42.472 10.230
MLO 226.626 44.964 13.844 2.307 0.339 235.299 14.053
KBest 33.390 22.244 7.967 2.307 0.399 41.425 8.326
KSemi 33.542 23.092 8.277 2.307 0.399 42.068 8.623
KPI 34.267 24.487 10.243 3.400 0.379 44.028 10.851

KPI, 500Hz−1MHz 33.628 23.273 8.657 4.799 0.575 42.556 10.008
KPI, 10Hz−1MHz 33.550 23.108 8.358 5.482 1.065 42.430 10.157
KH2 , Design 2 34.197 21.724 7.742 6.110 0.776 42.196 9.996

¿e controller with the lowest closed loop jitter given by KBest is the lower performance bound
and not realizable. ¿e integrated jitter for this controller is dominated by the low frequency
parts of theMO.¿e same holds for the second best controller, KSemi, which has just one in�nite
steep transition in the bode plot.

KH2 , Design 2 is realizable and leads to the lowest timing jitter. ¿is controller directly minimizes
a cost function that the jitter is a part of. To evaluate this cost function, the synthesis algorithm
relies on a model of the noise and disturbances. If these are changing, they have to be identi�ed
again, and the controller has to be recomputed and tuned. Moreover, the computation e�ord
of this controller depends on the size of the plant and shaping �lter.

¿e optimized PI controller has only a ≈ 1% higher jitter value than the H2 design. Addition-
ally, it is possible to automatically tune this controller further and react to slightly changing
conditions. For this reason, the author suggest to use this approach in combination with an
SSA measurement and a slow feedback loop that changes the bandwidth of the PI controller.
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4 MASTER LASER OSCILLATOR

Unwrapped Phase

¿e next experiment shows the increase in robustness due to the locking using the unwrapped
signal. With the controller CPI, a direct disturbances on the MLO housing did not excited the
laser enough to move it to a di�erent bucket. To show the e�ect, a controller with a ten times
smaller closed loop bandwidth was chosen.5

Figure 4.39 shows the system response if a disturbance is applied to the MLO housing. On the
le side the response with a controller acting on the 1516.67MHz phase signal ( ) and on
the right the unwrapped phase signal ( ), respectively. Moreover, the di�erent stable buck-
ets ( ) for the 1516.67MHz signal, w.r.t. the absolute 216.67MHz phase ( ), are shown.
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Figure 4.39: Disturbance rejection if locking to the 1516MHz phase ( ) or to the unwrapped
phase ( ), with the 216MHz phase ( ), the buckets ( ) and the stable equi-
librium inside the bucket ( ).

It is shown, that if a disturbance moves the 1516.67MHz signal ( ) to the boundaries of its
dynamic range, the error signal jumps to the opposite region in its dynamic range and the con-
troller stabilizes the MLO at a di�erent bucket. ¿is can be shown by the 216MHz signal ( ),
which changes the bucket. ¿is leads to a constant o�set with respect to the required steady
state value. If the unwrapped ( ) is used for the locking, introduced in Section 4.1.3, the al-
gorithm detects the jump of the signal and corrects it. ¿is leads to the result that the laser is
again locked in the same bucked, shown on the right graph where the 216MHz signal ( )
returns to the same bucket. Moreover, it is shown that the bucket of the unwrapped phase de-
pends on the conditions of the �rmware at the start. In the le plot there is a di�erence of two
buckets between the 216.67MHz signal and the unwrapped 1516.67MHz on the right plot one
bucket. ¿is has to be calibrated a er the start, but doesn’t change a er that.

5It is excepted, that subsystems of the XFEL or laser of other facilities are more sensitive to this e�ect, e. g. if the
37th harmonic, instead of the 7th, is taken for the phase detection.
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4.3 Conclusion

4.3 Conclusion

¿is chapter analysed the MLO subsystem of the LbSync system. It was shown what the per-
formance requirements are given by theH2 norm and how to model the dynamic behavior, the
disturbance, and noise sources. A er that, inital control strategies were proposed and validated
in an experiment.

For the MLO system, the questions raised in Section 1.1 can be answered as follows:

1. ¿e control challenge of theMLO system is theminimization of the absolute timing jitter,
which corresponds to the minimization of theH2 norm of the system output.

2. A suitable model for the MLO system is an integrator. ¿e disturbance and noise e�ects
can be modeled by AWGN �ltered by 3rd order LTI systems.

3. A PI controller is su�cient for the MLO system. ¿e controller parameter should be
calculated by an LQR approach and tuned with open loop phase noise measurements.

4. A possible way to increase the MLO performance in the sense of phase noise is an addi-
tional measurement of the absolute phase.

5. ¿e robustness of the MLO system can be increased by control to the unwrapped phase,
which increases the dynamic range of the error signal.

¿e main limitation of this system is the trade-o� between following the MO or the MLO. To
reduce the phase noise of the laser pulse train the measure of the absolute phase of the MLO
itself and not with regards to the MO could be used. A possible solution for that, an optical
delay line, is discussed in the next chapter.

A further step is the evaluation of the shown methods on di�erent subsystems. If other piezo-
electric components are used and the piezo resonance is within the locking range, it could be
important to add resonances of this actuator and/or take the hysteresis into account. ¿is would
lead to a signi�cant di�erence between closed loop performance of the PI andH2 optimal con-
troller.
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5 LINK STABILIZING UNIT

5.1 Modeling

Figure 5.1 shows a simpli�ed principle of the LSU with the link plate in the upper part. On
this plate, the timing di�erence between a pulse arriving from the MLO and a pulse returning
from the end station is measured using an Optical Cross Correlator (OXC). ¿is value is used
to stabilize the optical path behind this device.

A piezo stretcher and a MDL are used as actuators. Both are shown in the lower right part of
Fig. 5.1. As for the MLO, the piezo stretcher is used as the main actuator and the MDL is used
for the coarse tuning. Fig. 5.2 depicts the working principle of both actuators applying a small
length change ∆l(t) to the total optical path length L(t).

Piezo

Coarse

LSUup(t)

uc(k)

∆l(t)
e(t)

Figure 5.2: In�uence of both laser oscillator inputs.

In order to increase the sensitivity, the piezo is passed twice and the MDL twelve times for the
up- and downstream path. For the measurement, it is required to add a Dispersion Compen-
sating Fiber (DCF) in order to compensate for pulse broadening. With this, and the length of
the �ber LFiber itself, the total optical length, which the pulse travels through, is given by

L = 2 ⋅ LPiezo + 12 ⋅ LMDL + 2 ⋅ LDCF + LFiber´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Lupstream

+ 2 ⋅ LPiezo + 12 ⋅ LMDL + 2 ⋅ LDCF + LFiber´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Ldownstream

. (5.1)

¿e length LPiezo is the 40m long �ber around the piezo stretcher, see [� PZ2], LMDL is the
1m long single path in the MDL, LDCF is the length of the DCF and LFiber is the length of the
�ber. In the laboratory setup a short link with LFiber,short ≈ 10m and LDCF,short ≈ 1m, leading to
Lshort ≈ 184m, and a long link with LFiber,long ≈ 3.6km, LDCF,long ≈ 240m and Llong ≈ 8.324km
are available.

For the LSU setup, an AD84 is used to capture the measurement data. ¿ese are piped to an
FMC25 that hosts the control algorithm. ¿e calculated control value is transmitted via a low
latency link to the FMC20 board, setting the piezo voltage to a new value.

In the �nal setup the detection and control part (AD84 and FMC25) will be in a di�erent crate
than the actuator part (FMC20 and PZT4), which could increase the system latency.

In the following section, the model for the spatially extended optical �ber will be developed.
A er that, the measurement of the optical length is explained with its in�uences the control
application. With the �ber and the measurement combined, the whole model for the LSU is
presented.
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5.1 Modeling

¿e di�erence of the two correlations, for pulses with the shape given in (4.1), is given by

foxc(l) = P+
cosh2 ( d++l

a+
) − P−

cosh2 ( d−−l
a−
) + b , (5.5)

and its derivative by

d foxc(l)
dl

= 2P+ sinh ( d++la+
)

a+ cosh3 ( d++la+
) +

2P− sinh ( d−−la−
)

a− cosh3 ( d−−la−
) . (5.6)

¿e maximum power of the correlation pulses P+ , P− is dependent on the laser power of the
MLO. ¿e duration parameters a+ , a− are dependent on the �ber components and can dri 
with temperature or humidity changes, which slightly changes the �ber’s properties. ¿e po-
sition d+ , d− of those pulses are dependent on the mechanical setup and are constant. ¿e
constant bias voltage of the balanced detector b is subtracted from the measurement and can
be neglected. With the separation of constant and time-varying parameters, (5.5) is given as

foxc(l(t), ρ(t), p) with ρ(t) = [P+(t), P−(t), a−(t), a+(t)] and p = [d+, d−] , (5.7)

where l(t) is the length change of the �ber, ρ(t) are dri s with a much lower frequency, and p
are constant parameters.
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Figure 5.5: Non-linear function of the OXC measurement used for the LSU.

Figure 5.5 shows a typical OXC function, with the positive ( ) and negative ( ) correlation
pulse, the combination of both ( ), and the �rst derivative of this function ( ). ¿e full
width at have maximum of the pulse is given by w+ ≈ 1.76 ⋅ a+.
If the duration and position parameter are chosen in the right way, a small region, close to the
zero crossing, can be approximated by a linear function. In this region, where the sensor is usu-
ally operated in, the timing di�erence between both pulses is proportional to the measurement
output.
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5 LINK STABILIZING UNIT

5.1.3 Modeling of the Optical Fiber

¿is section shows how to model an optical �ber in combination with the given relative mea-
surement discussed in the last section. ¿e main question to be addressed is, if it is possible to
detect length changes at the end of the �ber.

Single fiber solution

Delay Delay

e−st1

e−st1

e−st2

e−st2

r = 0

dr

−

y1

d1

−

y2

d2

y4

−

y3

d3

Figure 5.6: Block Diagram of the optical �ber with a mirror at the end, including the reference
input r, di�erent disturbance inputs d●, and measurement positions y●.

Figure 5.6 shows a block diagram for the timing of the laser pulse train where a single �ber is
used for the up- and downstream transmission. In the following, the time or frequency depen-
dence is omitted for the signals. ¿e timing error of the incoming pulse train is given by dr and
the reference value r can be used to achieve a constant shi of the pulse train. ¿e disturbance
inputs d1,2,3 are small length changes – compared to the period length of the pulse train – at
di�erent positions of the �ber. If an actuator, such as a piezo stretcher, is attached at a point of
the �ber, the length change due to the actuator acts like a disturbance. Later, the length change
induced by the piezo stretcher ∆l is considered at the position of d1.

¿e disturbance, d1, is active at the beginning and d3 is active at the end of the �ber. Choosing
the delays t1, t2, d2 can model a disturbance at an arbitrary point of the �ber. At the end of the
�ber link, a part of the pulse, y4, is used for the end-station and the other part is re�ected back
through the �ber. ¿is output y4 should be stabilized, but it is not measurable in the �nal setup.
¿e available measurement is given at y1.
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5.1 Modeling

Based on this structure, the solution with one �ber can be modeled with the transfer function,

y(s) = G(s)d(s) , where (5.8)

G(s) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣

e−s(t1+t2) e−s(t1+t2) e−s(t2) 1
0 0 0 −2(1 − e−s(2t2))e−s(t1) (1 − e−s(2t2))e−s(t1) −1 − e−s(2t2) −2e−s(t2)

1 − e−s(2t1+2t2) −1 − e−s(2t1+2t2) (−1 − e−s(2t2))e−s(t1) −2e−s(t1+t2)
⎤⎥⎥⎥⎥⎥⎥⎥⎦

(5.9)

and

y(s) = ⎛⎜⎜⎜⎝
y4
y3
y2
y1

⎞⎟⎟⎟⎠ , d(s) = ⎛⎜⎜⎜⎝
dr
d1
d2
d3

⎞⎟⎟⎟⎠ , t3 = t1 + t2 . (5.10)

¿e behavior for a very short �ber, where one pulse from theMLO is correlatedwith itself inside
the OXC, is given by setting the time delays t1 and t2 to zero. ¿e transfer matrix in that case is
given by

G(s)∣t1=t2=0 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 1
0 0 0 −2
0 0 −2 −2
0 −2 −2 −2

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (5.11)

¿is gives a �rst impression of the �ber properties. Dependent on the input of a disturbance
and the position of the measurement device, di�erent disturbances are observable or not. ¿e
end-station y4 always gets all disturbances, see �rst row of (5.11), while the measurement device
detects only disturbances in the �ber a er they occur, compare the following rows. Moreover,
the disturbances of theMLO are not visible at the measurements but at the end-station, see �rst
column.

In the �nal setup, the input d1 is used for the actuator and the output y1 for the measurement.
¿e steady state y1 should be controlled to zero. It follows that

y1 = 0⇒ d1 = −d2 − d3 . (5.12)

From this, it follows, for the steady state, that

y4 = dr + d1 + d2 + d3 = dr − d2 − d3 + d2 + d3 = dr . (5.13)

¿is means that with the single �ber, where disturbances are equally added up- and down-
stream, given it is a short �ber, it is possible to cancel the disturbances that are behind the
measurement device. Disturbance before that device are not observable in this case and the
controller is not capable of compensating for these.
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Two fiber solution

Delay Delay

e−st1

e−st1
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d11

d12
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y2
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−

y3

d31

d32

Figure 5.7: Block Diagram of the setup with two optical �bers, a mirror at the end, the reference
input r, di�erent disturbance inputs d●, and measurement positions y●.

¿e second example is shown in Fig. 5.7. ¿is block diagram depicts the case if two di�erent
�bers are used for the down- and upstream or if the path in the actuator chain is not symmet-
rical. ¿us the total disturbance input is given by

d(s) = (dr d11 d12 d21 d22 d31 d32)T , (5.14)

where d●1 are the disturbances acting on the upstream and d●2 on the downstream path, respec-
tively. ¿e transfer matrix for a short link is than given by

G(s)∣t1=t2=0 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 1 0 1 0 1 0
0 0 0 0 0 −1 −1
0 0 0 −1 −1 −1 −1
0 −1 −1 −1 −1 −1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (5.15)

In this case, the �ber end gets all upstream disturbances (�rst row) but the measurement de-
vices observes all up- and downstream disturbances. For the steady state control case with the
actuator on d11 and the measurement y1, it follows that

y1 = 0⇒ d11 = −d21 − d31 − d32 − d22 − d12 and (5.16)

y4 = dr − d32 − d22 − d12 . (5.17)

If, for example, a disturbance is present on channel d31 and exactly the opposite disturbance
enters on channel d22, the pulse timing on y3 changes whereas the timing on y1 stays the same.
¿is unwanted behavior justi�es the single �ber solution and shows that it is important to pass
all actuators on the up- and downstream path in the same way. ¿is example was not done in
one of the �rst LSU designs [KK10]. A similar discussion, from a non-system-theoretic point
of view, is performed in [Sch11] and leads to the same results.
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5.1 Modeling

Bode diagram of the fiber transfer function

In the case of a spatially extended �ber, the whole transfer matrix (5.9) is required. ¿ere are
two characteristic functions depending on the �ber length. ¿ese are

Gy1dr = Gr(s) = 1 − e−s 2t3 and (5.18)

Gy1d1 = Gd(s) = −1 − e−s 2t3 , (5.19)

where t12 is the delay due to the �ber. ¿e other parts of (5.9) are just combinations of these two
with di�erent and additional time delays.

¿e bode diagram of these transfer functions is shown in Fig. 5.8. Gr(s) is given on the le and
Gd(s) on the right side. A short �ber of 114m ( ) with a traveling time of 2t3 = 0.558 µs , a
�ber of 416m ( ) and 2t3 = 4.076 µs, and a long �ber of 4.162 km ( ) and 2t3 = 40.760 µs
are shown.
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Figure 5.8: Bode diagram of Gr (le ) and Gd (right) for the short test link ( ), the FLASH
link ( ), and the long test link ( ) with the piezo resonance ( ), the MLO
bandwidth ( ), and the DAC sampling rate ( )
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5 LINK STABILIZING UNIT

¿e magnitude of Gr(s), i. e. the transfer from the MLO to the measurement, goes to zero for
small frequencies. Dependent on the �ber length, the magnitude increases to a maximum of
≈ 3dB for higher frequencies. A er that, maxima and zero transmissions are repeated. For
spatially extended �bers this also means low frequency disturbances induced by the MLO are
not transmitted. Higher frequencies can be transmitted with a maximum gain of 2.

For the transfer function, Gd(s), a similar behavior can be observed. For low frequency dis-
turbances the gain is given by ≈ 3dB. A er a �rst cancellation the same behavior as at Gr(s) is
given. An important point is that the minima of Gd(s) are the cancellation of Gr(s) and vice
versa.

Figure 5.9 shows the same bode diagram from the top view to visualizes the �ber length depen-
dence. ¿e frequency is given on the x-axis, the y-axis denotes the length of the �ber and the
magnitude is indicated by the greyscale.
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Figure 5.9: Amplitude plot of Gr (le ) and Gd (right) for the short test link ( ), the length of
FLASH ( ) and the long test link ( ) with the �rst piezo harmonic ( ), the
MLO bandwidth ( ) and the DAC sampling rate ( ).

For a short link length with t3 → 0, the approximation

Gr(s) ≈ 0 and Gd(s) ≈ 2 , (5.20)

can be used and shows the behavior observed in previous experiments. Changes from theMLO
are not measurable on the sensor but those due to length deviations of the �ber are.

If long links (L ≫ 2 km) in combination with high frequencies ( f ≫ 10kHz) are used, like in
the XFEL, these e�ects are relevant. In the succeeding subsections, the dynamic behavior of
available link setups are identi�ed. With these measurements, the theoretical assumptions are
validated.
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5.1.6 Dynamic behavior with a short optical fiber

In the �rst approach, a white boxmodel, based on the Butterworth-VanDyke equivalent circuit,
introduced in Sec. 3.2, is used for the �ber stretcher. ¿e di�erent circuit components, shown
in Table 5.1, are given in [�PZ2] and [�PZT4].

Table 5.1: Data of the piezoelectric �ber stretcher.

Electrical Part 1st Harmonic 2nd Harmonic

Resistance [Ω] 5 20 3.3
Inductance [mH] - 15 0.7
Capacitance [nF] 75 5 12

With these values, the model for the piezo actuator GPiezo(s), mapping an excitation u0 in [V]
to an optical �ber length change ∆l in [fs], is given by

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u̇0
i̇1
u̇1
i̇2
u̇2
∆l

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−2.67 ⋅ 106 −13.3 ⋅ 106 0 13.3 ⋅ 106 0 2.67 ⋅ 106

66.7 −1.33 ⋅ 103 −66.7 0 0 0
0 200 ⋅ 106 0 0 0 0

1.43 ⋅ 103 0 0 −4.71 ⋅ 103 −1.43 ⋅ 103 0
0 83.3 ⋅ 106 0 0 0 0

12.67 0 12.67 0 12.67 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u0
i1
u1
i2
u2
u

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (5.21)
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Figure 5.11: Bode diagram for piezoelectric actuator normalized to a length change of 1 ps, with
the electrical part ( ), the 1st ( ), and 2nd Harmonic ( ), the length change
∆l ( ), and the length change including the PZT4 ( ).
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5.1 Modeling

Figure 5.11 shows the transfer function of the PZT4 ( ), the electrical part of the piezo ( ),
both harmonics ( ) and ( ) and the combined displacement ∆l ( ).

Adding the sensitivity of the OXC and the simpli�cation for a short �ber yields

GShort(s) = −2 ⋅ foxc ⋅GPiezo(s) . (5.22)

¿e expected response of the white box model ( ) and the measured response ( ) are
shown in Fig. 5.12. To compare both measurements, it is crucial to capture the measurement
function fOXC and normalize their responses. ¿e current pulse power and the pulse shape
can be di�erent, which changes the slope in the linear range. However, the normalized ( )
response in [ps] can be compared with the white box model.
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Figure 5.12: Step response of the short links setup GShort(s), showing the excitation volt-
age ( ), the sensor measurement in [ V

Vmax
] ( ) and in [ps] ( ), and the white

box model response ( ) in [ps].
According to [�PZ2], the �rst harmonic of the piezo stretcher is at a frequency of 18 kHz, which
is con�rmed by the measurement in Fig. 5.12. ¿e second harmonic at 56 kHz leads to an ad-
ditional oscillation shown the right magni�ed part. ¿is e�ect is not observed in the measure-
ment. One reason could be that this oscillation is damped more than the white box model
assumes. An other possibility is that this mode excites the piezo stretcher in a shears move-
ment that does not change the perimeter and therefore the �ber length. ¿e principle modes
of a thin-walled cylinder are e. g. illustrated in [WM05].

Furthermore, the damping of the �rst mode and the static gain of the white box model do not
match with the experiment. To validate the theoretical model, the system is excited with PRB

95



5 LINK STABILIZING UNIT

and BLWN signals in order to perform a black box identi�cation using the subspace identi�-
cation method.

As a �rst step, the system order is estimated using the sorted singular values of the Hankel
matrix. A selection of characteristic measurements are given in Table 5.2.

Table 5.2: Singular values of the Hankel matrix for di�erent measurements.

fmax [kHz] 1st 2nd 3rd 4th 5th 6th 7th

steps - 5.774 5.326 0.2631 0.1056 0.08177 0.06484 0.05424
prbs 2 50 2.274 2.092 0.09332 0.07500 0.07119 0.06113 0.05739
prbs 4 25 19.854 18.484 0.4948 0.1679 0.1164 0.04638 0.01696
noise 1 100 1.569 1.469 0.08839 0.04336 0.03391 0.01815 0.01313
noise 4 25 19.924 18.489 0.2992 0.07749 0.01328 0.009518 0.007852

¿e�rst two singular values are in the sameorder ofmagnitude andmuchhigher than those that
follow. ¿is indicates a dominant second order behavior, in this case the �rst piezo harmonic.
¿e third singular value is an order of magnitude lower, but still higher than what follows,
indicating an additional pole. In the classical model it is assumed that this low pass is given by
the capacitance of the piezo. Figure 5.11 shows the bode plots of the transfer function of this
part ( ) and the low pass due to the piezo ampli�er ( ). ¿e crossover frequency of this
low pass is at a much smaller frequency. For this reason, this third pole is very likely induced
by the piezo ampli�er. For the high frequency excitations, the fourth and � h singular values
are indicating a second pole pair, the second piezo harmonic.

ForGPiezo(s) a third order model and a � h order model are identi�ed using the n4sidmethod.
¿e le part of Fig. 5.13 shows the poles and zeros for a third, and the right part for a � h order
model.

¿e third order model shows a light damped pole pair at ≈ 18 kHz for all runs. ¿e pole at the
range of the PZT4 low pass is identi�ed for all data sets except the step excitation. In that case
the pole is estimated at higher frequencies.

¿ePRB signals and the fast noise excitation lead to the same results using the � h ordermodel.
¿e poles at the �rst and second harmonic and the low pass of the piezo ampli�er are identi�ed
at expected positions in the complex plane. However, zeros are not �tting with the white box
model. ¿e identi�ed complex zero is at a little lower frequency as the second pole pair and
not at a higher one as predicted. In the case of the step response, the single pole is estimated at
a higher frequency than expected. For the low frequency noise excitation the second pole pair
does not �t.

Prior to the identi�cation process, the time delay, shown in the le magni�ed part of Figure 5.12
is estimated and removed from the data set. Even though the right half plane zeros in the
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Figure 5.13: Poles and zeros of GShort(s), identi�ed with the data set steps ( ), prbs 2 ( ),
prbs 4 ( ), noise 1 ( ) and noise 4 ( ), and the white box model ( ).

identi�cation are sensitive to further small variation of the data alignment. ¿is could be caused
by time delays modeled by those zeros.

¿e estimated delay amounts to three to four samples of the computing frequency of 500kHz,
i. e. 6 to 8 µs. ¿is delay and its variation could be induced by the LLL, and the communication
between the computing AMC and the FMC20 sending the data to the PZT4. In the �nal setup
the control value is send via an optical link to a di�erent crate. ¿is scheme includes three LLL
communication lines and four boards. It is likely that the time delay for this setup will increase.

Table 5.3 shows the cross validation of the two model types with respect to the other data sets.
For the third order model the one identi�ed using the prbs 1 data shows the best �t in the time
domain and for the � h order model the one identi�ed from the prbs 4 data set.

Table 5.3: Cross validation of the di�erent measurements and models for the LSU.

3rd order model 5th order model

steps prbs 1 prbs 4 noise 1 noise 4 steps prbs 1 prbs 4 noise 1 noise 4

steps 95.64 87.28 85.75 91.56 79.56 82.47 74.59 85.97 70.74 77.97
prbs 1 72.10 89.88 89.71 84.23 77.18 57.56 55.68 82.78 44.30 77.34
prbs 4 74.38 91.97 93.18 87.86 77.48 59.73 50.22 82.11 37.61 76.01
noise 1 79.22 84.91 84.91 87.04 71.13 62.97 45.56 76.39 33.59 69.98
noise 4 53.27 78.03 77.02 67.87 93.38 47.50 53.91 72.74 45.19 89.37

avg. 74.92 86.41 86.11 83.71 79.75 62.05 55.99 80.00 46.28 78.13
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Figure 5.14 shows the bode plot for the third (le ) and the � h order model (right).
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Figure 5.14: Bode diagram for GShort(s) with three (le ) and �ve (right) states, identi�ed with
the data set steps ( ), prbs 2 ( ), prbs 4 ( ), noise 1 ( ), and noise 4 ( ),
and the white box model ( ), normalized to a timing change of 1 ps.

¿e chosen third order model GShort(s) is given by the state space model,⎡⎢⎢⎢⎢⎢⎢⎢⎣

ẋ1
ẋ2
ẋ2
y

⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣

−666.7 1.137 ⋅ 105 0 3.203 ⋅ 105

−1.137 ⋅ 105 −666.7 0 1.273 ⋅ 105

0 0 −1.818 ⋅ 105 5.542 ⋅ 105

0.7876 0.5756 −0.7747 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x1
x2
x3
u

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (5.23)

In the following, the model equation and controller parameter are scaled in time by 1000, ac-
cording to Sec. 3.1.1, and the negative sign of the plant is removed in order to use a negative
feedback with positive tuning parameter. ¿is has numerical advantages and simpli�es the
tuning, but requires a rescaling prior to uploading the controller to the real system.

Moreover, the model (5.23) includes the small link approximation (5.20) leading to a factor 1/2
if used for long links.
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5.1 Modeling

5.1.7 Dynamic behavior with a long optical fiber

In the next step, a ≈ 3 km long �ber is connected to the LSU to validate the assumptions given
in the previous section. ¿e simpli�cation for the short �ber (5.20) is thus not valid anymore,
and the model, shown in Fig. 5.15, should be used. ¿is model is a simpli�cation of Fig. 5.10.

KLSU(s)
1
2Gshort(s) 1 + e−s2(t1+t2)

e−s(t1+t2) y4

u v

d i

r
e

y1

ym
−

do

n

Figure 5.15: Control loop for the long link setup, with the additional link end output y4.

¿e transmission zeros of the �ber transfer function (5.19) are an important property of this
system. ¿ese lead to the step response depicted in Fig. 5.16. For the short link of 114m ( ),
the measured response (le ) has a factor two larger amplitude compared to the response at the
link end (right). If the link length is increased to 1 km or 2 km, the amplitude of the oscillation
decreases while the steady state gain remains the same. ¿e response at the end-station is just
delayed by the length of the �ber. ¿e frequency and amplitude is not changing. If the �ber
reaches a length of 2.824km, the timing change of the upstreampulse induced by the oscillation
of the piezo resonance and the one of the downstream pulse are compensated. ¿e oscillation
of the piezo mode is not visible at the measurement even though this vibration is present at the
end-station. ¿e same occurs if disturbances are present in the accelerator. If the elements in
(5.9) are zero for certain frequencies at certain �ber positions the in�uence can not be detected.
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Figure 5.16: Simulated output y1 (le ) and y4 (right) to a step input of the open loop LSU with
the short ( ), 1 km ( ), 2 km ( ), and a 2.824km ( ) long �ber.

99



5 LINK STABILIZING UNIT

0 0.1 0.2 0.3 0.4 0.5
0

2

4

6

8

10

12

Time [ms]

O
u
tp
u
t
y 1
[V
]

0 0.1 0.2 0.3 0.4 0.5
0

2

4

6

8

10

12

Time [ms]

O
u
tp
u
t
y 4

[a
.u
.]

Figure 5.17: Simulated output to a step input of the open loop LSU with a 2.824km ( ),
3.5 km ( ), and the maximum �ber of about 4.162 km ( ) compared to the
scaled measurement of an experimental link with a 4 km ( ) long �ber.

Figure 5.17 shows the behavior if the link length is increase above this point. With a length of
3.5 km ( ) to 4.162 km ( ) the amplitude of the oscillation increases. A characteristic prop-
erty ot the time response is the �rst oscillation before 0.1ms, where only the timing change of
the downstreampulse ismeasurable at the LSU.A er the travel time, the upstreampulse arrives
at the sensor and the full magnitude is visible. ¿is predicted behavior is thenmeasured ( ).1

With the short �ber, Gshort(s), the transfer function, from ∆l to y1, for the long �ber is given by

GLong(s) = 12GShort(s)(1 + es2t3) , (5.24)

where t3 = t1 + t2 is the pulse travel time inside the �ber for the up- or downstream path. With
the length of the �ber l , the refractive index n and the speed of light c, given by t1 = t2 = lnc−1.
¿e �ber with its output y4 can be modeled as shown in Fig. 5.18.

[ e−st3 0
0 e−st3

]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0
1 0 1
1 0 0
0 1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∆l
y1

y4

Figure 5.18: LFT model of the �ber link

1Due to a di�erent OXC gain, the response is scaled to have the same steady state value as Fig. 5.16.
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5.1.8 Dynamic behavior with the non-linear measurement function

In the next modeling step, the non-linear characteristic of the OXC measurement, introduced
in Sec. 5.1.2, is added. ¿is behavior is important to take into account if the disturbances are
large, due to a long �ber or if the measurement principle is used in the L2L application.
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Figure 5.19: Typical measurement of fOXC (le ) with the positive ( ), negative ( ), and the
di�erence ( ) of the correlation pulses, and a step response leaving the linear
region (right) with the additional excitation ( ).

¿e le part of Fig. 5.19 shows a typicalmeasurement function, captured by a voltage sweepwith
the piezo stretcher. ¿e di�erence of the minimum yoxc,min and maximum yoxc,max is typically
given due to the optical setup as amaximum timing change of ≈ 500 fs. If the system is operated
outside this region the behavior shown on the right part of Fig. 5.19 is given. Even though the
piezo stretcher oscillation is unchanged themeasurement does not show this behavior anymore.
¿e timing changes outside of yoxc,min to yoxc,max are mirrored back to the linear range.

¿e non-linear system for the LSU is given by the combination of (5.23) and (5.5) leading to

ẋ = AShort x + BShort u (5.25a)

ym = P+
cosh2 ( d++2(CShortx+d●)

a+
) −

P−
cosh2 ( d−−2(CShortx+d●)

a−
) , (5.25b)

where the matrices are given by (5.23), which is structured as follows

[ ẋ
y
] = [ AShort BShort

CShort 0
] [ x

u
] . (5.26)
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5.1.9 Laser Power Dependency of the Measurement Function

In Fig. 5.20 a low frequency voltage sweep at the piezo stretcher is performed and theOXCmea-
surement function for the short setup is shown. An Erbium-Doped Fiber Ampli�er (EDFA),
located in the �ber behind the actuators, ampli�es the laser pulse in the LSU and has an direct
in�uence on the parameters P+ and P− in (5.5). Di�erent Laser Diode Driver (LDD) currents,
i. e. pulse power settings, are measured. ¿e positive and negative diode responses are given in
the le plot, whereas the di�erent signals from the OXC are given in the right plot.
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Figure 5.20: Measurement of fOXCwith di�erent LDDcurrents, of 250mA ( ), 300mA ( ),
325mA ( ), 350mA ( ), 375mA ( ), 400mA ( ), and 450mA ( ). ¿e
applied normalized piezo voltage during the sweep is given in ( ).

¿e LDD current has a direct in�uence on theOXC sensitivity and is chosen such, that the slope
in the linear range has a high value without saturating the single diode input channel. With a
current of 350mA ( ), the sensitivity2 within the linear range of the short link setup with the
AD84, and Vmax = 2.339V is given by

ḟOXC(∆l)∣∆l(0) ≈ (799 fs
V/Vmax

)−1 ≈ (0.34 fs
mV
⋅ 1V)−1 ≈ 2.94 mV

fs
⋅ 1

1
V
, (5.27)

¿e timing change during the voltage sweep, shown in Fig. 5.20, is given by

∆l(t) = 4 ⋅ 19 fs
V´¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¶

k l su

⋅ 40V

´¸¶
kpzt4

⋅u(t) , (5.28)

where u(t) is the applied normalized voltage in a range of ± 1, kpzt4 is static gain of the piezo
ampli�er and kl su is the static gain of the piezo stretcher in the given setup, compare to [�PZ2].
2V/Vmax is used to emphasis that normalized voltage implemented on the FPGA with a range of −1 to 1 is used.
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5.1.10 Time Varying Behavior of the Measurement Function

Section 5.1.2 shows, that the OXC measurement depends on the alignment of the optical setup
and di�erent pulse parameter, like pulse amplitude andwidth. Besides the optical length, a tem-
perature and humidity change also in�uences these parameter. ¿is leads to a slowly varying
measurement function foxc.
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Figure 5.21: Measurement of fOXC over several days, with minimum and maximum of the pos-
itive ( ), the negative ( ), the di�erence of both correlation pulses ( ), and
the minimum and maximum sensitivity ( ).

Figure 5.21 shows the maximum and minimum variation of foxc ( ) over a period of three
days. All parameters, i. e. the amplitude, the width, and alignment of the single pulses ( )
and ( ) are variable with time.

¿e amplitude and width variation leads to a changing gain,3 with a minimum of ≈ 0.30 and
a maximum of ≈ 0.66. ¿is leads to a gain variation of ±37.5%. From this observation follows
the requirement, that the designed controller has to be robust against this gain change. If the
nominal value is unknown, the controller has to be robust against twice the gain variationwhich
is ±75%. If the system is operated over a longer time, and the minimum and maximum gain is
known, the robustness can be adjusted accordingly in order to increase the performance.

Another important property, shown in Fig. 5.21, is the variation of the pulse alignment, d+ and d−
in (5.5), leading to a bias of the measurement changes. In the general control loop, shown in
Fig. 3.1, this can be modeled by a non-zero mean at the noise channel n(t). New link setups
are designed in such a way, that this e�ect is minimized if it is induced by thermal expansion
of the link plate. For this reason, this measurement should be repeated with the �nal setup for
further validation.

3¿e shown measurement is not calibrated, thus units are omitted.
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5.1.11 Input and Output Disturbances

In the next step, the main disturbances are analyzed for the LSU. Possible input disturbances
for that system are

• Quantization of the DAC

• Fluctuation of the PZT4 high voltage power supply

Output disturbances of the loop, shown in Fig. 5.10, are e. g.

• Vibration, humidity, and temperature changes of the �ber

• Vibration, humidity, and temperature changes of the optical setup

• Phase noise of the laser pulse train

¿e in�uences are superimposed on the output and should be minimized by the closed loop
operation. To achieve this, the sensitivity function should be small, S(s)≪ 1 for the frequencies
ranges where the disturbances occur.

¿e quantization error is, according to Sec. 3.4.3, given by

e∆t = 4 ⋅ 19 fsV ⋅ 80V ⋅
1
2N

. (5.29)

¿epulse passes the piezo four timeswhere the piezo sensitivity is 19 fsV−1, according to [�PZ2].
¿e piezo is excited by an DAC with N bit. Table 5.4 shows the values for common ADC reso-
lutions. ¿e ADC that is used at the PZT4 has 18 bit, as for the MLO system.

Table 5.4: Timing Change dependent on the ADC resolution and frequency.

Resolution [bit] 14 16 18
Numerical Value [10−6] 122.070 30.518 7.629

Voltage [mV] 4.883 1.221 0.305

Timing Change [fs] 0.371 0.093 0.023
Optical Path Length Change [nm] 158.203 39.551 9.888

¿e lower limit in timing change shown in Table 5.4 is well below the required range of≪ 1 fs.
¿e same is true of the in�uence of the PZT4 high voltage power supply. For that the voltage
read back is used. Even with the added noise of the ADC to this channel, the RMS value of the
read back is 2.4mV, which leads to an upper limit of the input disturbance of 0.181 fs.

Temperature and humidity changes are occurring in the frequency range of hours. ¿ese e�ects
are captured by the integral behavior of the controller and by the coarse tuning to avoid a steady
state error.
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Figure 5.22: MLO phase noise transmitted to the measurement for short links with a locking-
bandwidth of ≈ 10Hz ( ), ≈ 88Hz ( ), ≈ 873Hz ( ), and ≈ 3.464kHz ( ).

Figure 5.22 shows the phase noise of the disturbance induced by theMLO for the short test link.
¿e phase noise of the pulse train depends on the MLO complementary sensitivity function
( ) and is transmitted to the end of the link. ¿is phase noise is decreased by the �ber transfer
function ( ) for the measurement, as introduced in Sec. 5.1.3.

In the frequency range below the intersection of MO andMLO, an increase of the MLO closed
loop bandwidth leads to a decrease of the disturbance acting on the LSU, by the reduction of
the MLO jitter. In the range above this intersection an increase leads to an ampli�cation of the
disturbance, due to the �ber transfer function that increases the sensitivity at those frequen-
cies. In order to avoid disturbances in the range of the LSU closed loop bandwidth, the MLO
controller should not be tuned too aggressively.

¿emeasurement of this behavior is given in Fig. 5.23. For a low bandwidth setting (upper le )
a low frequency oscillation is visible and disappears for a higher bandwidth (upper right). If the
bandwidth is further increased (bottom) a high frequency disturbance of the signal is visible,
which �ts to the theoretical prediction.

Figure 5.24 shows the MLO disturbance if the �ber length is changed. ¿e short links ( )
has the maximum disturbance at ≈ 200Hz to ≈ 800Hz at a level of −60dBfs/Hz. If the length is
increased, ( ) and ( ), the disturbance is ampli�ed by the same factor as the length change
until the notch occurs due to the �ber transfer function (5.18).

To suppress all occurring disturbances mentioned in this section, the closed loop bandwidth
can be chosen in the range of the piezo dynamics.
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Figure 5.23: Step response of the LSU with a short �ber with a MLO locking-bandwidth of ≈
10Hz ( ), ≈ 88Hz ( ), ≈ 873Hz ( ), and ≈ 3.464kHz ( ).
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Figure 5.24: MLO phase noise measurable as a disturbance at the link with the short ( ), the
FLASH ( ), and the longest XFEL ( ) �ber, the relevant transfer �ber func-
tions ( ), and the complementary sensitivity function of the MLO loop ( ).
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5.1.12 Measurement Noise

¿eminimum measurement noise for the LSU is given by the input quantization and the sen-
sitivity of the OXC measurement. ¿e signal of the OXC is captured with an AD84 RTM with
a resolution of 16 bit. ¿e sensitivity of the measurement depends on various parameters and
is usually in a range of 468 fs

V/Vmax
to 4678 fs

V/Vmax
, leading to the lower error bound shown in

Table 5.5, which is well below the requirements.

Table 5.5: Timing Change dependent on the ADC resolution and frequency.

Resolution [bit] 16 18
Number [10−6] 30.518 7.629

Sensitivity [ fs
V/Vmax

] 468 4678 468 4678

Timing Change [fs] 0.014 0.143 0.004 0.036

Other noise sources are e. g.

• Non-linearities, shot noise, and voltage bias of the photo diode

• Vibration, humidity, and temperature changes of the optical setup

• Amplitude �uctuations of the pulse train

• Additional light captured by the photo diode

An important point in the general control loop, see Fig. 3.1 is, that the disturbances do should
be in a lower frequency range than the noise n. If this is the case and the closed loop bandwidth
is placed in between, the disturbance is transmitted with S(s)≪ 1 and the noise with T(s)≪ 1.

If both, disturbance andnoise, are in the same frequency range, equation (3.15) limits the perfor-
mance. If the disturbance is suppressed, (S(s)≪ 1) the noise n is added to the output, T(s) ≈ 1.
On the other hand, if the controller doesn’t react to the noise, T(s) ≪ 1, the disturbance do is
passed to the output y, S(s) ≈ 1.
¿e measured output ym, visible on the control system, doesn’t have this behavior. ¿e transfer
function from do to ym and the one from n to ym are both given by S(s). ¿e in-loop jitter ym
is lower if the bandwidth increases but the noise, acting below the closed loop bandwidth, is
added to the output y that is not visible in ym. ¿is could give the wrong assumption about the
proper choice of the control loop bandwidth.

An intuitive example, which depicts this e�ect of low frequency measurement noise is shown
in Fig. 5.25. Additional light in the laser room is captured by the photo diode and visible in the
open loop (le ). ¿is ≈ 100Hz noise is added to the measurement ym ( ).
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Figure 5.25: Open loop (le ) and closed loop (right) response, with no LSU plate cover (top),
with LSU cover (middle) without light in the laser room (bottom), with the OXC
measurement ( ) and the controller output ( ).

If the feedback loop is closed4, the controller output compensates parts of this e�ect and the
inverse of the noise is visible at the controller output ( ). With ym(t) = y(t) + n(t) it is
obvious, that, if the in-loop signal ym(t) has a reduced e�ect on this noise n(t), the out-of-
loop signal y(t) has added the inverse of this unwanted component.
If the LSU plate cover is closed (middle) the additive noise is only slightly reduced. Still, the
lenses at the balanced detector capture the ambient light. ¿is e�ect is e. g. gone (bottom) if the
cover of the LSU is currently placed as shown in Fig. 5.26, where both lenses are fully covered.
Other ways are to fully close the cover of the optical table or turn the light in the laser room
o�. ¿is shows, that the cover of the LSU plate should be extended to cover the lenses of the
balanced detector. ¿is would allowmaintenance work on the optical table without imprinting
the ambient light on the end-station of the links.

4¿e PI controller designed in Sec. 5.2.1 is used.

108





5 LINK STABILIZING UNIT

5.1.13 Additional State Access by Current Measurement

¿e excitation of the piezo stretcher ∆l is not directly measurable. ¿e transfer function of the
�ber and the characteristic of theOXCmeasurement are superimposed. Moreover, the di�erent
disturbance and noise e�ects are added with frequency components below the piezo resonance.
¿is imposes limitations that could not be overcome with this setup.

If there is another measurement to access GPiezo(s) it could be possible to decouple the task
of damping piezo vibrations and therefore to optimize the link behavior. ¿is could lead to a
simpler controller design and gives more degrees of freedom for the overall control. Such an
additional measurement is the piezo current. As stated in Sec. 3.2, the charges of the equivalent
circuit are related to the displacement of the piezo surface, whereas the current is related to the
velocity of this displacement.
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Figure 5.28: Response of the LSU to multiple steps, with balanced detector signal ( ), the
current ( ), and the current scaled to the same dynamic range ( ).

Figure 5.28 shows the current ( ) compared to the measurement of the OXC ( ) for a step
applied to the piezo. ¿e right part shows the noise in the steady state. If the rawmeasurements
are compared, the current noise is in the range of the last 5 of 18 bit, which is 1/44 of the OXC
noise. If the current signal is ampli�ed by a factor of 20, ( ), the same dynamic range for an
excitation is reached. Still, the noise is 1/2 of the OXC noise even though also the ADC noise is
also multiplied by this factor.

An important advantage is that the new measurement is not in�uenced by the �ber transfer
function nor transformed by the non-linear mapping of the OXC, for these reasons the di�-
culties in Sec. 5.1.7 and Sec. 5.1.8 are neglected. ¿e transmission zero of the �ber is not present
and the oscillation of a link with an unsuitable link length can be suppressed. ¿e control of
the piezo dynamics and the rejection of �ber disturbances can be decoupled using a Multiple
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Input Multiple Output (MIMO) controller or a cascaded control structure, dependent on the
later designed bandwith for both purposes.

An inner control loop can be used to highly damp the piezo dynamics, while an outer loop
sets the required length change, ∆l , which stabilizes the optical length of the link. Due to the
PZT4 read-back update rate of only f ≈ 110 kHz, which is just �ve times faster than the piezo
resonance, and the FMC20 board that is not synchronized to the computation board, leading,
from the controller point of view, to a variable time delay of about one or two samples, this
analysis was postponed. It is reasonable to increase the sampling rate and synchronize both
boards. ¿is is possible with modi�cations at the hardware and �rmware level. If these changes
are done, the explained strategy should be investigated and studied further.

5.1.14 Hysteresis and Creep

In the last step, the hysteresis and creep, introduced in Sec. 3.2.2, are analyzed. Like in theMLO
case, a slow triangle voltage is applied in the open loop and the response is captured.
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Figure 5.29: Time response (le ) andmeasurement change to input voltage behavior (right) for
excitations with an amplitude of 1% ( ), 2.5% ( ), 5% ( ), and 10% ( )
close to the working point.

¿e le part of Fig. 5.29 shows the excitation and the measured response for di�erent ampli-
tudes. ¿e right part of Fig. 5.29 shows the measured sensor voltage dependent on the applied
voltage. ¿e hysteresis e�ect is not visible for the piezo stretcher in the LSU. If the amplitude is
increased, the non-linearity due to the measurement function is more dominant, which is the
saturation like behavior of ( ) le side of Fig. 3.5.

¿e creep is also negligible for the LSU. To compensate for the disturbances acting on the sys-
tem, an excitation of the controller is required, which is much faster than this e�ect.
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5.1.15 Conclusion and Uncertainties

¿is section showed the modeling of the LSU. ¿e dynamic properties of the system are given
by the behavior of the piezo crystal, the piezo ampli�er, the measurement with an OXC and
a balanced detector adding a non-linear measurement function. If the spatial length of the
�ber is extended, a time delay component is added. From a control theory point of view, the
stabilization of the LSU is a disturbance rejection problem.

¿e piezo dynamics can be modeled by a third order system, modeling the �rst resonance and
the low pass behavior of the piezo ampli�er. ¿e resonances are predicted by a Butterworth-
Van Dyke equivalent circuit, but the expected zeros are not measured. If this is observed later
it should be analyzed. Moreover, the current model only contains one resonance mode, which
could be increased.

¿e resulting transfer function of the spatially extended �ber is discussed in Sec. 5.1.3 and pub-
lished in [Heu+15b]. ¿e transfer function for the �ber with the di�erential measurement con-
tains a transmission zero. If the �ber reaches a critical length the mode of the piezo dynamics
can be hidden and the phase of the transfer function changes. ¿is has to be considered in the
controller design and imposes limitations. An additional fast measurement of the piezo current
can be used that has no transmission zeros.

¿e measurement by the OXC is sensitive to various in�uences and changes its gain over time.
¿e initial gain can be calibrated, but for the time dependent changes the controller should be
designed to be robust against these. If the OXC should be used outside the linear region an EKF
can be used as a �rst approach.

Additionally, some main disturbance and noise e�ects are shown. A main issue for this system
is that they could be in the same frequency regions. If this is the case, both disturbance and
noise, can not be compensated for at the same time. ¿e discussion shows, that the closed
loop bandwidth is limited by the expected noise of the measurement setup. If the bandwidth
is decreased to minimize disturbances, it is not allowed to have noise in the same frequency
region. For this reason, a further analysis and classi�cation of the contributing disturbance and
noise e�ects should be done.
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5.2 Linear Controller Design for Short Links

In this section, a controller for the LSUwith a short �ber is developed. ¿e general control loop
is used with the plant Gshort(s), i. e. the third order model identi�ed in Sec. 5.1.6.
5.2.1 PI Design

Like in the MLO case, the �rst control approach is the PI controller implemented on the VME
system. It will be used as a reference for performance comparisons of the following designs.
¿e transfer function is given by

K(s) = Kp +
Ki

s
= Kp (1 + 1

sTi

) with Ti = Kp

Ki

. (5.30)
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Figure 5.30: Root locus plot for the plantGshort(s) together with a proportional controller (le )
and an integral controller (right), with a positive ( ), and a negative ( ) KP

(le ) and KI (right).

Figure 5.30 shows the root locus plot if only a proportional gain (le ) or an integral gain (right)
is used. A positive ( ) KP leads to the instability of the pole pair and a negative ( ) to a
damping of the piezo resonance. Due to a non-zero mean disturbance, do, an integral behavior
is required tomove the output y to zero (as in 4.2.2). With only an integral part in the controller
the closed loop is just stable for small positive values ( ) of KI . If the value is increased, the
pole pair moves to the Right Half Plane (RHP) leading to an unstable closed loop.

If an PI controller is used, the closed loop contains a zero de�ned by

s +
1
Ti

= s + Ki

Kp

= 0 . (5.31)
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Figure 5.31: Root locus plot for the PI controller with positive Ti (le ) and negative Ti (right)
and with positive ( ) and negative ( ) KP.

¿e le part of Fig. 5.31 shows the root locus plot for Ti = 0.05 with a positive ( ) and a
negative ( ) proportional gain. In this setup, the zero is in the Le Half Plane (LHP) but it
is not possible to decrease the oscillation and increase the damping of the pole pair without
moving the integrator pole into the unstable RHP.

For this reason, the root locus with a Ti = −0.05 and a positive ( ) and a negative ( )
proportional gain is shown in the right part of Fig. 5.31. ¿e drawback of this setup is an un-
dershoot of the step response due to the RHP zero. On the other hand it is possible to lower the
frequency and increase the damping of the dominant pole pair.
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Figure 5.32: Root locus plot for PI controller with a negative KP and a negative Ti in a range
from 5 ( ) to 0.05 ( ). ¿e right side shows a zoom of the origin.
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Figure 5.32 shows this plot for di�erent positive Ti in a range from 5 ( ) to 0.05 ( ), and
a negative one in the same range, ( ) to ( ). ¿e initial poles ( ) move along those
trajectories for di�erent loop gains. ¿e RHP zero moves further to the right for a smaller Ti ,
which minimizes the undershoot of a step response. On the other hand, a larger ratio prohibits
moving the closed loop poles to a high damping and smaller frequencies. Moreover, the closed
loop is less robust to changes in the loop gain.

¿e closed loop poles of the heuristically tuned controller ( ) are shown in Fig. 5.32. ¿e
time domain response of the closed loop to a test sequence is shown in Fig. 5.33. At a time of
0.5ms a reference change of 0.1 ps is applied. A er that a step disturbance on di(t) with a size
of 0.1

3.202
V

Vmax
leading to an open loop output change of 0.1 ps followed by a 0.1 ps step on do(t) at

2.5ms and the same step on the noise input n(t) at the time of 3.5ms.
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Figure 5.33: Simulated response of the heuristically tuned PI controller ( ) and the previ-
ous used integral controller ( ) to the test sequence with nominal plant. Fur-
thermore, the assumed plant variation are shown by an increased gain ( ), a
decreased gain ( ) gain.

Compared to the previous controller, KPI,old ( ), the heuristically tuned controller KPI ( )
has a much faster response and the resonance of the piezo is much more damped in the case of
disturbance and noise inputs. Still, it shows some oscillation. More over, the closed loop of KPI

shows an undershoot due to the RHP zero, which is an unwanted behavior.

Section 5.1.10 showed that the gain of the OXC function can vary during the operation, which
changes the loop gain. An 37.5% ( ) increased and decreased by the same factor ( ) still
leads to a stable behavior but changes the damping of the resonance.

¿e controller KPI has a reasonable behavior but the resonance should be further reduced using
other controller design methods.
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Figure 5.35: Response of the LQG controller with nominal ( ), increased gain ( ) and de-
creased gain ( ) plant compared to the heuristically tuned PI controller ( ).

5.2.3 S/KS and Four Block Design

¿enext design strategies based on the normoptimization, introduced in Sec. 3.7.4. ¿e transfer
functions S(s) and KS(s) are weighted with the generalized plant shown in Fig. 3.18 where theH∞ norm from r to z is minimized.

¿e GOF of the resulting closed loop is shown in Fig. 5.36. ¿e �lter 1/WS(s) ( ) for the sen-
sitivity function S(s) ( ), chosen such that low frequency components, i. e. up to the piezo
resonance, are suppressed and the �lter 1/WKS(s) ( ) which limits the controller action.
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Figure 5.36: GOF for the S/KS design, including S(s) ( ), T(s) ( ), SG ( ), KS ( ),
the weighting �lter 1/WS(s) ( ) and 1/WKS(s) ( ) and the plant ( ).
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With this generalized plant the peak in SG ( ) is not suppressed leading to a controller which
is very sensitive to input disturbances. ¿is is visible in the response to the test pattern, shown
in Fig. 5.37. ¿e dynamic behavior for the reference tracking at 0.5ms is good whereas the
closed loop starts ringing for a disturbance input at 1.5ms.
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Figure 5.37: Response of the S/KS controller to test sequence with nominal ( ), increased
gain ( ) and decreased gain ( ) plant compared to the LQG controller ( )

¿e disadvantage of the previous design leads to the next one. In this case also the disturbance
channel di is weighted. ¿e generalized plant for this case is shown in Fig. 3.19 in Sec. 3.7.4. ¿e
resulting GOF is shown in Fig. 5.38.
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Figure 5.38: GOF for the four block design, including S ( ), T ( ), SG ( ), KS ( ),
the weighting �lterW−1

S ( ),W−1
KS ( ), andW−1

di ( ) and the plant ( ).
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Figure 5.39: Response of the four block controller with nominal ( ) plant gain, increased
gain ( ) and decreased ( ) plant compared to the LQG controller ( )

5.2.4 Comparison

Table 5.6 summarizes the properties of the di�erent designs for the short link setup. ¿emodel
based controller show a performance increase compared to heuristically tuned KPI. If a more
sophisticated controller is used, the undershoot can be reduced and a further increase of the
performance is given.

Table 5.6: Properties of the di�erent LSU controller.

KPI,old KPI KLQR KSKS K4B

Performance rating 5 3 2 4 1
Automatic tunning 7 7 7 7 7

State Space Size (nx , ni , no) 2, 1, 1 2, 1, 1 4, 1, 1 7, 1, 1 7, 1 ,1
FPGA resources low low medium high high

¿e four block design has a slightly better response but a bigger controller order. ¿e seventh
order system is currently not implementable on the used FMC25 computing board. Consider
the direct implementation of the state space system equation shown in (3.8) with four states
one input and one output. For that case 24 multiplication units are required. If the number of
states is increased up to seven the number of multiplication units increases to 63. It is possible
to reduce the number of units by changing the algorithm to a serial implementation which
requires an increased computation clock for the controller. ¿e amount of multiplication units
on the current FMC25 boardwas not su�cient to implemented four controller with seven states
in Rapid-X even if a serial algorithm is used. For this reason, only the LQR controller will be
tested in the experiment.
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5.2.5 Experiments

¿is section shows the experimental results of the LSU system at the XFEL. Compared to the
identi�cation in previous section, the hardware changes from the SIS83000L to the FMC25.
Moreover, the setup and the link changes and the controller parameters are adjusted to the new
measurement gain fOXC(y)∣y=0. ¿e development of the �rmware used for this experiments is
shown in Appendix B and was one of the major tasks. In a �rst step the closed loop properties
are validated. A er that, the PI and LQG controller are compared against each other.

P Controller
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Figure 5.40: Measured response of the open loop ( ) and the P controller with a gain of
−0.05 ( ), −0.1 ( ), −0.15 ( ), −0.2 ( ), 0.001 ( ), and 0.002 ( ).

Figure 5.40 shows the measured response of the P controller to an input disturbance step on di .
¿e system behavior �ts with the prediction shown in the root locus plot in Fig. 5.30.

If a negative Kp is chosen (le part), the oscillation is damped e. g. with values of −0.05 ( )
and −0.1 ( ). For a value of −0.15 ( ) the closed loop poles are located on the real axis and
no oscillation occurs. If the gain is further increased to −0.2 ( ) the loop is unstable.

¿e response with small positive values of Kp is shown in the right part of Fig. 5.40. ¿ey de-
crease the damping compared to the open loop behavior ( ), e. g. 0.001 ( ) and 0.002 ( )
until an unstable behavior is reached at ≈ 0.00275.

¿e same experiment is performed with a pure integral controller. ¿e stable range is given by
Ki = 0 . . . 6.25. In this range the damping is slightly decreased until the unstable condition is
reached.
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5.2 Linear Controller Design for Short Links

PI Controller

Figure 5.41 shows the measured response of KPI to the sequence also used in the simulation.
¿e step on the disturbance output do at 2.5ms can not be performed with the given setup and
is omitted. ¿e undershoot of the response is given like predicted by the simulation, shown in
Fig. 5.33. ¿e oscillation, on the other hand, is damped much more than expected.
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Figure 5.41: Measurement of the proposed PI controller with a nominal ( ), increased ( )
and decreased ( ) OXC gain and of the former used controller ( ).

Compared to the previous control parameter ( ) the suggested one ( ) has a much faster
time response and suppresses in- and output disturbances.

If the loop gain, due to the OXC is decreased by ≈ 37.5% ( ) the response is slower than
the one with the matched plant gain. If the gain is increased ( ) by the same amount, the
response has a small overshoot.

¿e measurement shown in Fig. 5.41 is performed with an optimized link in terms of measure-
ment noise. ¿is noise depends on the proper choice of the optical setup on the LSU plate, the
correct length of the DCF, the light power and more properties. Comparing the �rst 0.5ms of
Fig. 5.40 and Fig. 5.41 shows the di�erence between a link with low and with highmeasurement
noise, respectively. ¿e following measurements are performed with the same link setup and
the same optical power, like used in Fig. 5.41.

Time delay of the final setup

¿e discrepancy in the oscillation can be explained by the time delay in the control loop. ¿e
measurements for the system identi�cation, see Sec. 5.1.6, are performed with a di�erent hard-
ware setup and the small delay, shown in Fig. 5.12, was neglected. ¿e time delay of the �nal
hardware, FMC25 with AD84 and FMC20 with PZT4 is depicted in Fig. 5.42.
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5 LINK STABILIZING UNIT

¿eresponse to a step ( ) for a �rmwarewith 500kHz ( ) and 1MHz ( ) and the internal
LLL communication is shown, as well as the response if the AD84DAC is usedwith the external
input of the PZT4 ( ) and ( ), respectively. ¿e internally computed model ( ), used
for comparison, starts with a delay of 2 samples which are given by the application part of the
�rmware. ¿e response of the measurement starts 5 (500kHz) and 10 samples (1MHz) a er
the excitation. ¿is leads to a time delay of ≈ 10 µs, which is true for the LLL and the external
connection. A direct connection between ADC and DAC of the AD84 leads also to delay of
≈ 10 µs, leading to the conclusion that this could be induced by the ADC sampling.
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Figure 5.42: Response to a reference step ( ), with a 500kHz ( ) and 1MHz ( ) �rmware
with LLL and with external connection ( ), ( ) compared to the model ( ).

With this additional delay taken into account, the time response changes like shown in Fig. 5.43.
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Figure 5.43: Simulation of the proposed PI controller without ( ) with an additional time
delay of 2.5 µs ( ) and 10 µs ( ).
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5.2 Linear Controller Design for Short Links

¿e oscillation of the response decreases if the delay is slightly increased and below the half of
the delaymargin of 21.4 µs. If the delay increases the oscillation appears again until the loop gets
unstable if the delay exceeds the delay margin. ¿e simulated behavior �ts the measurement
given in Fig. 5.41. ¿is behavior can be explained with the bode diagram of the closed loop
shown in Fig. 5.44.
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Figure 5.44: Bode diagram of the closed loop using a PI controller without ( ) with an addi-
tional time delay of 2.5 µs ( ) and 10 µs ( ) with the corresponding open loop
transfer functions of the time delays ( ) and ( ) and the unit gain ( ).

If the delay of the control hardware increases, the resonance peak is lowered. If the delay in-
creases above the delay margin the closed loop is not stable anymore. Coincidentally the new
hardware hits a delay which increases the performance of the system.

LQG Controller

¿e LQG design approach is tested next. ¿e controller KLQG, designed in Sec. 5.2.2 is not
stable. Figure 5.45 shows the achievable response if the controller parameters are chosen as

ρy = 1 ρi = 2.5 ⋅ 103 ρu = 50 Qe =
⎡⎢⎢⎢⎢⎢⎣
10 0 0
0 10 0
0 0 1

⎤⎥⎥⎥⎥⎥⎦
and Re = 0.5 . (5.35)

¿e behavior of the nominal gain ( ) is, due to requirement to change the parameter, much
slower than the simulated one. Moreover, the piezo resonance is only weakly damped. If the
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5 LINK STABILIZING UNIT

gain is increased ( ) an overshoot occurs and for a decreased ( ) gain the rise time response
decreases. ¿e oscillations remain unchanged.
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Figure 5.45: Measurement of the LQG controller with an additional time delay of nominal
plant ( ) and with increased plant gain ( ) and decreased plant gain ( ).

¿is raises the question if this behavior can also be explained by the additional time delay and
if this can be predicted by the identi�ed system model. ¿e simulation of the LQG controller
with and additional time delay is shown in Fig. 5.46. If the time delay increases the controller
does not damp the oscillation due to the phase change.
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Figure 5.46: Simulation of the LQG controller with an additional time delay of nominal plant
( ), increased plant gain ( ) and decreased plant gain ( ).
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LQG Controller with Pade Approximation

A common approach to handle time delays is the pade approximation, see e. g. [SP01], given by

e−st ≈ 1 − k1s + k2s
2 − . . . ± knsn

1 + k1s + k2s2 + . . . + kns
. (5.36)

A 2nd order pade approximation is added to the systemmodel (5.23), which increases themodel
order from 3 to 5. For this system the augmented LQG controller in Sec. 3.7.2 is designed. ¿e
required controller order increases, due to the integrator, to 6. ¿e result of this new controller
KLQG,pade is shown in Fig. 5.47. ¿e design parameters are chosen as

ρy = 1 , ρi = 2.5 ⋅ 103 , ρu = 25 , (5.37a)

Qe = [ √10 √10 1 1 1 ]T ⋅ [ √10 √10 1 1 1 ] , Re = 0.5 . (5.37b)

With themodeled time delay the synthesis controller is stable in contrast to the design in (5.35).
Moreover, the response is much faster and the closed loop more stabl. ¿is allows to further
tune the controller. Compared to the PI controller, the overshoot is smaller and the response
faster.

¿e drawback of this approach is that it is not yet possible to implement four of these controllers
on the �nal hardware. Nevertheless, with the Rapid-X tools it was easily possible to build a
�rmware which hosts only two controller in order to validate this approach in an experiment.
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Figure 5.47: Measurement of the LQG controller with pade approximation for the additional
time delay, with the nominal ( ), increased ( ) and decreased gain ( ) plant
compared to the PI controller ( )
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In-loop timing jitter

Up to now, the measurements are in-loop signals ym, given in [V/Vmax]. To convert those into
actual timing jitter the sensitivity of the optical setup has to be calibrated like introduced in
Sec. 5.1.9. ¿e sensitivity for the given measurement is ≈ 2.9 mV

fs or ≈ 789
fs

V/Vmax
.

Table 5.7: Steady state performance of the in-loop error ym for the LSU controller.

Time 1 s, 3 measurements 12 h with 1 s Interval

KPI,old KPI KLQR KLQR,pade KPI,old KPI KLQR,pade

Max peak [mV/Vmax] 6.040 2.518 2.764 2.171 13.069 9.079 4.875
Mean peak [mV/Vmax] - - - - 4.833 3.020 2.258

RMS [mV/Vmax] 1.045 0.380 0.443 0.276 1.205 0.415 0.273
Max peak [fs] 4.766 1.987 2.181 1.714 10.312 7.163 3.847
Mean peak [fs] - - - - 3.813 2.383 1.782

RMS [fs] 0.825 0.300 0.349 0.218 0.951 0.328 0.215

¿e performance of the controller in-loop signal is given in Table 5.7. ¿e long term measure-
ment are taken over a period of 12 h at night of three consecutive days. ¿e RMS and the peak
to peak values are calculated over a measurement interval of 1 s. ¿e maximum and the mean
of these peak to peak values are higher than the ones of a single short measurement. ¿e reason
for this is that, over the longmeasurement time, themotor coarse tuning is activated. ¿is leads
from a single interval to higher peak values.

¿e table shows, that for the long term measurement, including motor movements, the RMS
of the in-loop timing error can be reduced from 0.951 fs to 0.328 fs if the model-based PI con-
troller is used. Furthermore, the model-based LQG controller with pade approximation leads
to 0.215 fs, which is a reduction by a factor of 4.4 compared to the previously used PI controller
and a further reduction by 1.5 compared to the optimized PI controller.

¿e peak to peak value indicates the overshoot to be the result of a motor movement. ¿is
value is also decreased from a mean of 3.813 fs for the previous controller to 2.283 fs for the
model-based PI and to 1.782 fs to the LQG controller. In the current setup, the coarse tuning
is activated in the range of minutes. ¿is time should be increased to avoid the disturbances
induced by the movement.

¿e next important step is the comparison and validation of the out-of-loop signal y4. At the
end of this work the required setup was not available. Nevertheless, the given data show that
the LQG controller with pade approximation should be used for the current setup.
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5.2.6 Conclusion

¿eperformed experiment shows that the prediction of themodel, identi�ed in Sec. 5.1.6, mod-
els the real plant behavior. An important property, shown in the experiments, is the time delay
inside the control loop. Even thought the inter-board communication is optimized, the whole
loop, including ADC and DAC sampling and readout, is of importance for the control task.

For the PI controller the resonances of the piezo are not well damped without the delay. If the
plant delay is added to the controller synthesis the phase change decreases the resonance peak
in the closed loop. For the LQG controller the opposite is the case. Without the time delay, the
internal model suppresses the piezo resonances. With an un-modeled additional time delay
this is not true anymore and the performance of the delayed PI controller is superior.

In the last step, the time delay is added to the system model and with this new model the LQG
controller is designed. ¿is strategy leads to a controller that is able to suppress the resonance
modes and has a fast step response for all inputs of the GOF.

¿is controller has the best performance, but it is not possible to implement four controllers
in parallel on the current hardware. An upgrade is scheduled that should allow this design. In
the mean time, the delayed PI controller with the second best performance can be used. If it is
possible to decrease the delay, the 4th order LQG controller can be chosen. Nevertheless, a shi 
to boards with more capabilities will allow for a more sophisticated controller, which could in
turn increase the performance.

¿e close loop with the LQG controller is unstable if it is moved to a non-linear region of the
OXC measurement, which could occure e.g. by a physical disturbance to the optical table. A
possible solution for this drawback will be brie�y explained in Sec. 5.4.

Not shown are links with a poor optical setup. ¿e measurement noise and linearity in the
working point depends strongly on a proper setup. And with those also the performance of the
closed loop.
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5.3 Controller Design for Long Links

If the short link approximation is not valid anymore, see (5.20), but the LSU is operated in the
linear range, the control loop in Fig. 5.15 can be used, which is a simpli�cation of the model
structure shown in Fig. 5.10. ¿e purpose of the controller is to minimize the timing error at
y4, the output at the end-station, although only y1 is measured. Remember, for the short links
y4 has half the magnitude of y1, which changes if a longer �ber length is taken into account.
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Figure 5.48: Simulation of the PI controller without internal time delay and with a short ( )
a 412m ( ) and a 2.542 km ( ) long �ber.

Figure 5.48 shows the response of the measured output y1 (le ) and the response of the end-
station output y4 (right) to the test sequence in the closed loop with the controller KPI(s). For
a short �ber ( ) the resonance of the piezo is given at the in-loop error signal (le ) as well as
on the end station signal y4 (right). ¿e same is true e. g. for links of the length of FLASH ( ).
If the �ber length is increased close to the critical length of 2.824km, e. g. to 2.542 km ( ),
the resonance is only given at the end-station and not on the in-loop signal. ¿e reason for this
is the transmitting zero of the �ber, due to the time delay, which cancels this frequency. ¿is
example shows, that the response at the end-station, for the long links planed for XFEL, can be
disturbed by the piezo resonance or vibration inside the tunnel even if the links have an un-
disturbed in-loop error signal. Moreover, if the �ber length is further increased, the measured
phase is rotated, see Sec. 5.1.7, which leads to an unstable closed loop.

To cope with this delay and the transmission zeros, the following approaches are e. g. possible:

1. Compensate the delay using the smith-predictor introduced in Sec. 3.7.5.

2. Controller design with a delay in the system model, using the Pade approximation, see
Sec. 5.2.5.

3. Suppress the piezo vibration using a current read-back, compare to Sec. 5.1.13.
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In order to increase the damping of the input disturbance function, a pade approximation of
the link dynamic is added to the plant model as a second approach. If the �ber length is known
the �ber dynamics, shown in Fig. 5.18, can be added to the plant model. ¿is extended plant
model is than used in the LQG design, explained in Sec. 3.7.2.
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Figure 5.51: Simulated response at the measurement (le ) and at the end station (right) for the
long link with LQG controller with pade approximation with the nominal ( ),
increased ( ) and decreased gain ( ).

Figure 5.51 shows the response of this controller. ¿e oscillation is damped for the sensor output
y1 (le ) aswell as for the end station output y4 (right). ¿edrawback of this solution is shownon
the right plot. If the gain changes, the approximation of the �ber leads, in this control structure,
to a steady state error at the end station output y4 which is unwanted if a reference has to be
tracked. ¿is should be further studied in subsequent works if a reference tracking becomes
necessary.

¿e last approach, the suppression of the piezo resonances by measurement of the current, is
not possible due to the slow sampling of the signal. Moreover, the pade approximation will lead
to an increase of the system and controller order which does not �t on the available FPGA.¿e
�rst approach on the other hand only requires a time delay e. g. a bu�er, which are available. For
this reason, the Smith predictor is implemented in the �rmware. Nevertheless, at the end of this
work, no long links have been available at XFEL. Tests of this approach should be performed if
those are available.
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5.4 Non-linear Controller Design

While performing the experiments in Sec. 5.2.5, an important disadvantage of the LQG design
was observed. ¿is controller is unstable in the non-linear parts of the OXC measurement.
For this reason, the PI controller has to be used to close the loop. If the system is close to the
working point, the controller can be switched in order to increase the performance.

If the systemmoves outside the linear region with the activated LQG controller, a large oscilla-
tion occurs and the lock is opened. ¿is occurs when, for example:

• the LSU activated outside the linear region

• there is a fast dri compared to the coarse tuning update rate, the integral part of the
controller saturates and the system moves outside the linear range.

• a disturbance ≈ 250 fs occurs the dynamic response moves outside the linear range.

¿ese points are usually not relevant for the operation phase, because

• the system should be in a steady state and is not activated or deactivated.

• the saturation of the integrator already leads to a disallowed timing error. Both the dy-
namic range of the controller and the coarse tuning update rate, have to be adjusted ac-
cordingly.

• there is nowork going on in the laser roomandhence there should be no big disturbances.
If there are disturbances, the performance is already degraded to an unwanted level.

Nevertheless, it is desirable that the LSU system also be stable during the commissioning phase,
where these problems can occur. A commonway to achieve this is to take this non-linearity into
account through the usage of the EKF, brie�y introduced in Sec. 3.7.3. Comparing the system
assumption (3.59) for the EKF with the discrete version of the non-linear system (5.25) leads to

x(k + 1) = ΦShort x(k) + ΓShort u(k)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
f (x(k),u(k))

(5.38a)

Fk = ∂ f

∂x
= ΦShort (5.38b)

ym(k) = P+
cosh2 ( d++2(CShortx(k)+d●)

a+
) −

P−
cosh2 ( d−−2(CShortx(k)+d●)

a−
)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

h(x(k))

(5.38c)

Hk = ∂h

∂x
= CShort ⋅

⎛⎜⎝
2P+ sinh ( d++CShortx(k)a+

)
a+ cosh3 ( d++CShortx(k)a+

) +
2P− sinh ( d−−CShortx(k)a−

)
a− cosh3 ( d−−la−

)
⎞⎟⎠ . (5.38d)
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Figure 5.52: Simulation of the open loop state estimation using a the di�erence signal of the
OXC with the real timing change ( ), the measured signal ( ), and the esti-
mated timing change ( ).

¿e simulation for this �rst approach is depicted in Fig. 5.52. ¿e EKF is capable of capturing
a reference step and small disturbance steps close to the linear region. If a large disturbance
occurs the estimation diverges from the real system response. ¿e reason for this is the non-
uniqueness of the measurement function.

¿e second approach uses each of the photo diodes channels. Actually, these are measured
individually in order to calibrate a possible o�set and to minimize electrical interferences on
the di�erence signal. Now the two signals allow the proper estimation of the LSU states of the
non-linear model.

With both diodes, the output function of the non-linear system changes to

ym(k) =
⎡⎢⎢⎢⎢⎢⎢⎣

P+

cosh2( d++2(CShort x(k)+d●)
a+

)
P−

cosh2( d−−2(CShort x(k)+d●)
a−

)

⎤⎥⎥⎥⎥⎥⎥⎦´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
h(x(k))

, (5.39)

Hk = ∂h

∂x
=
⎡⎢⎢⎢⎢⎣ CShort ⋅

2 P+ sinh( d++CShort x(k)
a+

)
a+ cosh3( d++CShort x(k)

a+
) CShort ⋅

2 P− sinh( d−−CShort x(k)
a−

)
a− cosh3( d−−CShort x(k)

a−
)

⎤⎥⎥⎥⎥⎦
T

. (5.40)

¿e response of the open-loop state estimation is shown in Fig. 5.53. ¿e disturbance occur-
ring at the maximum of the di�erence signal can be tracked with this con�guration, because
the combination of both individual diodes leads to a de�ned change, which is unique for the
direction of the timing change.
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Figure 5.53: Simulation of the open loop state estimation using both photo diode signals with
the real timing change ( ), the positive ( ) and negative ( ) photo diode
signal, and the estimated timing change ( ).

¿is second approach leads to an extended working region that includes both edges of the non-
linear measurement functions. ¿is technique can be used for the LSU as well as for other
applications using this sensor, e. g. the L2L setup.

¿e common arguments against the usage of an EKF are

• the calculation of h(x(k)), and the derivative H(x(k)), may be too demanding in terms
of resources and clock cycles.

• the calculation of thematrix inverse in (3.62)may be too demanding in terms of resources
and clock cycles.

In the given case, both functions just have one argument and only a limited range is required.
For this reason, it is possible to interpolate between grid points stored in a one dimensional
look-up-table, which decreases the required calculations. ¿e matrix inverse in the �rst ap-
proach is the inverse of a scalar value and for the second approach the inverse of a two by two
matrix, which is possible to implement. Still the disadvantage of this method is the increased
number of multiplications required on the computation hardware.
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5 LINK STABILIZING UNIT

5.5 Conclusion

¿is chapter analysed the LSU subsystem of the LbSync system. It was shown that a third or-
der model can be used to mathematically model the behavior of the piezo driver and the �ber
stretcher. A time delay is given by the spatially extended �ber and the measurement principle
leads to a non-linear measurement function. A er that modeling part, �rst control strategies
are proposed and validated in experiments. ¿e applicable controller with the best performance
is the LQG controller that was designed with an additional pade approximation.

For the LSU system, the questions raised in Section 1.1 can be answered as follows:

1. ¿e control challenge of the LSU system is the minimization of the external in�uences,
e. g. the transmission of output disturbances.

2. A suitable model for the piezo �ber stretcher actuated with the PZT4 is a 3rd ordermodel.
¿e sensor shows a non-linear measurement function and the length of the connected
�ber model to a time delay that leads to a transmission zero.

3. Right now, the best possible controller for the LSU system is the optimized PI controller.
If less than 4 links are required per computation board, the order of the controller could
be increased or if the delay in ADC can be reduced, the LQG controller should be used
to increase the performance.

4. A possible way to increase the LSU performance for long links is to add themeasurement
of the piezo current to overcome the transmission zero.

5. ¿e robustness of the LSU system can be increased by the usage of an extended Kalman
�lter, which is capable of estimating the piezo states despite the non-linear measurement
function and/or to add the current read-back that is not in�uenced by the OXCmeasure-
ment.
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6 OVERALL SYSTEM

6.1 Modeling

Figure 6.2 combines the di�erent components of the LbSync system in an overall block diagram.
In the upper le part theMLO ismodeled with its coloring �lter,WMO, generating the electrical
synchronization signal. Below that, the MLO is given with its coloring �lter, WMLO, and the
control loop with the plant PMLO(s) and the MLO controller CMLO(s). Two LSUs, discussed in
detail in Sec. 5, are shown in the center. In the right part of Fig. 6.2, di�erent end stations E●(s)
with output signals z● can be seen. ¿e di�erence signal to be minimized is given by v●.
¿e end station E0(s) is connected to the MO with a conventional coaxial cable, shown in the
upper part. ¿emore complex LbSync system with the MLO, and two LSUs L1 and L2 is shown
in the lower part. Each of the LSUs has one end station, E1(s) and E2(s), respectively.
¿e di�erent input channels for the overall system are

nMO, dMLO which are the noise e�ects of the MO andMLO.¿e colored noise is generated
by AWGN N(0, 1), transmit trough the �lterWMO(s) andWMLO(s), explained
in Sec. 4.1.9.

nMLO models noise added by actuator chain of the MLO, i. e. DAC, PZT4 and others.
uMLO is the control action generated by the MLO controller.
yMLO is the absolute timing error of the laser pulse train generated by the MLO.
dcoaxial models the additional timing error induced by a coaxial distribution of the syn-

chronization pulse. ¿is disturbance is assumed to be much higher than the
timing errors induced by disturbances on the optical �ber.

d1, d2 are noise e�ects acting only on the �ber of one LSU and not on the others.
d12 is a common noise e�ect which acts on the �ber of both LSU.
e●, u● , dl● are the control errors measured by the OXC, the control actions and the result-

ing piezo length changes of the LSU.
y1, y2 are the timing errors of the laser pulse train at the end station.
z● are the timing errors of the real measurement devices connected to the end sta-

tions. For the whole machine operation the minimization of those �uctuations
are the �nal requirement.

v● are the timing di�erences between the relevant measurements.

¿e performance measure of interest is the timing jitter between the di�erent end stations.
¿is is the error, v●, between the output of the di�erent end stations, e. g. v01 for the di�erence
between end station E0(s) and E1(s). If these errors tend to zero all attached devices get the
synchronization signal at exactly the same time.
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6 OVERALL SYSTEM

6.1.1 Control Objectives

In the operation of the facility many systems are working together. ¿e beam-based feedback
requiresmeasurements of the BAM, the pumpprobe laser has to be synchronized to the electron
beam andmany other subsystems depend on each other. In order to optimize the performance,
it is important that these systems take their measurements and/or perform their calculations at
the same time.

In terms of the overview in Fig. 6.2, it means that the relative timing jitter v● should go to
zero, i. e. theH2 norm for all system inputs to v● should be minimized. ¿e �nal performance
speci�cation for this timing di�erence is given by ≈ 1 fs.

6.1.2 Dynamic Behavior

¿e timing error at the output of an end-station connected to a coaxial cable is given by

z0 = E0(s)(nMO + dcoaxial) , (6.1)

where the disturbance signal dcoaxial has a very high contribution and can not be avoided. If the
electrical signal is directly used without an additional Phase Locked Loop (PLL), e. g. for the
clock of an LLRF crate, the end station is given by the transfer function

E0(s) = 1 . (6.2)

¿is means that the output is the sum of the two disturbance. If a laser system, e. g. a PPL, is
connected to the coaxial link, the relevant end station dynamics E0(s) is given by the closed
loop transfer function of this subsequent control loop, which could also have additional noise
sources. ¿ese are neglected in this discussion.

¿e transfer functions of the LbSync systems are more complex. ¿e absolute timing error of
the laser pulse train a er the MLO, which enters the di�erent LSU, is given by

yMLO = GMLO(s)KMLO(s)
1 +GMLO(s)KMLO(s)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

TMLO(s)

(nMO + nMLO) + 1
1 +GMLO(s)KMLO(s)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

SMLO(s)

dMLO . (6.3)

As discussed in Chapter 4, this is a trade-o� between following the MO and the measurement
noise T(s) → 1, and following the phase noise of the free running MLO T(s) → 0, i. e. in that
theoretical cases the pulse train timing error has a limit value of

yMLO ≈ { dMLO, if T(s)→ 0,
nMO + nMLO, if T(s)→ 1.

(6.4)
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6.1 Modeling

With the discussions in Chapter 5, the timing change at the end of the LSU ●, y● is given by

y● = e−st●3(yMLO + dl●) + e−st●2(d1 + d2) , (6.5)

with the one way time delay through the �ber

t●3 = t●1 + t●2 (6.6)

and the length change of the piezoelectric actuator by

dl● = PLSU,●(s)CLSU,●(s)e● . (6.7)

¿e timing error measured by the LSU, simpli�ed by neglecting the OXC non-linearity, is

e● = −(1 + e−s2t●3)dl● + (1 − e−s2t●3)yMLO − (1 + e−s2t●2)e−st●1(d● + d12) + n● . (6.8)

Combining (6.8) and (6.7) gives

dl● = PLSU,●(s)CLSU,●(s)((1 − e−s2t●3)yMLO − (1 + e−s2t●2)e−st●1(d● + d12) + n●)
1 + PLSU,●(s)CLSU,●(s)(1 + e−s2t●3) . (6.9)

With (6.5),(6.6) and (6.9) , the timing error at an end station is given by

y● = (1 + PLSU,●(s)CLSU,●(s)(1 − e−s2t●3)
1 + PLSU,●(s)CLSU,●(s)(1 + e−s2t●3))´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Ty● ,yMLO

e−st●3 yMLO

+ (1 − PLSU,●(s)CLSU,●(s)(1 + e−s2t●2)e−s2t●1
1 + PLSU,●(s)CLSU,●(s)(1 + e−s2t●3) )´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Ty● ,d●

e−st●2(d● + d12)

+ ( PLSU,●(s)CLSU,●(s)
1 + PLSU,●(s)CLSU,●(s)(1 + e−s2t●3))´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Ty● ,n●

e−st●3n● . (6.10)

¿e di�erence at two end stations is given by

v12 = E1(s)y1 − E2(s)y2 , (6.11)

and depends on the connected end station, E1(s) and E2(s). In the case of the LbSync system,
a directly connected end station, i. e.

E●(s) = 1 , (6.12)

is an example of a BAM. Other lasers where the timing di�erence is measured with an OXC
and with a system connected via the L2RF module have an additional dynamics E●(s) ≠ 1.
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Short fiber

If a very short �ber, t●● → 0, is connected, (6.10) can be simpli�ed to

y● = yMLO + (1 − 2 ⋅ PLSU,●(s)CLSU,●(s)
1 + 2 ⋅ PLSU,●(s)CLSU,●(s))´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

SLSU,●(s)

(d● + d12) + ( PLSU,●(s)CLSU,●(s)
1 + 2 ⋅ PLSU,●(s)CLSU,●(s))´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

1
2 TLSU,●(s)

n● . (6.13)

¿e timing di�erence between two end stations stabilized with the LbSync system is given by

v12 = (E1(s) − E2(s)) yMLO´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
x

+ (E1(s)SLSU,1(s) − E2(s)SLSU,2(s)) d12´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
y

± E●(s)SLSU ,●(s)d●´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
d

±
1
2
E●(s)TLSU,●(s)n●´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

n

, (6.14)

and leads to the following observation for a negligibly short �ber:

• ¿e timing error of the laser pulse train yMLO is a common mode e�ect, if the dynamic
behavior of the end stations E●(s) are equal and therefore cancels. If the end stations are
not equal, the resulting jitter can just be minimized by minimizing yMLO.

• ¿e timing change by commondisturbances on the �ber d12 isminimized if the sensitivity
function combined with the end station dynamics is the same for all link combinations.

• Uncorrelated disturbances, d●, can be reduced by minimizing of theH2 norm of the sen-
sitivity function, by reducing the disturbances them-selfs or by placing the �ber spatially
close to each other, which leads to correlated disturbances.

• ¿e in�uence of measurement noise, n●, can be reduced by minimizing theH2 norm of
the complementary sensitivity function or by reducing the noise itself.

If one of the end stations is connected with the electrical synchronization and the other with
the LbSync system, the resulting timing di�erence is given by

v0● = E0(s)(nMO + dcoaxial) − E1(s)TMLO(s)(nMO + nMLO) − E1(s)SMLO(s)dMLO

− E1(s)SLSU,●(s)(d● − d12) + 12E1(s)SLSU,●(s)n● . (6.15)

With the theoretical assumption, that the MLO is locked tight to the MO over the whole fre-
quency range TMLO(s)→ 1 , SMLO(s)→ 0, it can be simpli�ed to

v0● = E0(s)(nMO + dcoaxial) + E1(s)(nMO + nMLO)
+ E1(s)SLSU,●(s)(d● + d12) + 12E1(s)SLSU,●(s)n● , (6.16)
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6.1 Modeling

which draws the following:

• If the bandwidth of theMLO is maximized and the end stations have the same dynamics,
the noise of the MO becomes a common mode e�ect. Still, the disturbance dcoaxial and
the measurement noise in the MLO loop nMLO are present at the timing di�erence.

• Correlated and uncorrelated disturbances, d12 and d●, can be reduced by minimizing of
theH2 norm of the sensitivity function of the LSU or by reducing the disturbances itself.

• Uncorrelated measurement noise, n●, can be reduced by minimizing theH2 norm of the
complementary sensitivity function or by reducing the measurement noise itself.

Long fiber

If both compared links have long attached �bers, the time delay has an in�uence on the timing
di�erence. Assuming a Smith prediction with an ideal plant model for the individual link,1

CLSU,● = C̃LSU,●
1 − PLSU,●e−s2t●3 C̃LSU,●

, (6.17)

as given in Section 5.3, the timing behind the LSU (6.10) can be simpli�ed to

y● = (1 + PLSU,●(s)C̃LSU,●(s)(1 − e−s2t●3)
1 + PLSU,●(s)C̃LSU,●(s) )

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Ty● ,yMLO

e−st●3 yMLO

+ (1 − PLSU,●(s)C̃LSU,●(s)(1 + e−s2t●2)e−s2t●1
1 + PLSU,●(s)C̃LSU,●(s) )

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Ty● ,d●

e−st●2(d● + d12)

+ ( PLSU,●(s)C̃LSU,●(s)
1 + PLSU,●(s)C̃LSU,●(s))´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Ty● ,n●

e−st●3n● . (6.18)

With the complementary sensitivity function

T̃●(s) = PLSU,●(s)C̃LSU,●(s)
1 + PLSU,●(s)C̃LSU,●(s) (6.19)

and a length change at the end of the �ber, given by

t2,2 = t1,2 + ∆t ⇒ t2,3 = t1,3 + ∆t , (6.20)

1Remember that the non-time delayed part of the standard Smith predictor is in inside the plant for the LSU.
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the timing di�erence at the end of two end station is given by

v12 = (E1(s) − E2(s)e−s∆t) e−st1,3 yMLO + (E1(s)T̃●(s) − E2(s)T̃●(s)e−s∆t) e−st1,3 yMLO

− (E1(s)T̃●(s) − E2(s)T̃●(s)e−s3∆t) e−s3t1,3 yMLO

+ (E1(s) − E2(s)e−s∆t) e−st1,2d12 − (E1(s)T̃●(s) − E2(s)T̃●(s)e−s∆t) e−s(2t1,1+t1,2)d12
− (E1(s)T̃●(s) − E2(s)T̃●(s)e−s3∆t) e−s(2t1,3+t1,2)d12

± E●(s)T̃●(s)e−st●,3n● , ± (E●(s)(1 − T̃●(s)(1 + e−s2t●2)e−s2t●1)) e−st●2d● (6.21)
¿is leads to the following:

• If the �ber to the end station has a di�erent length, the disturbance of the MLO is no
longer a common mode e�ect, even if the combination of complementary sensitivity
function and the end station dynamic are the same. ¿e in�uence can be reduced by
minimization of the absolute timing jitter yMLO, which requires a MLO controller as de-
signed in Sec. 4.2, and not one with a high bandwidth.

• Correlated disturbances are canceled if the combination of link and end station dynamics
are similar and if the di�erence of the link lengths is small (∆t → 0).

• Like in the short �ber case, uncorrelated disturbances and noise in�uences can only be
reduced by minimizing the e�ect itself.

6.1.3 Conclusion and Uncertainties

¿eoverall LbSync system, based on the individual components discussed in Sec. 4.1 and Sec. 5.1
was developed in the last section. For this analysis both models are combined and the assump-
tion and uncertainties of each of the model also applies for the overall description.
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6.2 Controller Design

¿e previous section showed that a minimal jitter between the output of the end-stations can
be achieved if the combination of LSU and end station E(s) have the same dynamic behavior.
In the following, H∞ model matching is brie�y illustrated, which is based on minimization
of the system norms explained in Sec. 3.1.2. ¿e idea is given in [DFT92]. With this design
approach it is possible to design a controller that leads directly to a desired closed loop behavior.

Two short links with di�erent end stations are taken into account in this example. One of the
links is connected to a BAM that uses the pulse train directly, i. e. E(s) = 1. ¿e other link is
connected to a L2RF system, where a bandwidth of 5 kHz is assumed.2 ¿e requirement is that
both link end-stations should behave in the same way.

Figure 6.3 shows the response to the test sequence, see Sec. 5.2.1, of the closed loop with Klqr(s)
as the controller. ¿e timing of the BAM ( ) directly changes whereas the timing a er the
L2RF ( ) component changes slowly due to its low pass behavior. ¿e timing error between
both end stations ( ) should be minimized.

¿e response to a reference step is faster for the BAM timing error than for the L2RF. Increasing
the speed of the response leads to an increase of the controller bandwidth, which exceeds the
limits of the given hardware. For this reason, the response of the BAM will be slowed down to
�t to the L2RF response.
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Figure 6.3: Simulation of the timing error a er the BAM ( ) end-station, the L2RF ( ) end-
station and the di�erence between both ( ) if the associated LSU is excited by the
test sequence.

2¿e actual bandwidth for the end-station has to be analyzed.
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6.3 Conclusion

In this section, the overall system was analyzed. ¿e best performance can be achieved if the
clock for all end-stations is derived from the LbSync system. ¿e coaxial distribution should
be used as an auxiliary input to reach the working point easily. A er that, the LbSync system
should be the reference. In this case, common mode errors like the MO and MLO in�uences
as well as common disturbances don’t e�ect the timing di�erence between the end stations.

Moreover, this section shows that it is not important to minimize the jitter of each individual
system, but to design the di�erent systems in such a way, that the dynamic behavior is equal. If
this is the case, disturbances are resulting in the same timing error at the di�erent end stations
and the di�erence goes to zero. E. g. it makes sense to choose a controller which does not
lead to an optimal reference tracking for the LSUs that are connected to BAMs. ¿e controller
should be changed in such a way, that it superimposes the same dynamic behavior for all LSU
end station combinations. With this choice, the timing di�erence at the end stations can be
minimized.

For the overall system, the questions raised in Section 1.1 can be answered as follows:

1. All subsystems should be connected and synchronized to the LbSync system.

2. ¿e control challenge of the overall system is theminimization of the relative timing jitter
between the outputs of the end-stations.

3. A suitable model for the overall system is the combination of the models developed for
the individual components.

4. A model matching controller should be used to impose the same dynamic behavior for
all combinations of LSU and end-station.

5. A possible way to increase the overall performance is to reduce the in�uencing distur-
bance and noise e�ects and update the LSU controller like discussed.

6. ¿e robustness of the overall system could be increased by increasing the robustness of
the individual components.
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7.1 Summary

In this work, the LbSync system at the European X-FEL is considered. ¿is linear accelerator
will generate extremely intense X-Ray pulses to perform measurements on an atomic scale. In
order to achieve the requirements of these experiments, the subsystems, used to accelerate the
electron beam and to sample the probe, have to be synchronized in the range of femto-seconds.
For this purpose, the LbSync system is used, which contains two main components: the MLO
to generate the laser pulses, and the LSUs used to stabilize the optical �ber that distributes those
pulses.

Section 4.1.2 shows the modeling of this laser pulse train. Important properties of this pulse
train are the phase noise and the timing jitter, which are explained in Sec. 3.6. ¿ese properties
can be expressed in the common control theory framework by shaping �lters at noise channels
in combination with theH2 norm, which is discussed in Sec. 4.1.9.

In the next step, the MLO is discussed, and it is shown how to optimize the dynamic range
of the measurement, see Sec. 4.1.3. A er that, Sec. 4.1.7 shows how to derive and identify the
mathematical model for theMLO and Sec. 4.1.10 shows how to include the timing jitter into the
model. Using this model, the parameter of the previously used PI controller are optimized and
validated in an experiment. Furthermore, a controller design based on the pulse properties is
discussed in Sec. 4.2.3.

¿e model of the optical �ber, used to transmit the pulse to the end-station is discussed in
Sec. 5.1.1 and a model for the LSU, used to stabilize this �ber, is identi�ed in Sec. 5.1.6. With
this model, di�erent controllers are designed and validated in experiments. Section 5.2.5 shows
that these controllers can achieve a performance increase by a factor of 4.5 compared to the
previously used controller. If a long optical �ber is used, themodel of the �ber has to be included
in the controller design. ¿is is shown in Sec. 5.3. Another extension is the usage of the non-
linear region of the sensor. ¿is can be used to increase the robustness of the control scheme
and is shown in Sec. 5.4.

¿e last chapter of this work combines the model of the MLO and two LSUs, which gives a
mathematical description of the LbSync system. ¿e main properties are shown in Sec. 6.1 and
�rst controller designs based onH∞ model matching are discussed in Sec. 6.2.
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7.2 Outlook

¿e next steps of the controller development for the LbSync system should be the systematical
validation of the predicted properties for long links and the combination of multiple links in
an out-of-loop measurement. During the work on this project this was not possible due to the
missing available hardware setup.

If the out-of-loop measurement shows a coupling between di�erent signals of MLO, LSUs, and
of the LSUs with respect to each other, the error signals of each device could be used by the
others to reach a common mode variation that increases the overall performance.

Another important extension could be the usage of the actual piezo current in a cascaded feed-
back loop. ¿is work showed at several points, that this could lead to a simpli�ed, but cascaded
control structure.

In order to increase theMLO performance, the measurement of the absolute phase noise of the
laser oscillator should be tested, e. g. with a LSU without a �ber. If it can be shown, that the
absolute phase noise can bemeasured, aMIMO controller should be used, acting on both error
signals.

A similar approach should be used for the L2L. Up to now, a two step approach is used. In
the �rst step the second laser is locked to the disturbed RF signal of the MO and if it reaches
the working point the controller switches to the precise LbSync system. ¿e robustness of this
scheme can be increased if both error signals are combined, e. g. by a Kalman �lter.

Another possible way to increase the robustness of the L2L system is the usage of the nonlinear
Kalman �lter, which takes the sensor function into account.

For all controller designs it could be analyzed whether it is advantageous to include the �xed
point property in the synthesis step of the feedback controller design.
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List of Abbreviations

ADC Analog to Digital Converter

AMC Advanced Mezzanine Card

AWGN Additive White Gaussian Noise

BAM Bunch Arrival Time Monitor

BLWN Band Limited White Noise

DAC Digital to Analog Converter

DCF Dispersion Compensating Fiber

DESY Deutsches Elektronen Synchrotron

DSP Digital Signal Processor

EDFA Erbium-Doped Fiber Ampli�er

EKF Extended Kalman Filter

FLASH Free Electron Laser Hamburg

FPGA Field-Programmable Gate Array

FWHM Full Width Half Maximum

GOF Gang of Four

IL Injector Laser

L2L Laser to Laser

L2RF Laser to Radio Frequency

LbSync Laser-based Synchronization

LDD Laser Diode Driver

LHP Le Half Plane

LLL Low Latency Link
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List of Abbreviations

LLRF Low-Level Radio Frequency

LQG Linear Quadratic Gaussian

LQR Linear Quadratic Regulator

LSU Link Stabilizing Unit

LTI Linear Time Invariant

MDL Motorized Delay Line

MicroTCA.4 Micro Telecommunications Computing Architecture enhancements for
rear I/O and precision timing

MLO Master Laser Oscillator

MO Master Oscillator

OXC Optical Cross Correlator

PCIe Peripheral Component Interconnect Express

PI Proportional-Integral

PLL Phase Locked Loop

PPL Pump Probe Laser

PRB Pseudo Random Binary

REFM-OPT Optical Reference Module

RHP Right Half Plane

RMS Root Mean Square

RTM Rear Transition Module

SSA Signal Source Analyzer

VHDL VHSIC Hardware Description Language

VME Versa Module Europa

VSA Vector Signal Analyzer

XFEL European X-ray Free Electron Laser

ZOH Zero Order Hold
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