Optimizing density down-ramp injection for beam-driven plasma wakefield accelerators

A. Martinez de la Ossa,1,* Z. Hu,2 M. J. V. Streeter,2 T. J. Mehrling,2
O. Kononenko,2 B. Sheeran,2 and J. Osterhoff2

1Institut für Experimentalphysik, Universität Hamburg, 22761 Hamburg, Germany
2Deutsches Elektronen-Synchrotron DESY, D-22607 Hamburg, Germany

(Received 8 June 2017; published 6 September 2017)

Density down-ramp (DDR) injection is a promising concept in beam-driven plasma wakefield accelerators for the generation of high-quality witness beams. We review and complement the theoretical principles of the method and employ particle-in-cell (PIC) simulations in order to determine constraints on the geometry of the density ramp and the current of the drive beam, regarding the applicability of DDR injection. Furthermore, PIC simulations are utilized to find optimized conditions for the production of high-quality beams. We find and explain the intriguing result that the injection of an increased charge by means of a steepened ramp favors the generation of beams with lower emittance. Exploiting this fact enables the production of beams with high charge (∼140 pC), low normalized emittance (∼200 nm) and low uncorrelated energy spread (0.3%) in sufficiently steep ramps even for drive beams with moderate peak current (∼2.5 kA).
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1. INTRODUCTION

Beam-driven plasma wakefield accelerators (PWFAs) [1,2] can generate and sustain accelerating gradients in excess of ∼10 GV/m over meter-scale distances. Harnessing such extreme fields for the production of multi-GeV energy, high-brightness electron beams can enable a new generation of accelerators, capable of compactly driving applications, e.g., in particle physics, medicine, or materials science, at considerably reduced costs. The first successful experiments employing electron beams as plasma wakefield drivers have been conducted over the last 15 years at SLAC. The energy doubling of 42 GeV electrons in the tail of an electron beam [3] in a meter-long plasma cell, and the demonstration of efficient energy gain using a drive-bunch/trailing-bunch scheme in a 36 cm-long plasma source [4] constitute landmark results in PWFAs. Besides the extreme accelerating fields demonstrated in PWFAs, improved control over the injection of beams is a necessary step towards the production of beams of sufficient quality (low emittance and energy spread) for applications such as free-electron lasers or future compact linear colliders.

In recent years, a number of novel beam injection techniques for PWFAs have been proposed in order to achieve the required control over the accelerated bunches. Trapping of electrons originated from beam field-ionization in PWFAs was first observed in an experiment at FACET [5]. Since then, more elaborate techniques based on ionization have been proposed that employ either assistive lasers [6,7] or the wakefields themselves [8] to achieve improved control over the injected beam parameters, and therefore, higher beam quality. Notwithstanding the promising capabilities of ionization-based injection techniques, their implementation is limited to high-current drivers (≥5 kA) [9], that generate plasma waves in a strong blowout regime [10,11].

Another promising approach consists on injecting electrons from the background plasma by means of controlled wavebreaking during a plasma density down-ramp (DDR) transition [12,13]. The conditions for trapping in terms of the required beam current are relaxed for this scheme. This is due to the reduction of the phase velocity of the wakefields during the DDR, which allows to trap background plasma electrons even when employing lower current drivers. While DDR injection has been successfully applied to laser-driven plasma wakefield accelerators (LWFA) in multiple experiments [14–17], only recently it has been possible to implement this injection technique in PWFA (FACET E-210). Further experiments on PWFA with DDR injection are foreseen to be conducted in FLASHForward [18], a new facility under construction at DESY which will make use of the electron beams from the FLASH accelerator to drive novel PWFA experiments. Particle-in-cell (PIC) simulations, considering FLASHForward-like parameters, have shown that it is possible to generate relatively long (∼40 fs FWHM) and low emittance (∼200 nm) beams in PWFAs by employing sufficiently steep linear DDWs [19] and relatively low-current driver beams (∼2.5 kA). Suitable conditions for the
plasma DDRs could be achieved by means of gas profile tailoring [20] or optical-ionization methods [21]. The latter allows for the generation of localized plasma density spikes, and promise to deliver sufficiently steep density gradients for DDR injection, even when using relatively low-current drivers.

In this work, we review the theoretical principles of the DDR injection technique for PWFAs in order to determine the limits of its applicability when using realistic DDR profiles (Sec. II). Based on these findings, we analyze in detail the properties of the produced bunches by means of PIC simulations with the code OSIRIS [22]. The parameters of the ramp (length and peak density) are varied in order to find optimal conditions for the production of high-quality beams (Sec. III). We find that shorter ramps lead to an increase of the trapped charge, which in turn, contributes to substantially reduce the emittance and the energy spread of the injected beams. The underlying physics of this intriguing correlation between higher injected charge in steeper ramps and reduced emittance is explained theoretically (Sec. IV). Exploiting this fact, we demonstrate that it is possible to use the DDR technique for the production and acceleration of high-quality beams (high charge, low emittance, and low energy spread) in the wakefields created by 2.5 kA electron drivers, when employing DDRs shorter than the plasma wavelength at the plateau density.

II. DENSITY DOWN-RAMP INJECTION MODEL

PWFAs [1,2] use relativistic charged injection particle beams that are sufficiently dense to significantly displace plasma electrons by means of their space-charge fields. As the beam passes, the displaced plasma electrons are attracted back by the excess of positive charge, and oscillate around an equilibrium position, generating in this way a plasma density perturbation which propagates at the velocity of the beam. For small displacements, these oscillations are harmonic at a frequency given by $\omega_p = \sqrt{n e^2 / m e_0}$ and a wave number of $k_p = \omega_p / c$, where $n$ is the electron density of the plasma, $e_0$ is the vacuum permittivity, $c$ is the speed of light, and $m$ and $e$ are the electron mass and charge, respectively.

A. Phase velocity and density ramps

We start defining the phase-position of an electron in a plasma wave by $\chi_B = k_p (z - \beta_B c t)$, where $z$ is the longitudinal position of the electron and $\beta_B$ is the velocity of the drive-beam normalized to the speed of light. If the plasma density profile $n(z)$ varies as the position of the electron $z$ changes, the phase-position of an electron with (normalized) longitudinal velocity $\beta_z$ changes accordingly with

$$\frac{d\chi}{dz} = \frac{1}{2 n} \frac{dn}{dz} + k_p \left( 1 - \frac{\beta_B}{\beta_z} \right).$$

In the case of a constant plasma density, the first term in Eq. (1) is identically 0, and the change of the phase-position of an electron depends only on its own velocity, relative to the velocity of the plasma wave, i.e., the velocity of the drive-beam. However, during a density transition, there is an additional phase-shift caused by the change of the density, that is, due to the change in the frequency of the plasma response. The phase-velocity of the plasma wave at the location of the electron is obtained from Eq. (1) with $d\chi/dz = 0$

$$\beta_{ph} = \beta_B \left( 1 + \frac{\chi}{2 n \beta_B^2} \frac{1}{d\tilde{n}/dz} \right)^{-1},$$

where $\tilde{n} = n/n^0$ is the local plasma density normalized to a reference plasma density $n^0$, and $k_p$ the wave number for $n^0$. During a plasma density down-ramp (DDR) ($d\tilde{n}/dz < 0$), the phase velocity behind the driver is reduced ($\beta_{ph} < \beta_B$). This effect is more pronounced the larger the distance behind the driver, the steeper the density gradient and the lower the density at which the plasma transition happens.

B. Trapping condition

By using Eq. (2) in Eq. (1), we find the following expression for the phase shift of a plasma electron during a plasma density transition

$$\frac{d\chi}{dz} = k_p \beta_B \left( \frac{1}{\beta_{ph}} - \frac{1}{\beta_z} \right).$$

Plasma electrons at a certain phase-position $\chi$ and with a certain velocity $\beta_z$ can be locked or advanced in phase whenever $\beta_z >= \beta_{ph}$. This is the main idea behind the DDR injection method: A plasma electron can become trapped in the plasma wake if it propagates equal to or faster than $\beta_{ph}$, at the phase-position of the electron. During the first half of the plasma oscillation, the electrons are accelerated backwards, while in the second half, they are accelerated in forward direction. Therefore, the electrons reach the maximum longitudinal velocity $\beta_{z,max}$ at the end of each oscillation, i.e., $\chi_N = \chi_1 - k_p \lambda_w (N-1)$ where $N$ specifies the $N$th spatial period of the wake, $\lambda_w$, and $\chi_1$ represents the phase-position at the end of the first accelerating bucket. At these points, the longitudinal electric fields change from negative to positive values, delimiting the different oscillation periods of the plasma wake. In case of a linear wakefield excitation regime $\chi_1 = -3\pi/2$ and $k_p \lambda_w = 2\pi$. In the non-linear regime, both $\chi_1$ and $k_p \lambda_w$ generally depend on the driver parameters and the plasma density value. However, the dominating effect leading to trapping in DDRs is the phase velocity reduction and the effects derived from a density dependent $k_p \lambda_w$ can be neglected, for the cases considered in this work. Hence, if $\beta_{z,(\chi_N)} > \beta_{ph}(\chi_N)$, the plasma electrons do not leave the accelerating
region of the Nth period of the wake, where they quickly gain more velocity up to near the speed of light ($\beta_z \approx 1$). We call these trapped electrons.

C. Rephasing of trapped electrons

The phase shift of a trapped electron (with $\beta_z \to 1$), caused by further changes in density, is obtained by integrating Eq. (1) from the moment of the injection, at $z_i$, until an arbitrary point $z$ downstream the ramp (for $\beta_b \approx 1$):

$$\chi - \chi_i = \chi_i \left( \frac{n}{n_i} - 1 \right).$$

Here $\chi (\chi_i)$ is the final (initial) phase position, and $n (n_i)$ is the final (initial) density value. Equation (4) shows that trapped electrons move forward ($\chi > \chi_i$) with respect to the plasma wake when $n < n_i$, and that the phase shift is proportional to the initial phase position $\chi_i$. Electron trapping in later periods of the plasma wake is generally easier due to the stronger reduction of the phase velocity [Eq. (2)]. However, electrons injected in later periods will also experience a larger phase shift [Eq. (4)]. Because we would like the electrons to remain in the acceleration region of the Nth period of the wake, the maximum phase shift ($\Delta \chi_{\text{max}}$) should not be greater than approximately half the length of the plasma oscillation bucket ($k_p \lambda_w / 2$). This requirement sets a limit for the maximum density value at which injection needs to happen

$$\frac{n_i}{n} < \left( \frac{1}{1 + \Delta \chi_{\text{max}} / \chi_N} \right)^2,$$

with $\Delta \chi_{\text{max}} / \chi_N = -1/2N$. The condition is most relaxed for the first plasma period ($N = 1$), for which $\frac{n_i}{n} < 4$. Eq. (4) can also be used to estimate the length of the injected bunches. If we call $\tilde{n}_i (\tilde{n}_f)$ to the first (last) density value at which trapping happens, the total length of the trapped bunch can be estimated by

$$k_p^0 L = \frac{\chi_i}{\sqrt{\tilde{n}_i}} - \frac{\chi_f}{\sqrt{\tilde{n}_f}},$$

where $\chi_i (\chi_f)$ is the initial position of the first (last) trapped electron. (this expression can be further simplify when $\chi_i \approx \chi_f \approx \chi_N$).

D. Gaussian ramps

In the following we will make use of Gaussian DDRs, as they represent more realistically than linear ramps the kind of density transitions experimentally achievable [23]:

$$\tilde{n}(z) = 1 + (\tilde{n}_{\text{top}} - 1) \exp \left( -\frac{z^2}{2\sigma_t^2} \right).$$

E. Electron velocity and wakefield potential

In order to provide an estimation of the actual velocity of the electrons in an electron-beam driven plasma wake (here $\beta_b \approx 1$), we make use of a constant of motion [24] that holds under the quasistatic approximation (QSA) [25], i.e.,

$$\frac{K}{\gamma} = [\gamma(1 - \beta_z) - \psi, \quad \gamma = 1/\sqrt{1 - \beta^2}]$$

where $K$ is the Lorentz factor of the electrons and $\psi = \frac{eA_c}{mc}(\Phi - CA_c)$ the

FIG. 1. (a) Gaussian density down-ramp (black) (with $\tilde{n}_{\text{top}} = 10$ and $k_p^0 \sigma_t = 2.5$) and phase velocity of the plasma wave (red) at the phase-position $\chi = -2\pi$, as a function of the distance with respect to the top of the ramp. The maximum velocity of the plasma electrons driven by Gaussian electron beams with 1, 2.5 and 5.0 kA of peak current, as a function of the plasma density is also shown for comparison. (b) Minimum phase velocity at $\chi = -2\pi$ as a function of the ramp parameters $\tilde{n}_{\text{top}}$ and $k_p^0 \sigma_t$ (color map). The maximum velocity of the plasma electron for 1, 2.5 and 5.0 kA electron drivers is also shown as red contours.

FIG. 2. Position of the minimum phase velocity $\frac{z_{\text{min}}}{\sigma_t}$ as a function of $\tilde{n}_{\text{top}}$.
normalized wakefield-potential, related to the longitudinal and transverse wakefields by \( E_z/E_0 = -\partial_z \psi \) and \( (E_z - c B_\phi)/E_0 = -\partial_t \psi \), respectively. Assuming that initially the plasma electrons are at rest and \( \psi = 0 \) prior the arrival of the driver, the constant of motion is \( K = 1 \). Under these conditions the longitudinal velocity of a plasma electron reads

\[
\beta_z = \frac{1 - (1 + \psi)^2 e(\psi, \beta_z)}{1 + (1 + \psi)^2},
\]

where \( e(\psi, \beta_z) = \sqrt{1 - \beta_z^2 (1 + (1 + \psi)^2)/(1 + \psi)^2} \). Further assuming that the longitudinal component of the electron velocity dominates \( \gamma \) (i.e., \( \beta_z \ll \beta_e \)) we find that \( e \approx 1 \) and then \( \beta_z \) is defined in terms of \( \psi \) only. The quasistatic approximation assumes that the fields and currents are frozen, or quasistatic, during the plasma evolution in the comoving frame, i.e., \( \partial_z = -\partial_t \) for these quantities. Although this condition will be broken during the process of injection along a density down-ramp, Eq. (8) can still provide an estimation of the longitudinal velocity of the plasma electrons (\( \beta_z \)) by knowing the value of the potential (\( \psi \)) at the phase of interest, and assuming that \( \beta_z^2 \ll 1 \). For this reason, we discuss in the following the structure of \( \psi \) in beam-driven plasma wakefield accelerators.

Analytical solutions for \( \psi \) can be found in the linear regime of PWFA by linearizing the Maxwell equations and the equations of motion for the plasma electrons. However, the assumptions for the linear regime hold only when \( |\psi| \ll 1 \) and, therefore, \( |\beta_z| \ll 1 \). This means that, in the linear regime, the geometrical requirements for the DDR in order to reduce the phase velocity below the maximum velocity of the plasma electrons are strongly demanding, and the applicability of the method is limited to highly steep ramps. In contrast, when the plasma is operated in blowout regime, electrons can acquire high longitudinal velocities after every oscillation, and therefore, the requirements for the DDR can be largely relaxed.

High-current (\( I_0 \gtrsim 1 \text{ kA} \)) and narrow (\( k_\rho \sigma_r \lesssim 1 \)) electron drivers blow out all the plasma electrons from their propagation path, creating an ion cavity with no plasma electrons inside. As can be seen in PIC simulations (Fig. 3(a)), this ion-cavity (or blowout) is delimited by a sheath of plasma electrons, which accumulate at a certain distance from the propagation axis. The phenomenological models for the blowout regime [11,26,27] connect \( E_z \) and \( \psi \) [Figs. 3(b) and (c), respectively] inside the ion-cavity with the dynamics of the plasma electrons in the plasma sheath. However these models fail to provide an accurate value for \( \psi \) precisely in the vertex of the blowout, where \( \psi \) reaches its minimum, the plasma electrons are the fastest, and from where is easiest to have injection by means of a density down-ramp. For this reason, we have used 3D full PIC simulations, employing the code OSIRIS [22], to explore the wakefields driven by high-current electron beams. They consist of a series of simulations with identical beam parameters apart from the peak current, which ranges 1, 2.5, and 5 kA. These electron beams are sent through a long Gaussian density down-ramp (\( k_0^* \sigma_i = 68.5 \)) in order to probe the wakefield structure at different densities along the ramp, while minimizing the electron re-phasing effect due to density variations [cf. Eq. (1)]. In addition, the beams were initialized to an energy of 100 GeV in order to avoid the effect of a changing beam radius due to the betatron oscillation of the envelope of the beam (rigid beam approximation). The geometry of the Gaussian ramp is such that the density value at \( z = 2 \sigma_i \) complies with the resonant density in the linear regime [28], i.e. \( k_0^* \sigma_z = \sqrt{2} \), with \( k_0^* \) the plasma oscillation wave number corresponding to the resonant density \( n^* \). Therefore, by construction, \( n^* = 1 + (\bar{n}_{inj} - 1)/\exp(2) \) in this series of simulations. Figure 4 (bottom) shows the evolution of \( \psi \) in the propagation axis [red curve in Fig. 3(c)] as a function of the propagation distance, for the simulation with \( I_0^b = 2.5 \text{ kA} \). As can be seen in Fig. 3 the zero-crossings of \( E_z \) correspond to the phase position of the \( \psi \) extrema. We
shows the phase-position of the extrema of $\psi$ as a function of the height and the length of the plasma density. Figure 5(a) shows $\psi_{\text{min}}$ and $\psi_{\text{max}}$ as a function of $\tilde{n}$ for the three simulations with $I_b^0 = 1.0, 2.5$, and 5.0 kA. Using these values for the extrema of $\psi$, we compute the extrema of $\beta_z$ [Fig. 5(b)] by means of Eq. (8), which holds under the QSA, and assuming $\beta_z^2 \ll 1$. In Fig. 5(b) we show the maximum $\beta_z$ of the plasma electrons (dotted lines) obtained from the simulations [Fig. 3(d)]. The values of $\beta_{z,\text{max}}$ obtained from simulations are slightly greater than the ones calculated through Eq. (8) (with $\epsilon = 1$), mainly due to the fact that $\beta_z$ is non-negligible at these positions. Figure 5(c) shows the phase-position of the extrema of $\psi$. We observe that, for the given beam parameters, the highest electron velocity is generally reached for density values slightly below $n^*$. This defines the density at which it is easiest to trap electrons by means of a DDR. We use the $\beta_{z,\text{max}}$ functions shown in Fig. 5(b) as a measure of the maximum velocity of the electrons after one oscillation, for the different simulated cases. Back to Fig. 1(a), we plot $\beta_{z,\text{max}}$ over the wake phase velocity at $\chi = -2\pi$, for a Gaussian DDR with $\bar{n}_{\text{top}} = 10$ and $k_p^0 \sigma_z = 2.5$. The minimum phase velocity that can be reached during a Gaussian DDR, during the first plasma oscillation, is plotted in Fig. 1(b) as a function of the height and the length of the ramp. In addition, we draw the contours for the overall maximum longitudinal velocity of the electrons for the three simulations with $I_b^0 = 1.0, 2.5$ and 5.0 kA. In order to ensure trapping from a DDR the height and the length of the ramp must be such that $\beta_{z,\text{max}} > \beta_{\text{ph,min}}$ [Fig. 1(b)]. In absolute terms, trapping is easiest when the plasma density at which the phase velocity is minimum complies with the density at which the plasma electrons are fastest in forward direction [cf. Fig. 5(b)]. Therefore, those velocities in Fig. 1(b) smaller than $\beta_{z,\text{max}}$ define a region in the parameter space of the ramp for which trapping is guaranteed.

### III. Simulation Setup and Results

In this section we analyze results from three-dimensional PIC simulations, performed with the code OSIRIS [22], where witness bunches are injected by means of the DDR method. The drive-beam parameters adopted in the simulations are taken from the FLASHForward project [18], which aims to realize experimentally this injection method in PWFAs. The drive-beams are hereby supplied from the FLASH accelerator at DESY, with the following characteristic parameters: 1 GeV energy beams with 0.1% relative energy spread, $\sigma_z = 25 \mu$m rms length, $\sigma_{x,y} = 6 \mu$m rms width, 2 $\mu$m normalized transverse emittance and a peak current of $I_b^0 = 2.4$ kA. In the simulations, the beams are approximated by bi-Gaussian distributions in both longitudinal and transverse directions. The total charge of the beam is $Q = \sqrt{2\pi\sigma_z c I_b^0} = 500$ pC. From the rms length of the driver, we define the resonant plasma density as $k_p^0 \sigma_z = \sqrt{2}$, which for the FLASHForward case gives $n^* = 0.9 \times 10^{17}$ cm$^{-3}$. As we discussed in the previous section, we expect that the plasma electrons are fastest when the drive-beam operates at this density [see Fig. 5(b)].
This maximum longitudinal velocity is \(\beta_{z,\text{max}} \approx 0.64\), for 2.5 kA peak current beams. In order to trap plasma electrons along a Gaussian DDR, by employing these drive-beams, the ramps must be sufficiently high and short, such that the minimum phase velocity of the wakefields after one oscillation, \(\beta_{\phi,\text{min}}\), is smaller than \(\beta_{z,\text{max}}\) [cf. Fig. 1(a)]. From Fig. 1(b) we see that, for 2.5 kA peak current driver beams, the latter condition is fulfilled for Gaussian ramps of \(n_{\text{top}} \gtrsim 10\) and \(\delta_t \lesssim 2.5\). For this reason, in this simulation study, we pick a Gaussian DDR case with these parameters as reference, namely \(n_{\text{top}} = 10\) and \(\delta_t = 2.5\). In Fig. 2 we show that when \(n_{\text{top}} = 10\), \(\beta_{\phi,\text{min}}\) is reached at a distance \(z_{\text{min}}/\sigma_t \approx 2\) with respect to the beginning of the ramp (the top part), which we make coincide with the resonant plasma density for the given driver. The latter condition can be expressed mathematically as \(\tilde{n}^* = \tilde{n}(z_{\text{min}})\), which yields \(\tilde{n}^* = 2.22\), and therefore \(n_0 = 4.0 \times 10^{17} \text{ cm}^{-3}\), and \((k_p^0)^{-1} = 26.6 \mu\text{m}\). Using these parameters for the driver and the ramp, a first 3D simulation was conducted by employing a moving box with the longitudinal and transverse sizes \(11 \times 8 \times 8(k_p^0)^{-1}\) and resolution \(0.020 \times 0.032 \times 0.032(k_p^0)^{-1}\), while 4 macroparticles per cell were used to describe both plasma and drive-beam electron species. In order to reduce numerical Cherenkov radiation (NCR) affecting the phase-space of the injected bunches, we have used a NCR-suppressing field solver [29]. The injection process of a witness bunch consisting of electrons from the background plasma can be clearly observed in Fig. 6, where we show the plasma electron density distribution at four different positions along the DDR. In addition to this case, we have performed two more simulations for which we increase the length of the Gaussian-DDR (\(\delta_t = 5.0\) and \(\delta_t = 7.5\)), and another two where we change the top value of the density with respect to the plateau (\(n_{\text{top}} = 5\) and \(n_{\text{top}} = 2.5\)), while keeping the other parameters constant. For these last two cases in which we changed \(n_{\text{top}}\), we also needed to change \(n_0\) in order to make the resonant density to comply with the value of the density at \(z_{\text{min}}\), which for \(n_{\text{top}} = 5\) is approximately \(z_{\text{min}} = 1.8\delta_t\) and for \(n_{\text{top}} = 2.5\), \(z_{\text{min}} = 1.4\delta_t\), (cf. Fig. 2), and therefore, \(n_0 = 0.5 \times 10^{17} \text{ cm}^{-3}\) and \(0.58 \times 10^{17} \text{ cm}^{-3}\), respectively. In addition, we show the result of a sixth simulation with the same ramp parameters as the reference case (\(n_{\text{top}} = 10\) and \(\delta_t = 2.5\)), but in which the plateau plasma density is increased by a factor 1.5 after injection (tapered case). The different plasma density profiles considered in this series of simulations are summarized in Fig. 7. Figure 8 shows the witness beams properties for each of the simulations described above, after a propagation distance of 5 cm with respect to the beginning of the ramp.

### A. Reference case

For the reference case (a), the injected bunch has total charge of \(\sim 140\) pC, and an approximately flat-top current profile of 0.9 kA and 50 \(\mu\text{m}\) long (14 \(\mu\text{m}\) rms). The energy gain after 5 cm of propagation in the plasma wake is \(\langle \Delta p_{z,w} \rangle = 0.360\) GeV on average, with 20% total energy spread. The latter is the result of the characteristic slope of \(E_z\) along the bunch, which is related to the correlated relative energy spread of the witness beam, given by \(\delta p_{z,\text{corr}} = \langle z p_z \rangle / \langle z^2 \rangle \langle p_z \rangle = -1.45\%/\mu\text{m}\). At this point of the propagation, the maximum energy loss in the driver beam is \(\Delta p_{z,d,max} = -0.233\) GeV. In the context of this analysis we define the ratio of the average energy gain of the witness beam over the maximum energy loss of the drive-beam as the \textit{average transformer ratio}, which is \(\langle R \rangle = |\langle \Delta p_{z,w} \rangle / \Delta p_{z,d,max} | \approx 1.5\) in this case. Figure 8(a) shows the longitudinal phase space \(p_z\) vs \(\xi\) (top panel), and the sliced uncorrelated properties (bottom panel) of the injected bunch. The sliced energy spread of the witness beam around its center is \(\sim 0.3\%\), while the sliced normalized transverse emittance is found to be below 0.3 \(\mu\text{m}\), on average. Small modulations visible in the longitudinal phase space distribution are owed to spurious numerical field errors. However, the usage of a NCR-suppressing field solver greatly improves the consistency of the results when compared to previous results which employed a standard finite-difference time-domain (Yee) field solver [19].
B. Longer ramps

With respect to the case (a), the amount of injected charge diminishes drastically when the length of the ramp is increased, featuring ∼75 pC for the case (b), and ∼27 pC for the case (c), as expected from the increase of the phase velocity $\beta_{\text{ph,min}}$ for longer ramps Eq. (2). The length of the bunches also decreases, but in lesser degree, obtaining ∼12 μm (rms) and ∼9 μm (rms) for the cases (b) and (c), respectively. As a consequence, bunches (b) and (c) feature substantially less current: ∼0.5 kA and ∼0.3 kA, respectively. Bunches with sufficiently high current can partially compensate the slope of the accelerating field through beam-loading [9,30]. Therefore, the magnitude of the correlated energy spread (energy chirp) of the bunch is expected to decrease when the injected current increases. This can be clearly observed by comparing the cases (a), (b), and (c) in Fig. 8, with $\delta p_{\text{corr}} = -1.45, -2.18,$ and $-2.39\%/\mu$m, respectively. Due to beam loading, also the average energy gain of the witness diminishes when increasing the charge. Such is also seen in Fig. 8, but the effect is relatively small, and the average transformer ratio remains essentially the same. Other important properties as the average slice emittance and relative energy spread also increase when increasing the length of the ramp (this effect is further discussed in the next section).

C. Lower ramps

For the cases (d) and (e) the height of the ramp was decreased to $\tilde{n}_{\text{top}} = 5$ and 2.5, respectively. Besides, the plateau density is increased with respect to (a) in order to keep the resonant density complying with the value of the density at $z_{\text{min}}$. The most obvious change to observe is a decrease of the amount of injected charge, featuring ∼96 pC for the case (d), and ∼45 pC for the case (e) [Figs. 8(d) and (e)]. In these cases, the decrease in charge is more related to the shortening of the bunches, ∼10 μm (rms) for case (d) and ∼6 μm (rms) for case (e), due to the smaller differences in density along the ramp [Eq. (6)]. This effect is also expected from the initial theoretical considerations in Sec. II, where we saw that increasing the ramp length has a stronger effect in diminishing the minimum phase velocity of the wake than decreasing the ramp height [Fig. 1(b)]. The electric current for these cases is therefore more similar to case (a): ∼0.8 kA for case (d) and ∼0.7 kA for case (e). Provided that the bunches are shorter, they are (on average) closer to the end of the accelerating cavity, and therefore, they are accelerated at a higher transformer ratio: $\langle R \rangle \simeq 1.9$ for case (d) and $\langle R \rangle \simeq 2.5$ for case (e). However, there is an additional increase of the correlated energy spread [similarly to what happened with case (d)]. On one hand, since

FIG. 8. (Top) Longitudinal phase-space and (bottom) sliced energy spread, normalized transverse emittance and peak current of the witness bunches after a propagation distance of ∼5 cm. In these simulations, only the plasma density profile is varied. See Fig. 7 for a graphical representation of the considered profiles.
the final plasma density is higher than in case (a), and 
\( \delta p_{\text{z,corr}} = \partial_z E_z/E_z \propto \sqrt{n_0} \), we expect an increase of the slope of the 
accelerating field. On the other hand, the current required to compensate the accelerating field slope 
is higher for higher transformer ratio cases in PWFAs [9], and therefore, the beam-loading effects are reduced in 
this case, leading to an overall higher correlated energy spread: \( \delta p_{\text{z,corr}} = -1.82\%/\mu m \) for case (d) and 
\( \delta p_{\text{z,corr}} = -2.66\%/\mu m \) for case (e). Decreasing the height of the ramp 
also influences the uncorrelated energy spread and emittance, but the effect is not as pronounced as when the length of the 
ramp is increased. For the three cases together [(a), (d), and 
(e)], the average slice emittance and the relative energy 
spread are below 0.5 \( \mu m \) and 0.5\%, respectively.

D. Plasma tapered case

In the simulation case (f), the plasma density is increased 
by a factor 1.5 shortly after a DDR identical to case (a). As 
a result, the witness bunch is cut in half (approximately) 
due to the rephasing of the rear electrons into the second 
plasma oscillation bucket, by virtue of Eq. (4). The total 
charge of the witness beam for the case (f), after the plasma 
taper, is around 70 pC, and its slice properties (electrical 
current, uncorrelated energy spread, and emittance) remain 
especially the same as in case (a). Due to the increase in 
plasma density and the rephasing, this bunch is accelerated 
at a higher rate. After \( \sim 5 \) cm the average energy of the 
witness is 0.580 GeV, while the maximum energy loss in 
the driver beam is 0.263 GeV, resulting in an average 
transformer ratio of \( \langle R \rangle = 2.2 \), largely increased with 
respect to case (a). However due to the fact that the slope 
in the accelerating field scales as the square root of the 
plasma density, the correlated average energy spread is 
greater in this case \( \delta p_{\text{z,corr}} = -2.06\%/\mu m \).

In Fig. 9 we show the evolution of the average energy 
(top), the correlated relative energy spread (middle), and 
the average slice emittance (bottom) of the injected witness 
bunches, during the first 5 cm of acceleration for the 
selected simulation cases. From these results we observe 
that the most interesting witness beams are obtained when 
employing shorter DDWs. For these cases [(a), (d), and 
(e)], the average sliced emittance and the correlated energy 
spread are smaller, at the same time the injected current is 
higher. On the other hand, we observe an increase of the 
acceleration performance when the height of the ramp is 
reduced, due to the fact that the injected electron bunches 
are shorter and closer to the end of the first oscillation 
bucket, where the accelerating field is highest. Therefore, 
we conclude that shorter and lower ramps are convenient 
for the production of witness bunches with optimized 
properties, i.e., high current, low energy spread and 
emittance, and high transformer ratio. Tapering the final 
plasma density to a higher value [case (f)], it is shown to be 
an effective way of increasing the transformer ratio while 
keeping the slice properties of the bunch.
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**IV. EMITTANCE REDUCTION BY CHARGE INJECTION**

While the variation of injected charge, the bunch 
duration, the acceleration rate and the correlated energy 
spread of the injected bunches can be explained qualita-
tively by means of simple theoretical considerations for the 
DDR injection principle, it is not that straight-forward to 
show why shorter ramps lead to a reduction of the slice 
emittance of the beams [see Fig. 9 (bottom)]. In order to 
describe this effect, we present an analysis on the macro-
particle trajectories (in 6D phase-space), for the simulation 
cases (a) and (b) in Fig. 7, which only differ on the length of 
the ramp, \( \delta_1 = 2.5 \) for case (a) and \( \delta_1 = 5.0 \) for case (b). In 
Fig. 10, we show the trajectories of the electrons coming 
from (approximately) the same initial density range (from 
2.00n_0 to 2.03n_0), for both cases. Top, middle, and bottom 
panels show, respectively, the trajectories of these selection 
of macroparticles in the \( r \) versus \( \zeta \), \( \beta \) versus \( \zeta \), and \( \beta \) versus \( \zeta \) planes. Here \( \beta_r = \sqrt{p_r^2 + p_z^2}/(mc\gamma) \). One can see 
from the figure that the macroparticle trajectories are 
qualitatively similar for these two cases while the longi-
tudinal velocity is still negative. However, as soon as the 
electrons start to gain velocity in forward direction, we 
observe a substantial difference in the trajectories. On one 
hand, for the electrons in the longer ramp case (b), their 
longitudinal velocity is increased at a higher rate. Because 
the phase velocity is higher in this case, the phase shift of 
these electrons is smaller [Eq. (3)], and therefore, these 
electrons remain closer to the end of the accelerating cavity.
during the injection process. This means that they reach relativistic velocities ($\beta \approx 1$) earlier, and consequently, their final phase positions $\zeta_f$ are advanced with respect to the shorter ramp case (Fig. 10). On the other hand, we observe that for the case (a), the electrons also gain less transverse velocity towards the propagation axis. In Appendix we show that the transverse motion of the electrons inside the blowout can be approximated by a harmonic oscillator, driven by the (linear) restoring force $F_x(\zeta, x) \approx -K(\zeta) x$, where $K$ symbolizes the focusing strength. In absence of any beam current $K(\zeta) = m a \rho_0 \hat{k}(\zeta)$, where $\hat{k}(\zeta)$ is a normalized focusing strength that depends on the particularities of the blowout shape and on the longitudinal velocity of the electrons (cf. Appendix). In the following, we assume that $\hat{k}$ is independent of the plasma density value in the range where injection occurs along the DDR. The amplitude in transverse momentum for a single electron trajectory is then related to the amplitude in the transverse coordinate by $p_{x,0} = \sqrt{Kmc}(k_{p,x0})$. For shorter ramps the plasma density decreases more rapidly and therefore the focusing strength applied to the electrons becomes effectively weaker during the trapping process, resulting in a smaller oscillation amplitude (cf. Fig. 10). In addition, because shorter ramps lead to the trapping of more charge, it is expected that beam loading effects are stronger for case (a). The space-charge field of the injected electrons contributes to further reduce the net focusing strength acting on the electrons during injection, and therefore dumps the oscillation amplitude (cf. Appendix). This effect is stronger as the electrons approach the propagation axis, and can be observed between $-4 < k_{p,x} < -3$ in Fig. 10 (a.1), where many of the macro-particle trajectories do not even reach the propagation axis after the first oscillation in contrast to Fig. 10 (b.1)]. As a result, the final transverse momentum amplitude of the trapped electrons is expected to be lower in the case of shorter ramps [cf. Figs. 10 (a.2) and (b.2)].

Assuming cylindrical symmetry and full betatron decoherence of the electron trajectories, an upper estimate of the normalized transverse emittance $\epsilon_{n,x} = \sqrt{\langle x^2 \rangle \langle (p_x)^2 \rangle - \langle x p_x \rangle mc}$, can be given in terms of the variance of the initial radial distribution of the electrons composing the slice and the characteristic focusing strength $\epsilon_{n,x} \approx \sqrt{k/n_i}$. Such a correlation between $\epsilon_{n,x}$ and $n_i$ can be observed in cases (b) and (c), where the sliced normalized emittance grows towards the back of the OPTIMIZING DENSITY DOWN-RAMP ...

\begin{equation}
\epsilon_{n,x} = \sqrt{\frac{K}{m c^2}} \frac{\langle r_i^2 \rangle}{2},
\end{equation}

with $\langle r_i^2 \rangle = \int r_i^2 f(r_i) dr_i / \int r_i f(r_i) dr_i$, and $f(r_i)$ the initial distribution function of the electrons. In Fig. 11 (middle), we show the initial normalized radius $k_{p,r} (n_i/n_{i0})$ of the injected electrons versus their final phase positions $k_{p,r} \zeta_f$ for the simulation cases (a) and (b). In general, we can observe a clear correlation between $\zeta_f$ and $n_i$, but an approximately constant distribution for $k_{p,r}$ as a function of $\zeta_f$. In the limit of long ramps, where the re-phasing effects are less pronounced, and the system is closer to the quasistatic picture, we may expect that the focusing strength over the electrons getting injected corresponds to the one caused by the blowout at the initial density $K \approx m a \rho_0 \hat{k}$ and therefore, from Eq. (9), $k_{p}^{0} \epsilon_{n,x} \approx \sqrt{\hat{k}/n_i \langle (k_{p,r})^2 \rangle / 2}$. This expression allows us to isolate the dependency of the emittance on the local plasma density, from where the electrons composing a slice are originating $\epsilon_{n,x} \propto \sqrt{\hat{k}/n_i}$. Such a correlation between $\epsilon_{n,x}$ and $n_i$ can be observed in cases (b) and (c), where the sliced normalized emittance grows towards the back of the OPTIMIZING DENSITY DOWN-RAMP ...

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure10.png}
\caption{Trajectory of the macro-particles originated from the same initial plasma density range (from 2.00n_0 to 2.03n_0) for two different ramp length cases (a) and (b). (Top) Radial distance to the beam axis $r$, (middle) “transverse velocity” $\beta_t = p_t / (mc\gamma)$, (bottom) longitudinal velocity $\beta_z = p_z / (mc\gamma)$ versus the comoving variable $\zeta$. In the top panels, we plot for reference the particle distribution of the plasma electrons after the injection process has been terminated.
}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure11.png}
\caption{Initial radius (top) and density (middle) distributions for trapped electrons as a function of their final phase positions, for the cases (a) and (b) in Fig. 7. Black dots indicate the average values and dashed lines $\pm 1$ rms. Sliced normalized emittance in horizontal (black) and vertical (gray) directions after $\sim 5$ cm of acceleration.
}
\end{figure}
injected bunch as the initial density diminishes [cf. Fig. 11 (b.3) and Figs. 8(b) and (c)]. However for the case (a), where the ramp length is shorter and more charge was trapped, the sliced emittance of the beam remains flat (and even decreases) towards the end of the bunch. This effect might be explained as follows: On one hand, when the plasma density changes more rapidly toward lower values, the focusing strength diminishes as \( K \approx ma_p^2 \hat{k} \), with \( \omega_p \) the local plasma frequency, and therefore, the emittance should be lower. On the other hand, because beam-loading effects are stronger when more charge is trapped when employing shorter ramps, these significantly contribute to further diminish the normalized focusing strength \( \hat{k} \) during the trapping process. As a result, we conclude that injecting electrons during a shorter ramp favors the production of higher current beams, which in turn, leads to a lower normalized emittance and a lower projected energy spread due to beam-loading effects.

V. SUMMARY

In this work, we have reviewed the principles of the density down-ramp (DDR) injection technique in PWFAs, in order to establish the necessary requirements for injection and acceleration. Trapping of plasma electrons in the first acceleration bucket is possible if the electrons propagate equal to or faster than the phase-velocity of the wake. Assuming that the plasma excitation regime does not change significantly during the DDR, the phase velocity of the wake is essentially defined by the ramp profile [Eq. (2)]. By means of PIC simulations we were able to determine the maximum plasma-electron velocity for three electron-driver cases that differ only on their peak current. This maximum velocity strongly depends on the current of the drive-beam and it is approximately reached at the resonant density for these three cases (Fig. 5). Therefore, in order to facilitate injection, it is useful to match the density at which the phase velocity is minimum to the resonant plasma density of the driver. Based on these considerations, we have determined that, for moderate current drivers (~2.5 kA), ramps of a length smaller than the plasma wavelength (at the plateau density) are required (Fig. 1). Additional PIC simulations have been employed to study and optimize the properties of the injected bunches for different Gaussian-DDR profiles. We find that shorter ramps lead to an increase of the trapped charge, which in turn, contributes to substantially reduce the emittance (Fig. 8). This interesting finding can be explained by the fact that the transverse motion of mildly relativistic plasma-electrons is damped during the injection process by the space-charge field of the previously injected charge, thereby reducing the emittance. Besides, an increased trapped charge reduce the correlated energy spread of the injected beams through beam loading (Fig. 9). For the case of FLASHForward-type of drive-beams, with 500 pC of charge and ~2.5 kA of peak current, best witness beam properties in terms of charge (140 pC), current (~1 kA), normalized emittance (~0.25 \( \mu m \)) and correlated energy spread (~1.45%/\( \mu m \)), were obtained using a Gaussian-DDR with a top-to-plateau factor of 10 and \( \sigma_z \approx 66 \mu m \). As a result of this analysis, we expect that further increasing the injected charge (by employing shorter ramps and/or higher current drivers) can be an effective way for the production of higher current witness beams with lower values of energy spread and emittance.
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APPENDIX: TRANSVERSE DYNAMICS OF PLASMA ELECTRONS INSIDE THE BLOWOUT

Assuming rotational symmetry with respect to the propagation axis of the drive-beam, the transverse force over a plasma electron is given by just one component \( F_x = -e(E_x - \beta_x c B_y) \), with \( \beta_x \) the longitudinal velocity of the electron. The transverse wakefields are linear inside the blowout \[ (E_x - c B_y)/E_0 = (k_p x)/2 \]. The transverse force on a plasma-electron inside the blowout cavity can be written in terms of \( E_x \) only: \( F_x = -e(E_x(1 - \beta_z) + \beta_z E_0(k_p x)/2) \). Integrating the Gauss’ equation \( \mathbf{\nabla} \times \mathbf{E} = \rho/e_0 \), and using that \( E_x \) is constant along the transverse direction \( \partial_x E_x = 0 \) in the blowout, it is found that

\[
\frac{E_x}{E_0} = (1 - S) \frac{k_p x}{2} - \frac{\hat{A}_b(x)}{k_p x}, \tag{A1}
\]

where \( S = \partial_x E_z/k_p E_0 \) is the normalized slope of the longitudinal electric field, and \( \hat{A}_b(x) = k_p^2 \int_0^x r dr \tilde{n}_b \), with \( \tilde{n}_b \) the normalized electron density of a beam present in the blowout (driver or witness). Using Eq. (A1), the equation for the transverse motion of an electron inside the blowout yields
\[ \frac{\hat{p}_x}{m c \omega_p} = -\frac{k_p x}{2} + \left(1 - \beta_z\right) \left( \frac{S k_p x}{2} + \frac{\hat{\Lambda}_b(x)}{k_p x} \right), \]

(A2)

with \( p_x = m \gamma \hat{x} \), the transverse momentum of the electron. The first term in Eq. (A2) represents the electrostatic attraction due to the uniform background of ions. The second term is only relevant for nonrelativistic electrons and consists on a linear term proportional to \( S \) and a (generally nonlinear) term due to the electrostatic repulsion caused by any electron current present in the blowout. For \( x \)-positions sufficiently near the axis, or in case of an uniform electron-beam distribution around the axis, we can approximate \( \hat{\Lambda}_b(x)/(k_p x) \approx \bar{n}_b^0 k_p x/2 \), with \( \bar{n}_b^0 \) the (normalized) peak electron density of a beam centered on the propagation axis. Further assuming that \( \hat{p}_x = m \gamma \hat{x} \), Eq. (A2) can be simplified to \( \ddot{x} = -\omega_p^2 \hat{k} x \), the equation for a harmonic oscillator with restoring force \( F_x = -Kx = -m \omega_p^2 \hat{k} x \), where

\[ \hat{k} = \frac{1}{2\gamma} \left[ 1 - (1 - \beta_z)(S + \bar{n}_b^0) \right], \]

(A3)

represent the (normalized) focusing strength over the electrons. In general \( \hat{k} \) depends on the \( \zeta \)-position of the electron, and therefore, the amplitude and the frequency of the oscillation changes along the electron orbit inside the blowout. It can be shown that, for high-current electron drivers (\( \Lambda_b \gg 1 \)), \( S \rightarrow 1/2 \) in the central region of the blowout [11]. For moderate current drivers (in the range of few kA) [9] \( S \approx 0.2 \). The value of \( S \) increases substantially at the rear of the blowout cavity, but also the longitudinal velocity of the plasma electrons increases significantly and the influence of a high \( S \) is partially balanced by a small \( 1 - \beta_z \) term in Eq. (A3). In order to quantify this effect we plot in Fig. 12 \( E_z/E_0 \), \( S \), \( \beta_z \) and \( \hat{k} \) as obtained from the PIC simulation shown in Fig. 3, for a 2.5 kA driver. Here \( \hat{k} \) is calculated from the value of \( \psi \) in the propagation axis through Eq. (8), that we use to estimate \( \hat{k} \) from Eq. (A3). We observe that \( \hat{k} \approx 0.3 \) for electrons going through most of the central region of the blowout. When the electrons approach the vertex of the blowout, the focusing strength suddenly decreases to \( \hat{k} \approx -0.5 \). This reduction of \( \hat{k} \) at the end of the blowout damps the oscillation amplitude of the plasma electrons. In addition, in the presence beam charge near the vertex of the blowout, the oscillation amplitude of the electrons is further damped by the \( \hat{\Lambda}_b/(k_p x) \) term in Eq. (A2), or the term \( \bar{n}_b^0 \) in Eq. (A3). If after completing their first oscillation the electrons are subsequently trapped in the blowout (e.g., by means of a DDR), the focusing strength increases again to \( \hat{k} = 1/(2\gamma) \) when \( \beta_z \rightarrow 1 \) (Eq. (A3)), and the frequency of their oscillations (betatron frequency) is given by \( \omega_p = \omega_p\sqrt{2\gamma} \).

FIG. 12. Plasma electron density in the blowout regime from a PIC simulation with a 2.5 kA electron driver (grey scale). The (normalized) longitudinal electric field \( E_z/E_0 \) (black), its normalized derivative \( S \) (green), the longitudinal velocity of the plasma electrons \( \beta_z \) (blue), and the normalized focusing strength over the electrons \( \hat{k} \) (red).


