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Abstract

Advances in attosecond science have led to a wealth of important discoveries in atomic, molecular and solid-state physics, and are progressively directing their footsteps towards problems of chemical interest. Relevant technical achievements in the generation and application of extreme-ultraviolet sub-femtosecond pulses, the introduction of experimental techniques able to follow in time the electron dynamics in quantum systems, and the development of sophisticated theoretical methods for the interpretation of the outcomes of such experiments have raised a continuous growing interest in attosecond phenomena, as demonstrated by the vast literature on the subject. In this review, after introducing the physical mechanisms at the basis of attosecond pulse generation and attosecond technology, and describing the theoretical tools that complement experimental research in this field, we will concentrate on the application of attosecond methods to the investigation of ultrafast processes in molecules, with emphasis in molecules of chemical and biological interest. The measurement and control of electronic motion in complex molecular structures is a formidable challenge, for both theory and experiment, but will indubitably have a tremendous impact in chemistry in the years to come.

1 Introduction

"Chemical reactions occur by the rearrangement of atoms, breaking and remaking bonds to form the final product species from the initial reactant molecules. ... this chemical transformation is a dynamical process involving the mechanical motion of electrons and atomic nuclei. These underlying elementary dynamical steps occur on the ultrafast time scales of molecular translations, vibrations, rotations, and electronic transitions, most conveniently measured in femtoseconds (1 fs = 10^{-15} s). In this sense, all chemistry is femtochemistry.¹" Born in the second half of the past century, femtochemistry is now a well-established scientific discipline.² One of its goals is to control a chemical reaction by steering the motion of
the nuclei of the involved molecules by using femtosecond light pulses. As reactivity is at the heart of chemistry, nowadays femtosecond lasers are widely used in most areas of chemical sciences.

With the advent of the twenty-first century, developments of coherent light sources permitted to create even shorter light pulses, down to a few tens of attoseconds \((1\text{ as} = 10^{-18}\text{ s})\), in the extreme ultraviolet (EUV) spectral region. This impressive progress in laser technology, which will be discussed in the first two sections of this review, has opened the way to directly control the rapid motion of electrons inside a molecule and, as a consequence, the subsequent nuclear dynamics occurring on a longer temporal scale. Since the time-dependent electronic density is ultimately responsible for bond formation and bond breaking in molecules, controlling this motion has thus opened the door to a new way of doing chemistry, usually termed \textit{attosecond chemistry}\textsuperscript{3–5} or \textit{attochemistry} for short.

Attosecond pulses in the EUV spectral region were first employed for the investigation of ultrafast electron dynamics in atomic systems. Immediately after their experimental realization,\textsuperscript{6,7} they were used to measure Auger relaxation in krypton atoms.\textsuperscript{8} Shortly afterwards, other important applications were reported also in atoms, as the real-time observation of valence electron motion in krypton,\textsuperscript{9} the characterization of electron wave packets (WPs) in helium,\textsuperscript{10} the measurement of the delay in photoemission using isolated attosecond\textsuperscript{11} or trains of attosecond pulses,\textsuperscript{12} the reconstruction of a correlated two-electron wave packet\textsuperscript{13} and the build-up of Fano interferences\textsuperscript{14,15} in helium, or the analysis of the tunneling process of an electron ionized from noble gas atoms,\textsuperscript{16–18} to name but a few examples. In the last few years, attosecond technology has also been used to study ultrafast processes in condensed matter\textsuperscript{19–23} in order to understand physical phenomena that may enable the scaling of electronic and photonic circuits to atomic dimensions.\textsuperscript{24}

Although there are fewer applications of attosecond technology to investigate ultrafast electron dynamics in molecules, their huge potential to understand a large variety of chemical processes has been recently realized. Indeed, ultrafast electron dynamics induced by light
plays a crucial role in the early stages of photosynthesis, in radiation damage of biologically relevant molecules, and in general in any chemical or biological process in which electron transfer occurs. As recently shown, electron transfer along a molecular chain can be much faster than molecular vibrations and, therefore, requires attosecond time resolution for its understanding.

In addition to high time resolution, another very challenging aspect of attosecond studies in molecules is the involvement of many degrees of freedom, with complex and generally unknown interconnections. For example, electronic and nuclear degrees of freedom are usually coupled due to non-adiabatic effects, and electron correlation plays a significant role. On top of that, EUV excitation in large molecules involves a large number of ionization channels due to the energy proximity of molecular orbitals in systems containing such a large number of electrons. Therefore, with attosecond sources, chemistry enters into new, never-considered, domains of light-matter interaction, which require the support from theoretical modeling right from the start. For this reason, the role of theory as a prerequisite to outline new experiments, and to disclose their feasibility and informational content, will be stronger than ever before. Until very recently, complete theoretical methods able to take into account the correlated motion of electrons and nuclei after interaction with attosecond pulses were practically limited to diatomic molecules, in particular \( \text{H}_2 \). Consequently, since the accomplishment of the first pump-probe measurement with attosecond temporal resolution in \( \text{H}_2 \) and \( \text{D}_2 \) molecules, only a few experimental applications of attosecond pulses to polyatomic molecules have been reported. These measurements, which constitute the central part of this review, have motivated extensive theoretical developments, which will also be described here.

Among all possible applications of attosecond science to molecular systems, a very exciting one is the investigation of charge motion along the molecular chain of biologically relevant molecules. In this review, particular attention will be devoted to this specific process, which, according to early theoretical predictions, can be driven by purely electronic effects and...
can precede any rearrangement of the nuclear skeleton because it takes place on a temporal scale ranging from few femtoseconds down to tens of attoseconds.\textsuperscript{25,34–37}

The review paper is organized as follows. Section 2 introduces the basis of attosecond technology, starting from the description of the high-order harmonic generation (HHG) process in atomic gases, which leads to the production of attosecond pulses in the form of isolated pulses or trains of pulses. Attosecond photon pulses are always associated to attosecond electron pulses through the so-called re-colliding electron wave packets, which provide spatial resolutions down to the angström range, due to the short de Broglie wavelength of these electron wave packets. This is another key point in attosecond technology that will also be examined in section 2. Section 3 reviews the main experimental methodologies that have been developed to achieve attosecond temporal resolution. Section 4 is devoted to the discussion of existing theoretical methods for the investigation of electron dynamics in molecules after excitation by attosecond pulses. Section 5 reports on experimental and theoretical results in molecular science starting from the simplest molecule, H\textsubscript{2}, and going up to small polyatomic molecules: we will show why attosecond pulses are such powerful tools for the investigation and control of the ultrafast electronic processes in these systems after sudden removal of an electron by the absorption of high-energy photons. Section 6 describes how the experimental and theoretical tools described in the first part of the review have been applied to investigate electronic dynamics in biologically relevant molecules: aminoacids, polypeptides, DNA, etc. In section 7, attosecond molecular imaging techniques will be briefly introduced to illustrate how one can take advantage of the sub-angström spatial resolution attainable from attosecond pulses. In the last section of the review, the current status of attochemistry is summarized and an outlook of future investigations in this field is given.
2 Generation of attosecond pulses

2.1 High-order harmonic generation

When an intense and short laser pulse is focused into a gas medium, the electronic response becomes highly nonlinear and high-order harmonics of the driving laser frequency can be generated. High-order harmonic generation (HHG) is now a widely used technique for the production of coherent extreme ultraviolet (EUV) radiation. The typical spectrum of high-order harmonics is characterized by a fall-off, of two or three orders of magnitude, from the 3rd to typically the 5th harmonic, followed by a plateau, where the harmonic intensities remain approximately constant. This region, which can extend up to several hundreds of harmonic orders, is followed by a sharp cutoff, as schematically shown in Fig. 1. Only odd harmonics of the fundamental frequency are generated for reasons of symmetry. Indeed, in a centrosymmetric medium (gas target) a reversal of the driving field must cause a reversal of the nonlinear polarization, which is the source of the harmonic emission. Therefore, considering an expansion of the nonlinear polarization in terms of the driving field, only the odd terms are present. The first experimental observation of the high-order harmonic plateau in HHG was reported by the end of the 1980s by McPherson and coworkers and by Ferray and coworkers. In the first case ~ 1-ps pulses at 248 nm, generated by a KrF* laser system, were focused into a noble gas target produced by a pulsed gas jet, at an intensity of the order of $10^{15} - 10^{16}$ W/cm$^2$. The highest harmonic observed was the seventeenth (14.6 nm) in neon. In the second case, harmonic generation was obtained in xenon, krypton and argon by a Nd:YAG laser at 1064 nm, with a pulse duration of ~ 30 ps. Harmonics as high as the 33rd harmonic order (32.2 nm) were produced in argon. The most important experimental result was the observation that the harmonic conversion efficiency falls slowly beyond the fifth harmonic as the order increases: this was the first clear experimental evidence of the generation of the harmonic plateau. By using shorter driving pulses (< 1ps) considerable extension of the maximum photon energy was independently demonstrated, in 1993, by two
Figure 1: Schematic illustration of the spectrum produced by HHG in gases, showing the plateau region, where harmonic intensity remains roughly constant, and the cutoff region, where generation efficiency drops. In general, only odd harmonics of the fundamental frequency, \( \omega_0 \), are generated.

By focusing on noble gas targets a 1-ps Nd:glass laser (1053 nm) at intensities between \( 10^{14} \) and \( 10^{15} \) W/cm\(^2\), harmonics up to the 29th in xenon, 57th in argon and at least up to the 135th in neon were measured.\(^{41}\) 125-fs laser pulses at 800-nm were used by Macklin et al., with the observation of harmonics up to the 109th order in neon gas.\(^{40}\)

2.2 The semiclassical three-step model

In this section we detail a widely-employed semiclassical approach to explain in a simple way the physical process at the heart of HHG. A breakthrough in the theoretical interpretation of the physical mechanisms at the basis of HHG process was reported in 1992 by Krause et al.,\(^{42}\) who first showed that the maximum photon energy achievable by HHG in gases follows the famous cutoff law: \( \hbar \omega_{\text{max}} \approx I_p + 3U_p \), where \( I_p \) is the ionization potential of the gas and \( U_p \) is the ponderomotive energy, i.e. the mean kinetic energy of an electron oscillating in the laser field. A simple semiclassical interpretation of the process was reported shortly afterwards in the framework of the so-called three-step or simple man’s model, introduced in 1993 by Kulander et al.,\(^{43}\) Schafer et al.\(^{44}\) and Corkum.\(^{45}\) It should be noted that a
not well known precursor of this successful model is the so-called atomic antenna model proposed by Kuchiev in 1987,\textsuperscript{46} which already contained the essential ingredients of the physical interpretation of the process. A relevant early work was also reported by Brunel, who investigated the interaction of intense electromagnetic waves with overdense plasmas\textsuperscript{47} and described the HHG process in terms of the fast varying plasma current generated by ionization, which takes place in a temporal interval localized around the maximum of the driving electric field,\textsuperscript{48} and by Corkum et al., who interpreted above-threshold ionization (ATTI) occurring in parallel to HHG in terms of a simple semiclassical model.\textsuperscript{49}

The semiclassical interpretation of the harmonic generation process is simple and can be easily understood with the help of Fig. 2. When a femtosecond laser pulse (also called driving pulse) is focused on a gas target, with peak intensity in the range between $10^{13}$ and $10^{15}$ W/cm\textsuperscript{2}, the Coulomb potential experienced by the outer-shell electrons is strongly modified by the laser electric field (indicated in Fig. 2 by a red line). A potential barrier is generated, through which an electron can tunnel, as shown in the first panel of Fig. 2 (blue dashed box). The probability of electron tunneling is high only in a narrow temporal region around each crest of the electric field. Indeed, as it will be discussed in Sect. 2.2.1, the tunnel ionization rate depends exponentially on the field amplitude. Therefore, the first step in the process of HHG has a pure quantum mechanical origin: tunnel ionization. After tunnel ionization, the electron is free to move in the continuum under the effect of the electric field of the driving pulse and its motion can be well described by using classical arguments (Newton's second law), at least as a first order approximation. The freed electron is first accelerated by the linearly polarized driving field away from the parent ion, until the electric field changes sign and thus the electron is decelerated, then reverses its direction of motion and is finally driven back towards its original position, as shown by the second panel in Fig. 2 (green dashed box). This electron is usually called recolliding electron. The time spent by this electron in the continuum, between the ionization and the recollision instants, depends on the particular trajectory it follows. If the recolliding electron recombines with the parent
Figure 2: Three-step model. The electron is set free near a field crest by tunnel ionization (step 1, blue dashed box), then it is accelerated by the driving electric field and returns to its initial position (step 2, green dashed box), where it can recombine with the parent ion leading to the emission of an attosecond EUV pulse (step 3, orange dashed box).

ion, the kinetic energy acquired during its motion in the continuum can be released in the form of a burst of high-energy photons with sub-cycle duration, as shown in the third panel of Fig. 2 (orange dashed box). Depending on the intensity and wavelength of the driving field, the spectrum of this burst of photons may extend in the EUV from a few eV to a few hundreds of eV. As shown in Fig. 2(c), the electron set free around the peak crest indicated by letter A recollides with the parent ion near the first zero of the driving field following the peak crest designed by letter B. The entire process (ionization, motion in the continuum and recombination) is repeated every half optical cycle, since an electron can be freed around any of the field crests, thus leading to the generation of a train of attosecond pulses separated by half optical cycle of the driving radiation.

The EUV emission occurring during the third step of this model can be easily described in terms of the radiation emitted by an oscillating dipole, as illustrated in Fig. 3. During the first step of the HHG process a portion of the electron wave function, $\psi_e$, tunnels and propagates in the continuum under the action of the driving electric field. This continuum
Figure 3: Total electron density distribution $|\psi_b + \psi_c|^2$ in two different instants. The main peak is related to the electron density associated to the bound component of the wave packet ($\psi_b$), while the propagating plane wave refers to the continuum wave packet component ($\psi_c$). The contour plots show the center of mass of the electron density distribution.

component of the electron wave packet, shown as a plane wave in Fig. 3, interferes with the component that remains bound to parent ion, $\psi_b$ (the pronounced peak in Fig. 3). The coherent overlap of these two components generates a dipole. Figure 3 shows the total electron density distribution $|\psi_b + \psi_c|^2$ in two different instants. As shown by the contour plots lying below the three-dimensional plot of the electron density, the center of mass of $|\psi_b + \psi_c|^2$ oscillates back and forth, thus giving rise to an electric dipole, which oscillates as the continuum wave function propagates. This electric dipole acts as an atomic antenna\textsuperscript{46} lasting just a small fraction of an optical cycle of the driving radiation, thus leading to high harmonic radiation.

In the following section we will briefly discuss the tunnel ionization process, then we will study the motion of the freed electron in the continuum by using classical Newton’s equations and finally we will calculate the kinetic energy of the recolliding electron and therefore the energy of the generated EUV photons. We will show that, in spite of its simplicity, the model allows one to derive the cutoff law and the main characteristics of the quantum trajectories followed by the electrons in the temporal interval between the ionization and the recollision events.
2.2.1 Tunnel ionization

In 1965 Keldysh formulated a theory to describe ionization of a one-electron atom exposed to strong laser radiation for the case of photon energies much smaller than the ionization potential of the atom. A dimensionless parameter, known as Keldysh parameter, was introduced to obtain a classification of different ionization mechanisms. The Keldysh parameter is expressed as

$$\gamma = \omega_0 \tau_T = \frac{2\pi \tau_T}{T_0} = \sqrt{\frac{I_p}{2U_p}},$$

(1)

where $\omega_0$ is the angular frequency of the driving radiation, $T_0$ the corresponding optical period and $\tau_T$ the tunneling time (which is not strictly related to quantum mechanical tunneling time). From this expression, it is evident that when $\gamma \ll 1$, i.e., $\tau_T \ll T_0$, the Coulomb barrier is stationary during tunneling, while, when $\gamma \gg 1$, i.e., $\tau_T \gg T_0$, the barrier is oscillating. Thus, in general, when $\gamma \ll 1$, tunnel ionization dominates, while, when $\gamma \gg 1$, multiphoton ionization does. In reality, these two ionization regimes cannot be completely separated from each other; electrons show up in the continuum around the peaks of the driving electric field, $E(t)$, but not only for $\gamma < 1$, also for $\gamma > 1$.

The ionization rate can be calculated by employing the Perelomov, Popov and Terent’ev (PPT) model for both tunnel and multiphoton ionization. In the tunnelling regime ($\gamma \ll 1$) the probability of ionization as a function of the laser electric field can be calculated by using the simpler Ammosov, Delone and Krainov (ADK) model. Assuming that most of the tunnel ionization is confined to a very small portion of an optical cycle, so that the driving electric field, $E$, can be considered as quasi-static, the tunnel ionization rate is given by the following expression (in atomic units):

$$w = -\frac{1}{N} \frac{dN}{dt} = \frac{I_p |C_n e^\ell|^2 G_{\ell m}}{2} \left( \frac{2F_0}{E} \right)^{2n^* - |m| - 1} \exp \left( -\frac{2F_0}{3E} \right),$$

(2)
where \( N \) is the ground-state population,

\[
|C_{n^*\ell}|^2 = \frac{2^{2n^*}}{n^*\Gamma(n^* + \ell^* + 1)\Gamma(n^* - \ell^*)},
\]

\[
G_{\ell m} = \frac{(2\ell + 1)(\ell + |m|)!}{2^m|m|!(\ell - |m|)!}, \quad F_0 = (2I_p)^{3/2}, \quad \Gamma = \text{the Euler Gamma function},
\]

\( n^* = \sqrt{I_{pH}/I_p} \) is the effective principal quantum number, \( I_{pH} \) is the ionization potential of hydrogen, \( \ell^* = n^* - 1 \) is the effective orbital quantum number, \( n \) is the principal quantum number, \( \ell \) the angular quantum number and \( m \) the magnetic quantum number. Due to the exponential dependence on the external electric field, the ionization rate is strongly dependent on the driving intensity. This is particularly important since this highly nonlinear process directly determines the ultrafast (sub-femtosecond) temporal duration of the electronic wave packet generated after tunnel ionization, as will be discussed in the following.

### 2.2.2 Motion of the electron in the driving field and recombination

After tunnel ionization, the electron is free to move in the continuum under the effect of the electric field of the fundamental radiation. We can assume that the freed electron appears in the continuum with velocity \( v = 0 \). Assuming a monochromatic driving field, \( E \), of amplitude \( E_0 \), angular frequency \( \omega_0 \), and linearly polarized in the \( x \) direction defined by the unitary vector \( u_x \),

\[
E(t) = E_0 \cos(\omega_0 t) \, u_x, \quad (4)
\]

the equation of motion of the electron after tunnel ionization is

\[
\frac{dv}{dt} = -\frac{e}{m}E(t), \quad (5)
\]

where \( m \) and \(-e\) are the electron mass and charge, respectively (in the remaining part of this section we will not use atomic units for the sake of clarity). This equation of motion can be
easily integrated, thus giving the velocity of the electron at any time $t$ after ionization:

$$v(t) = -\frac{eE_0}{m\omega_0} \left[ \sin(\omega_0 t) - \sin(\omega_0 t') \right] u_x, \quad (6)$$

where $t'$ is the tunnel ionization instant. The position of the electron after ionization is therefore given by:

$$x(t) = -\frac{eE_0}{m\omega_0^2} \left[ \cos(\omega_0 t) - \cos(\omega_0 t') + \omega_0 (t - t') \sin(\omega_0 t') \right], \quad (7)$$

where we have assumed that the initial position of the electron after ionization is $x(t') = 0$. In the case of linear polarization, the electron can return to the parent ion and recombine to the ground state, with the emission of a photon. The recombination instant can be calculated by solving the equation $x(t) = 0$, which does not have analytical solutions. It is possible to show that the freed electron can return to the parent ion if $0 \leq \omega_0 t' \leq 80^\circ$ or $180^\circ \leq \omega_0 t' \leq 260^\circ$. The numerical solution of the equation $x(t) = 0$ can be fitted by the following expression:

$$\frac{t}{T_0} = \frac{1}{4} - \frac{3}{2\pi} \sin^{-1} \left( 4 \frac{t'}{T_0} - 1 \right). \quad (8)$$

The evolution of the recombination time, $t$, as a function of the ionization time, $t'$, in a temporal window corresponding to a quarter of the optical period is displayed in Fig. 4. It is interesting to note that the recombination instant is uniquely determined by the ionization instant. The maximum time interval spent by the freed electron in the continuum before recombination is a complete optical cycle. This situation corresponds to an electron set free by tunnel ionization at $t' = 0$ (i.e., exactly in correspondence of the electric field crest). In this case the electron returns to the parent ion with zero velocity. Upon increasing $t'$ the recombination time decreases and the electron returns to the parent ion with a kinetic energy given by

$$E_k = \frac{1}{2}mv^2(t) = 2U_p \left[ \sin(\omega_0 t) - \sin(\omega_0 t') \right]^2, \quad (9)$$
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Figure 4: Recombination time normalized to the optical period $T_0$, $t/T_0$, as a function of the ionization time normalized to the optical period, $t'/T_0$.

where $U_p = e^2E_0^2/4m\omega_0^2$ is the ponderomotive energy (the expression for $U_p$ has been already written earlier in this section in atomic units). Figure 5 displays the kinetic energy of the recolliding electron, normalized to the ponderomotive energy, as a function of the ionization instant. Upon increasing $t'$ the kinetic energy increases up to a maximum value $E_k \approx 3.17U_p$, which is carried by the electron emitted at $t'/T_0 \approx 0.05$ and returning to the parent ion at $t/T_0 \approx 0.7$. Therefore, the maximum energy of the photons emitted by recombination of the returning electron is given by the following expression

$$\hbar\omega_{max} = I_p + 3.17U_p$$  \hspace{1cm} (10)

usually called the *cutoff law*. Therefore, a burst of high-energy photons, typically in the EUV spectral region, is generated upon recombination of the re-colliding electronic wave packet with the parent ion. Since $U_p \propto I_0\lambda_0^2$, where $I_0$ is the peak intensity of the driving pulse and $\lambda_0$ the corresponding wavelength, the cutoff frequency can be extended by increasing the intensity and the wavelength.

After the maximum at $t'/T_0 \approx 0.05$, the kinetic energy of the returning electron decreases and finally vanishes when $t'/T_0 \approx 0.25$. Figure 5 also shows that the electron released at a
Figure 5: Evolution of the kinetic energy of the recolliding electron, normalized to the ponderomotive energy, as a function of the ionization time, $t'$. Particular instant $t'/T_0 < 0.05$ has the same kinetic energy of an electron emitted at $t'/T_0 > 0.05$. Since shorter ionization times, $t'$, correspond to longer recombination times, $t$ (see Fig. 4), it is common to group the trajectories followed by the electron between the tunneling and recombination times in two classes. The long trajectories correspond to electrons ionized at $t'/T_0 < 0.05$, while the short trajectories correspond to electrons ionized at $t'/T_0 > 0.05$. For short trajectories, the corresponding recombination time is $0.25 < t/T_0 < 0.7$ and, for the long trajectories, $0.7 < t/T_0 < 1$. The distinction between short and long trajectories can be clearly visualized by plotting the normalized kinetic energy of the recolliding electron as a function of both the ionization instant $t'$ and the recombination instant $t$, as shown in Fig. 6. It is possible to select either the long or the short trajectories with a high degree of accuracy by simply changing the position of the gas target with respect to the focal point of the driving radiation and by using suitable spatial filters in the harmonic beam-path. Short and long trajectories give rise to EUV emission with very different characteristics, which are crucial for applications. In particular, since the kinetic energy of the re-colliding electronic wave packet changes with time, also the energy of the photons generated upon recombination changes with time: i.e, the generated EUV pulses posses an intrinsic chirp, $C = d\omega/dt$, named attochirp. The EUV pulses generated by the short trajectories exhibit a positive and almost
Figure 6: Evolution of the kinetic energy of the recolliding electron, normalized to the ponderomotive energy, as a function of the ionization time, \( t' \) (red curve) and of the recollision time, \( t \) (blue curve). Short and long trajectory are displayed.

Linear chirp, meaning that the instantaneous frequency increases with time, while the pulses generated by the long trajectories are negatively chirped.

Since the processes at the basis of the semiclassical three-step model (i.e., tunnel ionization, acceleration in the laser electric field and recombination) are repeated every half optical cycle of the driving radiation, a train of EUV pulses, separated by \( T_0/2 \), is generated. In the spectral domain, this corresponds to the generation of high-order harmonics of the fundamental radiation. A rough estimate of the duration of the EUV pulses produced by HHG can be obtained by combining the results of the semiclassical three-step model with calculations of the tunnel ionization rate. In particular, it is possible to calculate an approximate value for the duration of the electronic wave packet generated by tunnel ionization, which in turn is related to the duration of the EUV pulse emitted upon recombination.

Let us consider harmonic generation in neon (\( I_p = 21.56 \text{ eV}, \ F_0 = 1.02 \times 10^{12} \text{ N/C}, \ n^* = 0.79, \ m = 0 \)) and assume that only the short trajectories are selected (\( t'/T_0 > 0.05 \)). By choosing a driving intensity \( I = 1.4 \times 10^{13} \text{ W/cm}^2 \), we have \( F_0/E = 100 \), so that the ADK ionization
rate can be written as

\[
w = \frac{I_p}{\hbar} |C_n e^{i\ell}|^2 G_{\ell m} \left( \frac{200}{|\cos(\omega t')|} \right)^{0.58} \exp \left( -\frac{200}{3|\cos(\omega t')|} \right)
\]  

(11)

which vanishes already at \( t'/T_0 = 0.07 \). Therefore, in the case considered in this example, the strongly nonlinear dependence of the ionization rate with the driving intensity determines a very short temporal window for tunnel ionization, in the range \( 0.05 < t'/T_0 < 0.07 \). By using the approximate formula (8), the limited window for ionization determines a short window for the recombination time, \( 0.63 < t/T_0 < 0.7 \), thus limiting to \( \sim 180 \) as the spread in recombination times: this number is directly related to the duration of the EUV pulse emitted upon recombination.

2.3 Semiclassical formulation of the three-step model based on strong-field approximation

A semiclassical formulation of the three-step model based on the strong-field approximation (SFA) was developed in 1994 by Lewenstein et al.\textsuperscript{58} In SFA, the electron in the continuum is treated as a free particle moving in the electric field, i.e. the influence of the Coulomb potential is completely neglected. In spite of this limitation, Lewenstein’s model has been widely used to understand the HHG process in atoms and molecules. Subsequently, efforts have been made to improve the model by including Coulomb distortion.

High-order harmonic generation is the result of the macroscopic response of the medium:

\[
\frac{\partial^2 E}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 E}{\partial t'^2} = \mu_0 \frac{\partial^2 P}{\partial t'^2}
\]  

(12)

where \( P \) is the polarization of the medium and \( \mu_0 \partial^2 P / \partial t'^2 \) represents the source term for the EUV field and it is due to the interaction with the medium. By definition, the polarization...
is the dipole moment per unit volume:

\[ P(t) = N \langle e r(t) \rangle \]  

(13)

where \( \langle e r(t) \rangle \) is the expectation value of the dipole moment of an atom in the time domain. Assuming atomic units, the dipole moment can be written as follows:

\[ \langle r(t) \rangle = \langle \psi(r, t)|r|\psi(r, t) \rangle \]  

(14)

It is evident that the first step to evaluate the response is the calculation of the wave function \( |\psi(r, t)\rangle \).

Considering a single atom in a classical electromagnetic field, the Schrödinger equation can be solved using the following three approximations: (i) single active electron (SAE) approximation; (ii) strong field approximation (SFA); (iii) in the calculations, only the ground state and the continuum are considered, i.e., the influence of the other bound states of the atom is completely neglected. In the framework of the SAE approximation the atom is treated as a hydrogen-like system and multiple ionization is neglected. Within this approximation, only one electron is active in the ionization process, while the other ones are involved only in the screening of the nucleus, thus giving rise to an effective single-electron potential. In the case of atoms\(^5\) and small molecules,\(^6\) the SAE approximation has been demonstrated to be a very useful approach. In polyatomic molecules with many delocalized electrons, however, the SAE approximation often fails to account for the experimental results.\(^6\) Indeed, in most molecules, multi-electron excitations typically lie below the first ionization potential and the inner valence electrons move with frequencies comparable to those for the outer valence electrons, thus rendering the SAE approximation inadequate.\(^6\)

The time-dependent wave function of the system, \( |\psi(r, t)\rangle \), can be written as a superposition of the ground state wave function, \( |g\rangle e^{iPt} \), and of the continuum wave function, which corresponds to the electron wave packet moving in the continuum after tunnel ionization.
The source of HHG is given by the oscillating dipole moment generated by the interference of the continuum electron wave packet re-colliding with the parent ion with the fraction of the electron wave function left in the ground atomic state, as explained in Sect. 2.2 (see Fig. 3). For hydrogen-like atoms, the space-dependent part of the ground state $s$-wave function can be written as (from now on we use again atomic units):

$$\langle g \rangle = \frac{\alpha^{3/4}}{\pi^{1/2}} e^{-\sqrt{\alpha}|r|} \quad (15)$$

An ansatz for $|\psi(r,t)\rangle$ is given by

$$|\psi(r,t)\rangle = e^{iHt}[a(t)|g\rangle + \int d^3v b(v,t)|v\rangle], \quad (16)$$

where $a(t)$ is the amplitude of the ground state wave function and $b(v,t)$ are the amplitudes of the continuum states. Ignoring the continuum-continuum contribution, $\langle v|r|v'\rangle$, to the dipole moment, the dipole moment responsible for the harmonic generation can be written as

$$\langle r(t) \rangle = \int d^3v a^*(t)b(v,t) d^*(v) + \text{c.c.} \quad (17)$$

where $d^*(v) = \langle g|r|v\rangle$ is the dipole transition-matrix element from the continuum states to the ground state. The physical interpretation of eq 17 is the following: the origin of the harmonic radiation is the oscillating dipole generated by the recombination of the re-colliding electron wave packet $b(v,t)$ with the ground state with amplitude $a(t)$. Using the SFA it is possible to obtain a simple expression for the dipole moment given by eq 14:

$$\langle r(t) \rangle = i \int_0^t dt' \int d^3p a^*(t)d^*[p + A(t)]e^{-iS(p,t,t')}a(t')E(t')d[p + A(t')] \quad (18)$$

where $E(t)$ is the electric field of the driving radiation and $A(t) = -\partial E/\partial t$ is the corresponding vector potential, $p$ is the canonical momentum defined as $p = v(t) - A(t)$, $d[p + A(t')]$ and $d^*[p + A(t)]$ are the dipole transition moments between the ground state $\Psi_g$ and a con-
tinum state represented by a plane wave with kinetic momentum \( p + A(t') \) and \( p + A(t) \), respectively,

\[
d[p + A(t)] = \langle p + A(t)|\hat{d}|g\rangle,
\]

and \( S(p, t, t') \) is the quasi-classical action, which gives the phase accumulated by the electron wave function during the propagation in the continuum:

\[
S(p, t, t') = \int_{t'}^{t} dt'' \left\{ \frac{[p + A(t'')]^2}{2} + I_p \right\}.
\]

Equation 18 has a simple physical interpretation in complete agreement with the three-step quasi-classical model. The dipole moment is given by the contribution of all the electrons emitted in the continuum at an instant \( t' \) with momentum \( p \) with a probability given by the term \( E(t')d[p + A(t')] \); the electron is then accelerated by the electric field and acquires a phase factor \( e^{-iS(p, t', t')} \), and finally recombines with the parent ion at an instant \( t \) with probability \( d^*[p + A(t)] \). In the spirit of Feynman’s quantum paths approach, each electron trajectory has to be considered and integrations over the momentum space \( d^3p \) and over the ionization instants \( dt' \) are required. It is important to observe that the various electron trajectories (quantum paths) do not contribute in the same way to the electric dipole moment: due to the fast oscillating phase term, all the contributions tend to cancel out apart from those corresponding to the stationary points of the classical action:

\[
\nabla_p S(p, t, t') = 0.
\]

In this way the dipole moment can be written as a coherent superposition of only a few electron quantum paths, which are the complex trajectories followed by the electrons from the ionization instant to the recombination with the parent ion. Using the saddle-point method, the Fourier transform of the dipole moment, \( x(\omega) \) (assuming a driving field polarized along the \( x \)-axis), can be written as a coherent superposition of the contributions from
the different electron quantum paths corresponding to the complex saddle-point solutions 
\((p_s, t_s, t'_s)\), where \(p_s\) is the stationary value of the momentum acquired by an electron that is 
set free at time \(t'_s\) and recombines with the parent ion at time \(t_s\). The sum over the relevant 
quantum paths can be decomposed in two terms related to the short and long quantum 
paths. The Fourier transform of the dipole moment can thus be written as\(^6\)

\[
x(\omega) = \sum_{s \in \text{short}} |x_s(\omega)| \exp[i\Phi_s(\omega)] + \sum_{s \in \text{long}} |x_s(\omega)| \exp[i\Phi_s(\omega)], \tag{22}
\]

where the first sum takes into account the contributions of the short quantum paths, while 
the second one considers the long quantum paths. \(\Phi_s(\omega)\) is the phase of the complex function 
\(x_s(\omega)\).

### 2.4 Generation of attosecond pulses

In 1992 Farkas and Tóth proposed, for the first time, the possibility to use HHG in gases to 
generate attosecond pulses.\(^6\) Based on experimental and theoretical results available at that 
time, they predicted the generation of trains of \(\sim 30 - 70\) as pulses separated by half optical 
cycle of the fundamental radiation. The intensity profile of the EUV pulses, \(I(t)\), can be 
obtained if the spectral amplitudes, \(A_q\), and the spectral phases, \(\phi(\omega_q)\), of the generated \(N\) 
harmonics are known:

\[
I(t) = \left| \sum_{q=1}^{N} A_q \exp[-i\omega_q t + i\phi(\omega_q)] \right|^2, \tag{23}
\]

where \(q\) is the harmonic order. The shortest pulse duration, corresponding to Fourier-limited 
pulses, is obtained when a linear relationship \(\phi(\omega_q) = q\omega_0 t_e\) holds, with an emission time, 
\(t_e\), independent of the harmonic order. Indeed, in this case all harmonics are emitted at the 
same time, \(t_e = \partial \phi/\partial \omega = \Delta \phi/2\omega_0\), where \(\Delta \phi\) is the spectral phase between two consecutive 
harmonics (separated by \(2\omega_0\)).

The first experimental proof of the generation of trains of attosecond pulses was reported 
by Paul et al. in 2001.\(^6\) By using a novel experimental technique, the Reconstruction of At-
to second Beating By Interference of Two-photon Transitions (RABBITT), which can be seen as the first example of an attosecond measurement method, a near-linear phase relationship was measured among five consecutive harmonics generated in argon, corresponding to a train of 250-as pulses. The RABBITT method will be described in Sect. 3.1.1. The importance of the intrinsic chirp of the attosecond pulses was experimentally recognized by Mairesse et al. in 2003. In the previous section we have pointed out that an important result of the three-step model is that the harmonic emission time $t_e$ varies quasi-linearly with frequency, thus leading to a quasi-linear chirp of the generated attosecond pulses, positive for the short trajectories and negative for the long trajectories. Unless this chirp is compensated for, the minimum pulse duration cannot be achieved by simply increasing the spectral bandwidth of the EUV pulses. In a first set of measurements, an attosecond pulse train was generated in argon at a driving intensity of $1.2 \times 10^{14}$ W/cm$^2$; short electron trajectories were selected by placing the gas jet after the focal point of the fundamental beam. In this case, the measured time shift between the emission of two consecutive harmonics, $q$ and $q + 2$, defined as $\Delta t_e(\omega_{q+1}) = t_e(\omega_{q+2}) - t_e(\omega_q)$, was $\Delta t_e = 106 \pm 8$ as, in good agreement with the results of the semiclassical single-atom model $\Delta t_e^{th} = 81 \pm 3$ as. It was observed, again in agreement with the theoretical model, that the synchronization in the harmonic emission improved upon increasing the driving intensity. Best synchronization was achieved in harmonic generation from neon. At a driving intensity of $3.8 \times 10^{14}$ W/cm$^2$, a nearly-linear variation of $t_e$ vs harmonic order was measured with $\Delta t_e = 33 \pm 3$ as (close to the theoretical prediction $\Delta t_e^{th} = 26.1 \pm 0.2$ as), as shown in Fig. 7A. By measuring the spectral amplitudes and phases of the generated harmonics, it was possible to reconstruct the temporal intensity profile of the EUV pulses. The measurements clearly showed that the low harmonics are emitted close to the maxima of the driving electric field, while the highest harmonics are emitted close to the zero of the field (see Fig. 7B).

Even shorter pulses can be generated upon compensation of the intrinsic chirp. Positively chirped pulses can be temporally compressed close to the Fourier limit by introducing a
Figure 7: Harmonic generation in neon at a driving intensity of $3.8 \times 10^{14}$ W/cm². (A) Harmonic emission time vs harmonic order: measurements are represented by the blue crosses, the theoretical results by red dots. The black line is the measured harmonic intensity. (B) Temporal profile of harmonic emission corresponding to harmonics in the following five ranges: from 25th to 69th (yellow filled curve), from 25th to 33rd (red line), from 35th to 43rd (green line), from 45th to 53rd (blue line), and from 55th to 63rd (purple line). Black dots represent the absolute value of the laser electric field. Reproduced and adapted with permission from ref. 67. Copyright 2003 American Association for the Advancement of Science (AAAS).

system with a negative chirp. This problem has been successfully addressed by exploiting the negative dispersion of thin metallic filters.\textsuperscript{70,71} Negative dispersion is provided by aluminum filters in the energy range from 20 to 60 eV, by silicon filters in the range from 25 to 90 eV and by zirconium filters in the range from 70 to 160 eV. Another method that can be employed to compress broadband chirped EUV attosecond pulses has been proposed by using the influence on the pulse phase of a double-grating compressor at grazing incidence.\textsuperscript{72} The design of the attosecond compressor originates from the scheme of an EUV time-delay compensated monochromator designed to select a suitable portion of the harmonic spectrum without altering the femtosecond pulse time duration.\textsuperscript{73} It is able to introduce either a positive or negative dispersion in a broad band and can be operated in any spectral interval within the EUV and soft X-ray regions (10-300 eV).
2.4.1 Attosecond pulses in the water-window region

For many applications, it is important to use attosecond pulses with high photon energy. In particular, generation of pulses in the water window is particularly important for the investigation of biological processes. Indeed, in this spectral region, ranging from the K-shell absorption edges of carbon (284.2 eV, corresponding to ~ 4.4 nm) to the K-edge of oxygen (543.1 eV, corresponding to ~ 2.3 nm), the carbon, oxygen and nitrogen atoms of a cell tissue show a high absorption, while their natural water environment is highly transparent. Even higher photon energies are required for the investigation of ultrafast electronic processes in correlated-electron, magnetic, and catalytic materials (Fe, Co, Ni, Cu), whose inner-shell absorption edges lie at photon energies nearing 1 keV. As already pointed out, a very effective way to increase the harmonic photon energy is to increase the driving wavelength. Since the first experimental demonstration of cutoff extension in HHG by using infrared (IR) pulses at 1.51 µm, many groups have developed mid-IR sources for HHG. For example, high-energy optical parametric amplifiers (OPAs) have been developed for HHG. The main drawback of long-wavelength driving radiation is related to the spatial spreading experienced by the wave packet of the re-colliding electron between tunnel ionization and recombination with the parent ion. This effect leads to a smaller recombination probability and to a lower conversion efficiency. Indeed, it has been experimentally demonstrated that the harmonic yield at constant laser intensity scales as $\lambda^{-6.3\pm1.1}$ in xenon and as $\lambda^{-6.5\pm1.1}$ in krypton over the driving wavelength range of 800-1850 nm.

A remarkable step forward to overcome the unfavourable scaling law of harmonic yield with the driving wavelength has been reported in 2012 with the generation of bright EUV supercontinua covering photon energies from the extreme ultraviolet up to 1.6 keV, in principle allowing the generation of EUV pulses as short as 2.5 attoseconds. This result was obtained by focusing 3.9-µm wavelength pulses into a hollow-core fiber filled with He gas at very high pressure. The capability of this driving source to generate isolated attosecond pulses in the keV spectral region has been discussed in Ref. 83. Recently, few-optical-cycle
IR pulses have been employed for the generation of high-photon energy harmonics. Using sub-two-cycle optical pulses at 1.6 \( \mu \text{m} \) with stable carrier-envelope phase (see next paragraph), HHG in the water window was demonstrated.\(^8\) X-ray absorption measurements at the carbon K-edge from a high-flux water-window source providing radiation up to 400 eV based on HHG with a 1-kHz, sub-2-cycle source at 1.85 \( \mu \text{m} \) with CEP stability was reported in 2014.\(^8\) With the same laser source Silva et al. have recently demonstrated experimentally the isolation of individual attosecond pulses at the carbon K-shell edge with pulse duration below 400 as and with a bandwidth supporting a 30-as pulse duration.\(^8\)

### 2.4.2 EUV pulses with circular polarization

Another quite important development in attosecond technology is the generation of ultra-short EUV pulses with circular polarization. Circularly polarized EUV pulses can be used for the analysis of the structural, electronic and magnetic properties of matter using various experimental techniques: e.g., photoelectron circular dichroism for the investigation of chiral molecules,\(^8\) angle-resolved photoemission spectroscopy (ARPES) with circularly polarized pulses\(^8\) and X-ray magnetic circular dichroism (XMCD) spectroscopy for the investigation of magnetic materials.\(^8\) Synchrotron radiation is typically used for these applications. Table-top sources of pulses in the EUV with circular polarization and ultrashort duration (from tens of femtoseconds to hundreds of attoseconds) would produce an enormous boost for the investigation of ultrafast processes involved in chirality-sensitive light-matter interactions. Various techniques have been proposed and implemented for the generation of high-order harmonics with circular polarization.\(^9\) Elliptically polarized harmonics with relatively small ellipticity (\( \epsilon < 0.37 \)) have been generated by using elliptically polarized pulses,\(^9\) with the drawback of a strong decrease of harmonic yield with increasing ellipticity of the driving radiation. A different experimental approach is based on harmonic generation from aligned molecules driven by linearly polarized pulses.\(^9\) A circular polarizer operating in reflection has been developed based on four mirrors coated with 35 nm of molybdenum and a 5-nm
Harmonics with almost perfect circular polarization were obtained in the spectral range between 18.1 and 26.3 nm, with an efficiency between 2.6 and 4.4%. The main disadvantages are the high losses and the limitation in spectral bandwidth imposed by the available multilayer mirror materials.

A different approach was reported in 1995\textsuperscript{31,35} based on the use of two circularly polarized, counter-rotating fields at the fundamental and second harmonic wavelength. The same technique was employed in 2014 by Fleischer et al., who reported on a full control over the polarization of the harmonics, from circular through elliptical to linear polarization, without deterioration of the harmonic conversion efficiency.\textsuperscript{36} By employing phase-matching in a gas-filled waveguide, bright circularly polarized harmonics were generated with this technique by Kfir et al.\textsuperscript{37} Another technique, recently demonstrated by Ferré et al., is based on resonant harmonic generation with elliptically polarized driving pulses.\textsuperscript{38} In 2013 an interesting method for the generation of isolated attosecond pulses with circular polarization was reported,\textsuperscript{39} based on HHG in a molecular medium driven by an intense elliptically polarized laser pulse in the presence of an intense terahertz field. A possible application of these pulses, proposed by Yuan and Bandrauk, is the generation of intense attosecond-magnetic-field pulses in molecules.\textsuperscript{40}

### 2.5 Isolated attosecond pulses

#### 2.5.1 Brief overview of femtosecond laser technology

So far we have reported on the generation of trains of attosecond pulses, but if the harmonic generation process is confined to a single event, it is possible to produce isolated attosecond pulses. Immediately after the first demonstration of attosecond pulse trains by Paul et al.,\textsuperscript{4} the generation of isolated attosecond pulses, with a duration of about 650 as, was reported in the same year by Hentschel et al..\textsuperscript{5} A few developments in femtosecond laser technology were crucial for reliable generation of isolated attosecond pulses, in particular the stabilization of the carrier-envelope phase (CEP) of the driving pulses and the generation of high-peak-
power, few-optical-cycle pulses.

The CEP of a pulse, whose electric field can be written as \( E(t) = E_0(t) \cos(\omega_0 t + \phi) \), is the phase offset, \( \phi \), between the maximum of the pulse envelope, \( E_0(t) \), and the maximum of the carrier wave at frequency \( \omega_0 \). In a typical laser oscillator, the CEP changes from pulse to pulse. Indeed, each time the pulse travels in the cavity through the active medium, a mismatch between the group velocity and the phase velocity occurs, so that a systematic pulse-to-pulse CEP slippage, \( \Delta \phi \), is present at the output of the cavity. Moreover, \( \Delta \phi \) is not constant since, for example, energy variations of the pump laser translate into additional CEP fluctuations by means of the nonlinear Kerr effect inside the active laser material. The self-referencing phase stabilization technique, first introduced for frequency metrology, has revolutionized the field of attosecond physics. CEP stabilization can be achieved by using active or passive methods: in the first case, electronic feedback loops are required, while, in the second case, CEP fluctuations are automatically cancelled by all-optical methods. In general, active stabilization of a Ti:sapphire laser system based on chirped-pulse amplification (CPA) is obtained by using two feedback loops: a fast loop for CEP stabilization at the output of the laser oscillator and a slow-loop to compensate for residual CEP variations introduced by the amplification process. Passive CEP stabilization was pioneered by Baluška et al. and it is based on the process of difference-frequency generation (DFG) in a second order nonlinear crystal. The first experimental evidence of the CEP role of few-cycle pulses has been obtained in strong-field photoionization, using 6-fs pulses with random CEP.

The laser systems used for the generation of attosecond pulses are typically based on CPA Ti:sapphire lasers, which routinely deliver \( \sim 20 \)-fs, 800-nm, CEP-stabilized pulses at the multi-millijoule level. A promising alternative for the generation of ultrashort laser pulses is offered by the optical parametric chirped pulse amplification (OPCPA) technique, which combines optical parametric amplification and CPA to obtain few-optical-cycle pulses with peak power up to the petawatt level. As discussed in a review on recent advances in
femtosecond technology, OPCPA driven by terawatt-scale pulses from ytterbium lasers at kilowatt-scale average power will be the basis for third-generation femtosecond technology, which will combine high (terawatt-scale) peak powers with high (kilowatt-scale) average powers in ultrashort optical pulse generation.

Another route for the generation of few-optical-cycle pulses is the implementation of post-compression techniques. In order to improve the photon flux of the attosecond sources, efforts have been made to increase the energy of the broadband driving pulses and different approaches for post-compression have been developed. The most common technique for pulse compression of high-energy femtosecond pulses is based on propagation in a gas-filled hollow-core fiber (HCF) in combination with ultrabroadband dispersion compensation. Nowadays, sub-5 fs pulses with a few millijoules energy obtained by using this compression technique are available in many laboratories. To scale the hollow-fiber technique to higher peak intensities (> $10^{15}$ W/cm$^2$) it is possible to employ spectral broadening induced by gas ionization in an HCF filled with helium at low gas pressure: output pulse energy of 13.7 mJ and pulse duration of 11.4 fs were obtained.

As mentioned above, besides the CEP stabilization, it is also important for various applications to increase the repetition rate of the driving pulses up to the megahertz level, for example, in the case of coincidence measurement of charged particles, which typically requires less than one event per laser shot in order to uniquely assign to the same reaction the measured particles. Surface science and condensed matter studies often suffer from space charge effects, which could be mitigated by reducing the number of photons per pulse with a corresponding increase in the pulse repetition rate to increase the signal-to-noise ratio. Several techniques for HHG at high repetition rates have been experimentally investigated over the past years. A very promising scheme is based on the use of passive enhancement cavities, where a coherent buildup of pulses delivered at the MHz repetition rate by a laser cavity is achieved in order to reach the intensity required for efficient harmonic generation. Another technique employs femtosecond fiber-based laser systems, which can generate aver-
age output powers of nearly 1 kW, pulse energies sufficient for HHG at repetition rates as high as a few MHz. As recently reported by Hädrich et al., a broad plateau (ranging from 25 eV to 40 eV) of strong harmonics, each containing more than $1 \times 10^{12}$ photons/s, has been generated by achieving phase-matched HHG of a MHz fiber laser. High-average power Yb-fiber laser systems have been also used to pump OPCPA systems at up to 1 MHz repetition rate, which have been used for the generation of isolated attosecond pulses.

2.5.2 Generation of isolated attosecond pulses

By taking advantage from these impressive technical developments in ultrafast laser technology, various schemes have been introduced to confine the harmonic generation to a single event. In general, the production of isolated pulses requires the generation of a gating of the harmonic radiation or of the harmonic generation process. Although a few schemes are based on the combination of different gating mechanisms, the principles of operation can be divided in spectral, temporal and spatial gating. Only a brief description of the main gating techniques will be reported here, since this topic is already covered by various reviews.

The first isolated attosecond pulses were generated by employing the amplitude gating technique, based on the spectral selection of the cutoff portion of the harmonic radiation produced by few-optical-cycle driving pulses without CEP stabilization. A few years later, the same authors used CEP stable, 5-fs fundamental pulses to generate 250-as EUV pulses with the same technique. The idea, first proposed by Christov et al., is to select the attosecond pulse generated by the most intense half-cycle of the fundamental pulse, which corresponds to the cutoff portion of the EUV spectrum.

The temporal gating schemes are based on the production of an ultrashort window, where harmonic generation is allowed. To generate isolated pulses, the temporal duration of this gate must be shorter than the separation between two consecutive attosecond pulses (half-
optical cycle or a complete optical cycle in the case of two-colour excitation). The most common temporal gating schemes are the following: polarization gating, double optical gating and ionization gating. The first two techniques are based on the strong dependence of the harmonic generation process on the polarization of the driving radiation. Indeed, as a direct consequence of the physical processes leading to HHG, the generation yield strongly decreases upon increasing the ellipticity of the driving radiation: in the case of elliptical or circular polarization, the electron wavepacket produced by tunnel ionization cannot return to the parent ion, thus leading to a negligible harmonic generation. Measurements performed by Burnett et al. showed that the harmonic efficiency is reduced by a factor of \( \sim 2 \) for an ellipticity \( \varepsilon_{th} \) of 0.13. In 1994 Corkum et al. proposed to generate sub-femtosecond pulses by using a driving pulse with a time-dependent polarization state: circular on the leading and trailing edges and almost linear just around the peak of the pulse, where efficient harmonic generation would be confined. The proposed method for the generation of such time-dependent polarization state was based on the combination of two perpendicularly polarized pulses with frequencies \( \omega_1 \) and \( \omega_2 \) slightly detuned \( (\omega_1 - \omega_2) \ll (\omega_1 + \omega_2)/2 \). Due to the coherent superposition of the two fields, the polarization state changes through the pulse being circularly polarized on the edges and linearly polarized at the center. Tcherbakoff et al. proposed a different and very simple setup based on the use of single-color driving pulses in combination with two birefringent plates. This method was experimentally demonstrated in 2006 first by spectral measurements and then by measuring the duration of the produced isolated attosecond pulses. By using a two-color excitation obtained by adding the second harmonic to the fundamental frequency (double-optical gating, DOG and generalized DOG, GDOG) it is possible to increase the temporal separation between two consecutive pulses from half optical cycle to a complete optical cycle of the fundamental radiation, thus relaxing the requirements on the duration of the driving pulse.

Another temporal gating scheme is based on the use of the laser-induced ionization of the generating medium (ionization gating, IG). If the driving field is intense enough the
plasma density rapidly increases on the leading edge of the laser driving pulse, thus creating a phase mismatch responsible for the suppression of HHG for all later half-cycles. Even if the intensity of the driving field is not enough to create a temporal gate as narrow as required to select a single attosecond pulse, the IG can be used in combination with bandpass filtering to overcome this problem.\textsuperscript{130,140} In 2010 another approach based on the combined action of complete population depletion and spatial filtering of the EUV beam has been employed to obtain an efficient temporal gating on the HHG process.\textsuperscript{141} Isolated attosecond pulses with time duration down to 155 as and an energy on target of a few nanojoules have been generated using this method.

A different approach for the generation of isolated pulses is based on the use of the rotation of the wavefront of the driving laser to generate a train of attosecond pulses, where each pulse is emitted in a slightly different direction corresponding to the instantaneous propagation direction of the excitation field at the instant of generation. This technique, called \textit{attosecond lighthouse} and first proposed by Vincenti and Quéré,\textsuperscript{142} can be considered a \textit{spatial gating} method, since the selection of a single pulse is obtained by spatially filtering the EUV radiation. The experimental test of this technique was reported in 2012 in the case of EUV harmonics produced from a plasma mirror\textsuperscript{143} and in 2013 in the case of gas harmonics.\textsuperscript{144} More recently the isolated attosecond pulses generated by using the lighthouse method have been temporally characterized.\textsuperscript{145} A noncollinear optical gating (NOG) technique, similar to the attosecond lighthouse approach, has been recently demonstrated.\textsuperscript{146} This gating scheme is based on the noncollinear superposition of two identical laser pulses at the position of the focus in the gas jet. This superposition results in a transverse intensity grating with a periodicity depending on both the carrier wavelength and the noncollinear angle. At zero time delay between the two replicas, the EUV radiation is generated along the bisector angle of the two fundamental beams. On the other hand, if a small delay $\Delta t$ is introduced, the EUV pulses originating from consecutive half-cycles are angularly separated from each other. Thus, each attosecond pulse can be isolated by a spatial selection in the far field. NOG is a
particularly promising gating technique and outcoupling method for intracavity HHG.

Coherent synthesis of pulses is another way to produce sub-femtosecond pulses. An ultrabroadband continuum, extending from 1.1 to 4.6 eV, was generated in an hollow fiber filled with neon. The beam at the output of the fiber was divided into four beams with broad spectral bandwidths centred in the near infrared (about 1.1-1.75 eV), visible (about 1.75-2.5 eV), visible-ultraviolet (about 2.5-3.5 eV) and deep ultraviolet (about 3.5-4.6 eV). The pulses in the four arms of an interferometer were subsequently individually compressed by proper chirped mirrors, and then spatially and temporally overlapped to generate single pulses characterized by an ultrabroad spectrum. Pulses as short as 380 as were recently measured.

3 Attosecond experimental techniques

3.1 Attosecond metrology

As a general rule, the use of ultrafast laser technology for time-resolved spectroscopic studies of matter requires the development of ultrafast metrology. Similarly, attosecond technology requires to temporally characterize attosecond pulses. The most widely used techniques can be divided in two categories, which can be classified according to whether the measurement is performed in a different medium or in the same medium used for the generation. In the first approach, called ex-situ, the photoelectrons produced in the medium by the attosecond pulse are perturbed by the presence of a synchronized laser field (top panel of Fig. 8), while, in the second approach, called in-situ, the electron trajectory is gently perturbed during the attosecond pulse generation process itself (bottom panel of Fig. 8).

3.1.1 RABBITT

Among the ex-situ techniques, the Reconstruction of Attosecond Beating By Interference of Two-photon Transitions (RABBITT) was the first method proposed and implemented for
Figure 8: Top panel: scheme of the ex-situ approach. EUV attosecond pulses are generated in a first gas jet using a portion of the NIR laser beam. The remaining part of the laser beam is recombined with the EUV beam in order to be collinearly focused (with variable time delay) in a second gas jet where the measurement is performed. TOF: time of flight spectrometer. Bottom panel: scheme of the in-situ approach. A fundamental laser beam is focused together with its second harmonic beam (perturbing beam) in a gas jet to produce the EUV radiation. The high-order harmonic spectrum is then detected by a conventional EUV spectrometer.

In this method, the photoelectrons produced by ionization of a target gas by the attosecond pulses are measured in the presence of a weak and time-delayed IR laser field. As illustrated in Fig. 9, the photoelectron spectrum produced by the EUV pulse train is a replica of the harmonic spectrum with discrete peaks separated by $2\hbar\omega$, where $\omega$ is the frequency of the driving field in the HHG process. When a synchronized IR field is added, additional peaks at $\pm\hbar\omega_{IR}$ with respect to the peaks generated by the EUV harmonics are produced in the photoelectron spectrum. These additional peaks appear as sidebands of the peaks generated by the harmonics and are due to the absorption or emission of one (or more) IR photons. In the case of weak IR intensities, only one IR photon can be absorbed or emitted, so that each harmonic has only a single sideband on each side. Two different paths can contribute to the generation of the same sideband: absorption of one EUV photon corresponding to harmonic $q+1$ and emission...
of one IR photon or absorption of one EUV photon corresponding to harmonic $q - 1$ and absorption of one IR photon. As the two paths are indistinguishable, they interfere and, as a result of this, the amplitude of the sidebands, SB, exhibits a periodic modulation\cite{150,151}

$$\text{SB} = A_f \cos(2\omega \tau - \Delta \phi_q - \Delta \phi_{f_{\text{atom}}})$$

(24)

where $A_f$ depends on the matrix dipole moments between the initial and final states, $\tau$ is the delay between the EUV and the IR pulses, $\Delta \phi_q = \phi_{q+1} - \phi_{q-1}$ is the phase difference between the harmonics $q + 1$ and $q - 1$, and $\Delta \phi_{f_{\text{atom}}}$ is the intrinsic phase difference of the matrix elements corresponding to photoionization from the $q + 1$ and $q - 1$ harmonics. Equation 24 clearly indicates that upon changing the delay $\tau$, the sideband amplitude oscillates at twice the frequency of the IR field (see right panel of Fig. 9). Since, for a suitable choice of the target gas, the intrinsic phase $\Delta \phi_{f_{\text{atom}}}$ can be precisely calculated, the phase difference between consecutive harmonics can be extracted from the time-delay scan over the entire harmonic spectrum, thus allowing a complete characterization of the attosecond pulse train. As mentioned in Sec. 2.4, this technique was successfully implemented for the first time by Paul et al in 2001.\cite{6} A 40-fs 800-nm laser was split in two arms: a portion of the beam was used to generate the harmonics in an argon gas jet, while the remaining part of the IR beam was focused together with the EUV beam in a second argon gas jet, producing photoionization. The resulting photoelectron spectrum was then analyzed in a time-of-flight (TOF) electron spectrometer as a function of the relative delay between the two pulses. From the time dependent measurement a quasi-linear phase was extracted and a pulse duration of each individual pulse of the train was estimated to be 250 as. The limited number of harmonics analyzed in this first measurement (from 11 to 19) did not allow the intrinsic chirp of the attosecond pulse (atto chirp) being revealed. As mentioned above, a subsequent observation over a larger number of harmonics by Mairesse et al\cite{67} confirmed the presence of a quadratic phase, which has been assigned to the lack of synchronization in the emission
Figure 9: RABBITT scheme. Left panel: odd order harmonics (purple arrows) overcome the ionization potential ($I_p$) and create a photo-electron signal (blue peaks). Further absorption/emission of an IR photon (red arrows) creates sideband photo-electrons (light blue peaks). Right panel: upon changing the time delay between EUV and IR pulses, the sideband amplitude oscillates at twice the frequency of the IR field.

of the harmonics as predicted by the semiclassical model (see Sect. 2.2). Equation 24 also allows one to determine the relative phase $\Delta \phi_{\text{atom}}^f$ when the relative phase between consecutive harmonics $\Delta \phi_q$ is known. Since, as proposed by Wigner,\(^{152}\) the phase is directly linked to the time delay a particle experiences when scattered by a potential through the formula $\tau_{\text{atom}} = d\phi_{\text{atom}}^f/d\omega$, the RABBITT technique has also been used to measure relative photoelectron emission time delays in atoms,\(^{11,12,153-155}\) molecules,\(^{156,157}\) and solids.\(^{19}\)

### 3.1.2 Attosecond streak camera

In general, a complete characterization of a light pulse can be accomplished in the frequency domain by measuring the spectral intensity $I(\omega)$ and the spectral phase $\phi(\omega)$. While $I(\omega)$ can be easily measured with a spectrometer, the measurement of $\phi(\omega)$ typically requires sophisticated techniques based on non-linear effects. However, due to the relatively low
energies achieved in the attosecond pulse generation process, nonlinear techniques cannot be immediately extended to the characterization of isolated attosecond pulses. As for trains of attosecond pulses, isolated attosecond pulses can be characterized using a cross-correlation method based on the measurement of the electrons photoionized by the EUV pulse in the presence of an IR field.

The first characterization of isolated attosecond pulses was performed in 2001 by Hentschel et al with the implementation of the attosecond streak-camera. In this \textit{ex-situ} technique, the EUV pulse produces an electron wave-packet by photoionization in the presence of an IR pulse (streaking pulse), weak enough not to ionize atoms, but strong enough to impart substantial momentum to the photoelectrons liberated by the EUV pulse (see Fig. 10(a)-(b)). Under the assumption that the dipole transition matrix element does not vary significantly (in phase and amplitude) over the energy range covered by the attosecond pulse spectrum, the electron wave packet can be considered as a replica of the attosecond pulse. The vector potential $A$ of the IR field modulates in time the phase of the electron wave packet as:

$$
\Phi(t) = -\int_t^{+\infty} dt'[v \cdot A(t') + A^2(t')/2] = -\int_t^{+\infty} dt' U_p(t') + \sqrt{8WU_p/\omega_L}\cos \theta \cos \omega_L t - (U_p/2\omega_L) \sin 2\omega_L t \quad (25)
$$

where $\omega_L$ is the laser frequency, $U_p$ is the ponderomotive potential of the IR pulse, $\theta$ is the angle between the initial electron velocity $v$ and the vector potential $A$ and $W = p^2/2$ is the final kinetic energy of the electron. The modulation of the temporal phase corresponds to a shift of the energy components of the electron wave packet (see Fig. 10(c)). Thus, by measuring the streaking effect on the photoelectron distribution for different time delays it is possible to estimate the temporal duration of the EUV pulse. As for the RABBITT technique, the measurement of the phases associated with streaking signals resulting from different ionization channels has been used to determine relative photoelectron emission time delays using the phase-time correspondence discussed in the previous section\textsuperscript{154}.
Figure 10: Attosecond streak camera. (a) A photoelectron is released after EUV ionization with initial momentum $p_i$; an IR probe pulse transfers additional momentum $\Delta p(t) = e \int_{\infty}^{t} E_L(t') dt'$ to the photoelectron, which depends on the phase and amplitude of the IR electric field, resulting in a final momentum $p_f = p_i + \Delta p$. (b) In a typical streaking measurement, the kinetic energy distribution of the ejected photoelectrons is measured with a time-of-flight spectrometer, aligned parallel to the polarization direction of the IR pulse, as a function of the delay between the EUV and the IR pulse. (c) Streaked spectra of photoelectrons: the acquired spectrogram follows the shape of the vector potential of the IR pulse. From ref. 8 with permission. Copyright 2002 Macmillan Publishers Limited.

In 2005 Mairesse and Quére suggested that in the attosecond streak camera the IR pulse is used as a phase gate allowing for frequency resolved optical gating (FROG)-like measurements. The proposed idea allowed the authors to create for the first time a strong analogy between a very efficient tool of ultrafast optics and attosecond metrology. FROG is indeed a widely used technique for the full characterization of visible pulses. In this technique, a temporal gate is applied to the pulse to be characterized and the spectrum of the pulse is measured by varying the delay with the gate. This approach provides a two-dimensional spectrogram (FROG trace), given by:

$$S(\omega, \tau) = \left| \int_{-\infty}^{+\infty} dt G(t) E(t-\tau)e^{i\omega t} \right|^2$$ (26)

where $G(t)$ is the temporal gate and $E(t-\tau)$ is the electric field to be characterized. From
such a spectrogram, a complete temporal characterization of the electric field can be achieved using well established inversion algorithms. The extension of FROG to the attosecond domain has been dubbed as FROG-CRAB (FROG for Complete Reconstruction of Attosecond Bursts). The streaking spectrogram, measured in a given observation direction upon scanning the time delay between the EUV and the IR pulses, is given by:

\[
S(v, \tau) = \left| \int_{-\infty}^{+\infty} dt e^{i\Phi(t)} d_{p-A(t)} \cdot E_{EUV}(t - \tau) e^{i(W + I_p)t} \right|^2
\]  

(27)

where \(\Phi(t)\) is the phase given in eq 25, \(d\) is the dipole matrix element, \(I_p\) is the ionization potential of the medium and \(E_{EUV}\) is the field to be characterized. As can be seen from the comparison between eq. 26 and eq. 27, the streaking spectrogram corresponds to a FROG trace where the temporal gate is a pure phase gate: \(G(t) = e^{i\Phi(t)}\). The same iterative inversion algorithms used for optical FROG, such as the very efficient Principal Component Generalized Projections Algorithm (PCGPA), have been successfully applied to CRAB traces and isolated attosecond pulses produced with several gating techniques have been fully characterized (see Fig. 11).

Finally, another \textit{ex-situ} technique, which differs from the attosecond streak camera only for the intensity of the IR field, is the Phase Retrieval by Omega Oscillation Filtering (PROOF). As for the RABBITT technique, this method is based on the presence of a weak perturbing IR field, whose action on the photoelectrons produced by EUV photoionization can be fully treated using the lowest-order perturbation theory. Although the physical interpretation of PROOF is very close to RABBITT, there is a fundamental difference between the two techniques: in the case of PROOF, the EUV spectrum is no longer composed by discrete peaks but by a continuum distribution. It is possible to demonstrate that, in this case, the photoelectron spectrum corresponds to the superposition of three oscillating terms:

\[
I(\omega, \tau) = I_0(\nu) + I_{\omega L}(\nu, \tau) + I_{2\omega L}(\nu, \tau)
\]  

(28)
where $\omega_\nu$ is a frequency of the EUV spectrum and $\omega_L$ is the frequency of the IR pulse. These oscillating terms derive from the quantum interference of the continuum states caused by the presence of the IR dressing field. The amplitude and phase of these oscillations strongly depend on the amplitude and phase of each interfering spectral component. After isolating from the spectrum the component oscillating at the laser frequency $\omega_L$, the interference is uniquely related to the following contributions: direct photo-absorption of an EUV photon with frequency $\omega_\nu$, direct photo-absorption of an EUV photon with frequency $(\omega_\nu + \omega_L)$ with emission of an IR photon, and direct photo-absorption of an EUV photon with frequency $(\omega_\nu - \omega_L)$ with absorption of an IR photon. Thus the interference signal encodes the spectral phases $\phi(\omega_\nu)$, $\phi(\omega_\nu + \omega_L)$ and $\phi(\omega_\nu - \omega_L)$, which can be uniquely retrieved by matching the measured sinusoidal oscillations as a function of the time delay $\tau$ for each spectral component $\omega_\nu$. Since the reconstruction procedure does not rely on the central momentum approximation as in the case of FROG-CRAB, this method is particularly suitable for characterizing attosecond pulses with ultrabroad bandwidths. By using this technique, in 2012 the measurement of
67-as pulses produced by the DOG technique has been demonstrated.\textsuperscript{124,168}

### 3.1.3 Optical methods

Alternatively to the \textit{ex-situ} measurements described above, all-optical methods based on the measurement of the EUV photon spectrum for the reconstruction of the phase of the attosecond pulse have been proposed. As briefly mentioned at the beginning of this section, these are \textit{in-situ} measurements, meaning that the characterization of the attosecond pulse is performed in the same medium where it is generated.\textsuperscript{169} The first \textit{in-situ} approach was proposed by Dudovich and co-authors in 2006:\textsuperscript{16} in this experiment the HHG process was gently perturbed by the presence of a weak and collinear second-harmonic beam. In the HHG process the produced EUV spectrum is the result of the interference between two consecutive half-cycles of the fundamental field, which, due to the symmetry of the field, leads to the generation of odd-order harmonics. The presence of a weak second harmonic field breaks the symmetry, thus resulting in the generation of even harmonics of the fundamental. In this case, the phase accumulated by the electron is enhanced in the half cycle where the fundamental and the second-harmonic fields are in phase, and suppressed in the adjacent half cycles where the two fields are in opposite phase. By changing the delay between the fundamental and its second harmonic, their relative phase is varied inducing a modulation in the intensity of the even harmonics signal (see Fig. 12). While the periodicity of the modulation is the same for all even harmonics, the phase of the modulation is different for each even harmonic. Indeed the phase of the electron wave packet accumulated along the electron trajectory is affected by the weak second-harmonic field, and it changes from one harmonic to another. From the phase-measurement of the modulation of the even harmonics, the emission times can be reconstructed and consequently the phase of the unperturbed electron wave packet can be measured. In analogy with the previously described techniques, in this case the temporal phase gate is directly applied on the re-collision process by the weak second-harmonic field with attosecond resolution.
Recently, a similar approach has been implemented to characterize isolated attosecond pulses. The general idea is the same as described above: a weak field (signal field) is used to gently perturb the electron trajectories. This perturbation changes the phase of the EUV radiation and the induced phase shift $\sigma_\varepsilon$ is proportional to the signal field. If the signal field is superimposed on the fundamental field with a small angle $\theta_p$, the perturbation can change the wavefront of the EUV radiation, leading to deflection of the EUV beam. This macroscopic response can be used to make $\sigma_\varepsilon$ observable, as the change of the propagation angle can be measured from the angularly resolved EUV spectrum (see Fig. 13). The vertical displacement of the the EUV spectrum measured in the far-field as a function of the delay between the fundamental pulse and the signal pulse provides the following spectrogram:

$$S(\theta, \tau) = \left| \int_{-\infty}^{\infty} dy \ E_{\varepsilon}^{near}(y) G_\varepsilon(y - c\tau/\theta_p) \exp(i k_\varepsilon \theta y) \right|^2$$  \hspace{1cm} (29)$$

where $\theta$ is the propagation angle of the EUV radiation, $\tau$ is the time delay, $k_\varepsilon$ is the EUV wavenumber and $E_{\varepsilon}(y)$ is the complex amplitude of the unperturbed EUV radiation gen-

Figure 12: Harmonic spectrum acquired as a function of the relative delay between the fundamental and the second harmonic field. The even harmonics show a periodic modulation with a phase that depends on the harmonic order. From ref. [16] with permission. Copyright 2006 Macmillan Publishers Limited.
erated by the short and long quantum paths as a function of the vertical coordinate \( y \). In this case the function \( G_\xi(y - \eta r/\theta_p) \), which describes the amplitude and phase modulation induced by the perturbing field, corresponds to a spatial gate. Since eq 29 describes a general FROG spectrogram, an iterative inversion algorithm can be used to retrieve the EUV near field \( E_{\text{near}}^n(y) \). This method has been implemented not only to completely characterize the EUV pulses (with both short and long quantum path contributing to the generation process), but also to retrieve the electric field of the perturbing pulse, as demonstrated by Kim et al.\(^{171} \) In their experiment, 5-fs 750-nm laser pulses were split into two beams: one beam was used to generate isolated attosecond pulses with the polarization gating technique, while the other beam was used as a weak signal field \( E_s(t) \) to be characterized. The two beams were then combined at the focus with a small angle and the EUV spectrum was measured with an EUV spectrometer in the far-field. The energy range between 36.9 eV and 40.2 eV was integrated for each time delay, providing a spectrogram with a center of gravity corresponding to \( dE_s(t)/dt \). This technique, called petahertz optical oscilloscope, represents a powerful alternative to attosecond streaking to characterize petahertz fields.

### 3.2 Attosecond spectroscopy techniques

The generation and complete characterization of attosecond pulses have opened the way to real-time observation and steering of electronic dynamics on the atomic scale. The most conventional approach to perform a time resolved measurement is to use a first pulse (pump) to excite the system and a second delayed pulse (probe) to detect the pump-induced dynamics. Due to the relatively low conversion efficiency of the attosecond pulse generation process, for several years the typical pump-probe scheme in attosecond science has made use of an EUV attosecond pulse in combination with an IR femtosecond pulse. However, this is no longer the only adopted scheme, as the recent development of high-photon flux EUV sources has allowed attosecond-pump attosecond-probe approaches to be implemented. Moreover, \textit{in-situ} techniques based on the HHG process itself have been used to obtain spectroscopic
Figure 13: (a) Illustration of the in-situ technique for isolated attosecond-pulse characterization. The second harmonic field modulates the electron trajectories and, as a result, the generated EUV radiation exhibits a modified wavefront resulting in a change in the propagation angle. (b) Spatially resolved EUV spectra measured in the far-field for different time delays: the spectrum is shifted up (top panel) or down (bottom panel) depending on the delay. From ref. [170] with permission. Copyright 2013 Macmillan Publishers Limited.

information on the generating target with attosecond time resolution. Due to the high photon energy of the attosecond pulses (ranging from the EUV to the soft-X spectral region), the excitation of the sample almost inevitably leads to inner valence or core photoelectron emission, followed by a rearrangement of the electronic system. The electron reorganization can give rise to Auger decay, shake-up processes, charge transfer or charge migration in large molecules. In this section we will summarize various experimental schemes proposed and demonstrated for attosecond time resolved spectroscopy. As mentioned above, both streaking and RABBITT techniques have also been used for spectroscopic applications, for example for the measurement of delays in photoemission in atoms, molecules and solids.
3.2.1 Attosecond electron/ion spectroscopy

The release of one or more electrons upon the interaction of attosecond pulses with atoms and molecules, in general, leaves the ionized system in a non-stationary state that will evolve in time initiating a dynamics that can take different forms depending on the target. A large variety of methods exist to obtain spectroscopic information about electrons and ions produced by the EUV induced photoionization of atoms and molecules. The simplest way to collect charged particles and obtain their kinetic energy is to measure the time required by each particle to fly along a drift-tube. For this reason, such a detection technique is called Time of Flight (TOF) spectroscopy. TOF spectrometers are typically equipped with high count-rate particle detectors and they can be designed for a large variety of purposes including measuring the kinetic energy distribution of photo-electrons (electron TOF spectrometer)\textsuperscript{172} or the mass of the produced photo-ions (ion mass TOF spectrometer).\textsuperscript{173} To improve the collection efficiency of a conventional electron TOF spectrometer, magnetic bottle spectrometers have been designed.\textsuperscript{174} The essence of a magnetic bottle electron spectrometer is a strong inhomogeneous magnetic field around the source point, which is designed to efficiently redirect the photoelectrons into a weak homogeneous magnetic field that guides them into the drift tube towards the detector. Magnetic bottle spectrometers allow the detection of single-shot electron spectra. More sophisticated multi-particle electron-ion imaging spectrometers have been also used for attosecond experiments including Velocity Map Imaging (VMI) spectrometers and Reaction Microscopes (REMI). VMI spectrometers allow for the measurements of both the kinetic energy and the angular distributions of electrons or ions with high count rates.\textsuperscript{175} In a VMI spectrometer, a static electric field is generated by the combination of two electrodes (repeller and extractor), and the charged particles are projected onto a position sensitive microchannel plate (MCP) detector combined with a phosphor screen and a fast CCD camera for the acquisition of a 2D image. The 2D image directly reflects the 3D momentum distribution projected onto the detector plane, and the 3D velocity distribution of the particles can be retrieved from the 2D-projected images by means of an inverse-Abel
Figure 14: Schematic of a VMI arrangement used to perform attosecond electron/ion spectroscopy. $V_1$ and $V_2$ correspond to the voltages applied to the repeller and extractor electrodes, respectively. The 3D momentum distribution is projected on the detector (MCP) plane and the 2D image is acquired with a CCD camera.

VMI spectrometers are typically used for studying photoionization dynamics of atoms and molecules in the laboratory frame. As will be shown in the following sections, VMI detection has been implemented in combination with attosecond sources for example to measure electron localization in D$_2$ molecules induced by few-cycle CEP stabilized laser pulses,$^{33}$ to investigate the dissociative ionization dynamics of N$_2$,$^{177}$ and to study time-dependent dipole effects in CO$_2$ and C$_2$H$_4$.$^{178}$ Since attosecond sources typically provide a reduced photon flux, a lot of effort has been put for increasing the density of the gas target in the interaction region and tremendous progress has been achieved by integrating the gas injection system in the repeller electrode of the spectrometer.$^{179}$ Although the combination of a VMI spectrometer with techniques for impulsive alignment and orientation of molecules allows for measurements of photoelectron distributions also in the molecular frame, a more detailed information on the kinematics of the experiment can only be achieved by detecting photo-fragments in coincidence.
The coincidence detection of multiple ions and electrons becomes possible with REMI,\textsuperscript{180} which measures the 3D momentum distribution of all charged fragments produced from the target. This spectrometer is based on the combination of cold-target recoil ion momentum spectroscopy (COLTRIMS) with electron imaging.\textsuperscript{181,182} The general design of a REMI requires a well collimated beam of cold atoms or molecules, usually provided by a supersonic gas expansion, which is crossed by the laser beam. A weak electrostatic field is applied for extraction of the produced charged target fragments, the electrodes are designed to accelerate electrons on one side and ions on the other side of the spectrometer (see Fig. 15). On both sides of the target area, a field-free drift path and a large area position sensitive detector are located to measure the momentum distribution of both electrons and recoil ions in coincidence. In order to achieve a better spatial confinement of electrons, a weak homogeneous magnetic field (generated by a pair of large Helmholtz coils) is superimposed along the spectrometer axis. COLTRIMS has been successfully combined with an attosecond beamline (attoCOLTRIMS) and streaking measurements performed in coincidence have allowed the delays in photoemission from Ar and Ne atoms to be retrieved.\textsuperscript{183}

### 3.2.2 High-order harmonic spectroscopy

When an electron is ionized from an atom or a molecule by an intense laser pulse, it is inevitably steered by the optical field in the continuum before recolliding back with the parent ion. The recollision step may lead to recombination and emission of a photon (HHG) or to laser-induced electron diffraction (LIED).\textsuperscript{184,185} Since the wavelength of a typical recolliding electron matches the size of the valence electron orbitals and the recollision occurs within a sub-cycle of the driving laser field, both processes provide extreme spatial (Ångström) and temporal (attosecond) resolution. Thus, the detection of either the emitted photon or the electron diffracted by the ion can be used as a time and spatially resolved spectroscopic technique in which the time between ionization and recollision can be viewed as the pump-probe delay. In the following, we will focus on the spectroscopic information that can be
extracted from the EUV spectrum emitted during the HHG process, while a more detailed description of the laser induced electron diffraction (LIED) technique will be given in Sec. 7.2.

According to the three-step model, the EUV spectrum emitted via the HHG process contains information on both the ionization and the recollision processes as well as on the molecular structure and on the temporal evolution of the parent cation (vibrational and rotational dynamics and hole migration) between ionization and recombination events. As already mentioned in Sec. 2.1, in the HHG process a given photon energy corresponds to two possible electron trajectories (long and short). However, a proper choice of the phase matching conditions allows the selection of a single set of trajectories (typically the short ones), thus creating a one-to-one correspondence between a specific photon energy and the electron traveling time. Thus the evolution of the ionized system between electron ionization and recollision can be probed by the acquisition of a single EUV spectrum, since it contains a broad range of energies corresponding to different time intervals spent by the electron in
Following this idea, in 2006 Baker et al demonstrated that ultrafast molecular dynamics can be monitored with attosecond time resolution by chirp-encoded recollision (PACER) technique and both nuclear dynamics in H\(_2\) and structural rearrangement in CH\(_4\) and CD\(_4\) could be measured.\(^{191}\) Nevertheless, several theoretical works going beyond the Born-Oppenheimer approximation have shown that the coupling between electronic and nuclear motions in molecules containing light nuclei can make the analysis more complicated than in atoms and can even lead to the appearance of even harmonics in the spectrum.\(^{192-194}\)

One of the fundamental challenges in applying high-order harmonic spectroscopy (HHS) to resolve electron and nuclear rearrangement is the need to decouple temporal and spatial information encoded in the HHG spectrum, including electron and nuclear dynamics. This requires characterization of all the steps of the laser-molecule interaction: ionization, electron-hole dynamics, and radiative electron-hole recombination. To this end, an advanced scheme for multi-dimensional HHS has been proposed and developed, based on the use of phase-locked multi-colour laser fields.\(^{195,196}\) In such scheme, the electron trajectories are properly manipulated by controlling the relative phases and polarizations between the two different fields. This idea was implemented by Shafir and co-authors by combining an intense 800-nm laser pulse with a weak and orthogonally polarized 400-nm pulse.\(^{197}\) The two laser pulses were synchronized and the relative phase between them was finely controlled. As a result of the orthogonal polarization of the two fields, the electron liberated in the continuum is laterally displaced by the weak second harmonic component. As a direct consequence of this lateral shift, the electron recollision is suppressed for a large number of trajectories and photon emission occurs only for a specific photon energy (gating in the ionization step). By adjusting the two-color delay the temporal gate to the HHG process is shifted at different energies and a unique relationship between ionization times and emitted photon energies can be retrieved. An independent relationship between recombination times and photon energies is also obtained by measuring the ratio between neighboring even and odd harmonics as a function of the phase offset. As can be observed in Fig. 16, by combining these two
measurements, the authors have been able to extract experimentally ionization and recombination times. The reconstructed recombination times agree well with the prediction of the semiclassical model, while the reconstructed ionization times deviate from the semiclassical prediction and they can only be reproduced with a quantum model. A quantum description of the ionization is indeed required to take into account tunneling and the non-zero velocity of the electron as it exits the barrier. The same measurement performed in CO$_2$ allowed the contribution from two different molecular orbitals to be identified and a precise estimation of the relative ionization delays to be obtained. The results obtained with multi-dimensional HHS are of particular relevance, since they show the possibility to gain access to the individual steps of the generation process, opening new perspectives in the investigation of multi orbital contributions in the strong field ionization process.

3.2.3 Attosecond non-linear spectroscopy

Due to the low conversion efficiency of the attosecond pulse generation process, until recently most EUV sources were lacking sufficient pulse energy to perform EUV-pump EUV-probe non-linear measurements. Although, as mentioned above, most of the experimental efforts in attosecond science have been restricted to EUV-IR pump-probe schemes, the systematic development of HHG sources providing high photon flux$^{141,198-202}$ have paved the way to the extension of attosecond spectroscopy to the nonlinear regime.

The first experimental demonstration of a nonlinear multiphoton process, exploiting the use of a single harmonic of the EUV spectrum, was provided in 2005 by Nabekawa et al.$^{203}$ In this experiment the combination of loosely focusing geometry and a long interaction length allowed scaling the HHG process to the $\mu$J energy range. The detection of doubly charged He$^{2+}$ indicated the first observation of a nonlinear optical process (two-photon absorption) occurring in the medium. The nonlinear process also allowed performing the first interferometric autocorrelation. To this end, a delayed pair of harmonic pulses was produced by spatially dividing the harmonic beam with two beam separators of SiC substrates. One of
Figure 16: (a) Harmonic signal acquired as a function of the two-color delay. (b) Ratio between adjacent even and odd harmonics as a function of the two-color delay. (c) Ionization and recombination times (red dots) reconstructed from (a) and (b), respectively. Theoretically predicted ionization and recombination times are shown in grey (semiclassical model) and black (quantum stationary solution). From ref. [197] with permission. Copyright 2012 Macmillan Publishers Limited.

the divided pulses was then delayed or advanced with respect to the other pulse by moving one of the separators placed on a translation stage with a piezo-actuator. Exploiting this autocorrelator setup and the two-photon double ionization of He, a pulse duration of 8 fs was retrieved. Following this pioneering work, a similar experimental setup has been used to characterize attosecond pulse trains exploiting different physical processes such as two-photon above-threshold ionization in Argon\textsuperscript{204} and Coulomb explosion in N\textsubscript{2} induced by two-photon absorption\textsuperscript{205}(see Fig. 17).

As discussed above, the use of high-power many cycle pulses combined with a loosely focusing geometry has rapidly led to the development of intense attosecond pulse trains and to the investigation of nonlinear phenomena in the extreme-ultraviolet spectral region.
Figure 17: (a) Typical N\(^+\) time of flight spectrum obtained from the dissociative ionization of N\(_2\) induced by two-photon absorption. (b) Time of flight signal measured as a function of the delay between the two EUV attosecond pulse trains. Fast oscillations reveal the interferometric autocorrelation of the attosecond pulse train and a pulse duration of 320 as has been retrieved for each pulse of the train. From ref. [205] with permission. Copyright 2006 American Physical Society.

However, most of the initial experiments were conducted with attosecond pulse trains due to the lack of few-optical-cycle laser sources to drive the single attosecond pulse generation process with sufficient efficiency. In 2007 Tzallas and co-workers proposed a temporal gating scheme for 50-fs long driving pulses based on the interferometric modulation of the ellipticity of the driving pulse. The method was dubbed Interferometric Polarization Gating (IPG) and broadband extreme-ultraviolet continuum generation was demonstrated using high peak-power many-cycle pulses.\(^{206}\) This approach has enabled the investigation of nonlinear processes in the EUV spectral region on the 1-fs temporal scale. In a first experiment,
EUV-broadband coherent continuum radiation was produced in Xe gas by IPG. Second order autocorrelation was performed by recording the dependence of the Xe\( ^{2+} \) signal on the delay between the two EUV pulses and a pulse duration of approximately 1.5 fs was retrieved. Using the sequence of two EUV pulses also allowed for the control and probe of a fast-evolving coherence in the structured continuum of the xenon atom. Furthermore, the measurement revealed that, on the sub-fs time scale, two-photon direct double ionization dominates over the two-photon sequential double ionization process. Following these encouraging results, the investigation of the EUV-induced coupled electron and nuclear dynamics in H\(_2\) was subsequently undertaken by exploiting the same experimental apparatus. Since this is the first ever experiment in which EUV-induced non linear processes have been investigated in a molecule with attosecond resolution, we will come back to it in more detail in section 5.1, where we review the existing literature on small molecular systems.

### 3.3 Attosecond experimental techniques without attosecond pulses

In this section, a few experimental techniques that allow one to achieve attosecond temporal resolution without directly employing attosecond pulses will be discussed. The following methods will be briefly presented: core-hole spectroscopy and the attoclock technique.

#### 3.3.1 Core-hole spectroscopy

In contrast to pump-probe measurements, the core-hole clock spectroscopy can achieve extreme temporal resolution (from a few femtoseconds down to a few attoseconds) by performing measurements in the energy domain. The decay time of a core-hole, created by removing an electron from a core state, acts as an ultrafast internal clock, against which an electron transfer process can be measured. One can distinguish between the normal Auger process, where the system is core ionized and the subsequent decay generates a doubly ionized system (2\( \hbar \) configuration), and the resonant Auger one, where a core electron is excited to an empty level that further decays to a singly ionized system. The time-scale of core-shell vacancies
Figure 18: (a) A core electron is excited by a soft X-ray photon. (b) Spectator Auger final state (2h1e): the resonantly excited electron remains localized. (c) Normal Auger final state (2h): the excited electron delocalizes.

ranges from $\tau = 4$ fs to $\tau = 6$ fs (e.g., for oxygen KLL $\tau = 4$ fs,212 for nitrogen KLL $\tau = 5$ fs,212 for argon L\textsubscript{3}M\textsubscript{4,5}M\textsubscript{4,5} $\tau = 6$ fs\textsuperscript{213,214}). Much shorter temporal scales can be achieved by employing the Coster-Kronig decay process of core-excited states, with attosecond core-hole lifetimes.

The basic idea at the heart of this experimental technique can be explained as follows (see Ref. [211] and references therein). The absorption of a soft X-ray photon excites a core electron, leading to the generation of a state with a core-hole and an electron in a formerly empty valence state (see Fig. 18(a)). The excited core-hole state will decay exponentially via X-ray fluorescence or via Auger processes (with high probability) with a time constant given by the core-hole lifetime, $\tau$. The decay can involve the excited electron, leaving a single hole in the valence shell (participator decay, 1h configuration), which is a minority channel, or two valence electrons (spectator decay), leaving two holes in the valence shell plus the excited electron, a so called 2h1e configuration, which is the most probable process (Fig. 19(b)).

There is also the possibility that, as illustrated in Fig. 18(c), prior to core-hole decay, the excited electron is subject to a transfer process (i.e., it delocalizes over many atomic centers
so that the excited atomic resonance is coupled to a continuum). In this case, the decay process becomes a normal Auger process. In principle, it is possible to understand if the excited electron is in an atomic localized resonance or if it is already delocalized within the core-hole decay time since the normal Auger decay and the spectator Auger decay involving the same final hole configuration are characterized by outgoing Auger electrons with different kinetic energies.\textsuperscript{215-217} In particular, the electron originating from the spectator decay has higher kinetic energy compared to the normal Auger electron as a result of the screening of the Coulomb interaction between the two holes in the final configuration generated by the spectator electron. Indeed, the screening effect reduces the binding energy of the final state, thus leading to a larger kinetic energy of the resulting Auger electron. It is evident that the transfer process of the resonance electron, characterized by an electron transfer time $\tau_T$, competes with the core-hole decay process, characterized by the corresponding lifetime $\tau$. It is possible to show that, in the case of exponential decays, the ratio between the intensities of the spectator, $I_{2h1e}$, and normal Auger component $I_{2h}$ can be written as\textsuperscript{211,218,219}

$$\frac{I_{2h1e}}{I_{2h}} = \frac{\tau_T}{\tau}$$  \hspace{1cm} (30)

Therefore, from the measured intensity ratio $I_{2h1e}/I_{2h}$ it is possible to obtain the transfer time $\tau_T$ in units of $\tau$, which acts as an internal clock. This is particularly important since, as a very good approximation, the core-hole lifetime depends only weakly on the surrounding of a specific atom,\textsuperscript{212} so that its value can be taken from atomic data: in this way it is possible to determine the electron transfer time.\textsuperscript{218-220} Using this procedure and assuming that a statistically significant analysis is possible only if the intensities of the spectroscopic channels are less than one order of magnitude apart,\textsuperscript{221} a reliable determination of the charge delocalization time is possible within the temporal range $0.1 \leq \tau_T/\tau \leq 10$. This can be easily understood by plotting, as shown in Fig. 19, the ratio
Figure 19: Evolution of the ratio $\frac{\tau_T}{\tau}$ as a function of the parameter $f$, which represents the spectator fraction of the decay.

$$\frac{\tau_T}{\tau} = \frac{f}{1 - f}$$  \hspace{1cm} (31)

where $f$ represents the spectator fraction of the decay\textsuperscript{214}

$$f = \frac{I_{2h1e}}{I_{2h1e} + I_{2h}} = \frac{I_{2h1e}}{I_{total}}$$  \hspace{1cm} (32)

Due to the steep increase of $\frac{\tau_T}{\tau}$ for small and large values of $f$, it is reasonable to conclude that the core-hole clock method is most accurate for transfer times not too different from the core-hole lifetime.

From the experimental point of view, the situation can be more complex since there are several different decay channels, with different binding energies, which determine the formation of many overlapping spectral features. In order to discriminate between spectator Auger and normal Auger decay it is possible to rely on another difference between these two channels, besides the different electron kinetic energy. The spectator-type channels disperse with photon energy, that is the kinetic energy of the outgoing electron increases linearly with the energy of the incoming photons. In contrast, in the case of the normal Auger channels, the kinetic energy of the outgoing electron remains constant.\textsuperscript{219,222} Experimentally
this measurement is possible by using exciting radiation with bandwidth below the natural linewidth of the core-excited state. The different dependence of the two Auger channels on the energy of the exciting photons can be understood as follows. In the case of electron transfer, the kinetic energy of the outgoing electron is constant with photon energy because the transfer process takes with it the information about the exact excitation energy so that the energy information is lost.\textsuperscript{219} If the excited electron remains localized during core-hole decay, the kinetic energy of the outgoing electron increases linearly with photon energy since the binding energy remains constant. In Sect. 6.1 a few applications of core-hole spectroscopy will be reviewed showing sub-femtosecond temporal resolution.

3.3.2 Attoclock

In Sect. 3.1.2 we have seen that the attosecond streaking technique allows one to map time to photo-electron energy. A very different approach is based on attosecond angular streaking: this technique is called \textit{attoclock}.\textsuperscript{18,223,224} In this case, a femtosecond laser pulse with almost circular polarization is used to ionize an atom. The freed electrons are subsequently accelerated and deflected by the rotating laser field in the angular spatial direction: in this way the instant of ionization is mapped to the final angle of the momentum vector. In close analogy with the three-step model of HHG, the physical processes at the heart of the attoclock technique can be divided into two steps. The first one is tunnel ionization. In the second one, the electron, with zero initial kinetic energy, is accelerated in the radial and angular direction by the rotating electric field of the laser pulse. For pulses with less than two optical cycles (< 6 fs at 800-nm central wavelength), tunnel ionization is confined to the central optical cycle: in this case, the time-to-angle mapping is completely univocal.\textsuperscript{225} For perfectly circularly polarized pulses, one degree of angular resolution corresponds to 7.4 as at a central wavelength of 800 nm, since the peak of the driving electric field rotates by 360° within an optical cycle. Therefore, by measuring the final momentum vector with an angular accuracy of $\Delta \theta \approx 1^\circ$ it is possible to obtain a temporal resolution in the attosecond temporal
domain, without employing attosecond pulses. By using theoretical models, the ultimate temporal resolution of the attoclock technique has been estimated to be around 200 as. Independent measurements have to be performed to characterize the temporal evolution of the driving electric field: this is required to obtain a correct interpretation of the experimental results. Indeed, the radial and transverse components of the final momentum vector depend on various pulse characteristics: the ellipticity, the peak intensity, the field envelope and the CEP. In particular, in the case of few-optical-cycle pulses with circular polarization, CEP determines the angular position of the maximum electric field vector, as shown in Fig. 20. If the CEP is varied by $\Delta \phi$, the pulse electric field is rotated in space by $\Delta \phi$. Since most of the tunnel ionization is produced near the maximum of the electric field, the CEP controls the direction of electron emission in the polarization plane.

![Figure 20: Spatial evolution of the electric field of a circularly polarized pulse for two different values of the CEP. As shown, a CEP-shift $\Delta \phi$ leads to a rotation in space of the electric field by $\Delta \phi$.](image)

In the case of elliptically polarized pulses, the electric field amplitude changes with time following the polarization ellipse, so that within a single optical cycle it presents two local maxima, when the electric field vector is oriented along the major axis of the ellipse, and two local minima, when the field vector is oriented along the minor axis. As a consequence, the angular momentum distribution presents two pronounced peaks separated by $\sim 180^\circ$, whose relative intensity changes with the CEP of the excitation pulses, as shown in Fig. 21, while their angular position is only weakly affected by the CEP value, since the spatial orientation of the ellipticity axis does not change with CEP. While for circular polarization the time-
Figure 21: The solid lines show the temporal evolution of the electric field of a 5.5-fs pulse with different CEP values: CEP=0 (a), CEP=π/2 (b). The dashed lines show the corresponding ionization rate. Black lines correspond to purely circularly polarized pulses, red lines correspond to elliptically polarized pulses, with $\epsilon = 0.92$. The insets show a zoom around the central optical cycle and the momentum distributions ($p_x$, $p_y$). Adapted from ref. 226 with permission. Copyright 2013 Springer.

Dependent field envelope does not depend on CEP, in the case of elliptical polarization such envelope shows sub-cycle oscillations with a period of approximately half an optical cycle of the laser field, as shown in Fig. 21. Even a minor amount of ellipticity (which is almost unavoidable from the experimental point of view) results in a modulation of the electric field, which determines a very large variation of the ionization rate, due to the high nonlinearity of the ionization process. Indeed, a variation of the order of 10% of the electric field amplitude produces a variation of the ionization rate by almost one order of magnitude. Note that the residual ellipticity of the pulse turns out to be an advantage for the measurement, since the orientation of the ellipse provides the reference for the orientation of the electric field.
maximum, without the need for determining or locking the CEP, so that it offers an absolute timing for the measurements. In the case of longer pulses, where the ionization process is no longer confined to a single optical cycle, the one-to-one time-to-angle mapping is lost. However in this case the radial electron momentum can be used to obtain timing information. The attoclock technique has been used to set an upper limit of 34 attoseconds and an intensity-averaged upper limit of 12 attoseconds on the tunneling delay time in strong field ionization of a helium atom and to measure the ionization times of the two electrons in the double ionization of argon. In the last case, it was found that the ionization time of the first electron is in good agreement with the simulation, whereas the ionization of the second electron occurs significantly earlier than predicted. Using an attoclock setup with a COLTRIMS apparatus, Pfeiffer et al. demonstrated in 2012 that the tunneling time for an electron ionized from noble gas atoms is vanishingly small within the experimental accuracy of 10 as. Moreover they found that the freed electron presents an angular offset with respect to the expected output direction, due to the interaction with the ionic potential during the angular streaking; this offset is independent on the laser intensity for helium atoms, whereas it shows a monotonic decrease for argon ones. This difference has been explained in terms of multielectron and Stark shift effects, which are much more important in argon owing to its larger polarizability. Though a COLTRIMS setup allows one to record coincidence measurements suitable for a complete reconstruction of the photoelectron distribution, recent advances in this field have allowed the exploitation of Velocity Map Imaging (VMI) spectrometers for attoclock measurements.

3.4 X-ray Free Electron Lasers

One of the main limitations of attosecond technology is the relatively low photon flux provided by the attosecond sources. Moreover, efficient generation of attosecond pulses in the keV energy range is still a great challenge. An alternative way for generating intense ul-
trashort pulses in the VUV/X-ray energy region is provided by X-ray Free-Electron Lasers (FELs).\textsuperscript{229-231} In a FEL the active medium consists of a beam of free electrons, propagating at relativistic velocities along the axis of a spatially periodic magnet, known as an "undulator". Due to the Lorentz force, the electrons execute transverse oscillations and emit electromagnetic radiation in the forward direction. The fundamental wavelength of the emitted radiation depends on the undulation period as well as on the relativistic Lorentz factor.

In the X-ray spectral region the FEL operates as a single-pass amplifier, generating pulses with peak powers of the order of $10^{10}$ W and a pulse duration in the femtosecond range. The typical high-gain regime in which X-ray FELs operate is schematically represented in Fig. 22: electrons first enter the undulator and oscillate with random phases, thus emitting mostly incoherent radiation. Because of the collective electron interaction with the emitted radiation, the electrons begin to oscillate in phase at the resonant wavelength until the process saturates. In this regime of self-amplified spontaneous emission (SASE),\textsuperscript{232} an extremely high brightness is achieved\textsuperscript{233,234} with the drawbacks of a stochastic temporal structure and an intrinsic time jitter with respect to a measurement done in the lab frame. In recent years enormous progress has been done to overcome the inherent limitations of the SASE regime, and different seeding mechanisms have been implemented including seeding with HHG radiation\textsuperscript{235,236} (direct seeding) or seeding with a coherent bunching at the resonant wavelength.\textsuperscript{237,238} Seeding a FEL has three major advantages: i) improve the longitudinal coherence, ii) allows synchronizing the FEL radiation with a probe laser for time resolved experiments and iii) improve the shot to shot stability of the FEL power and temporal duration.

The science community immediately recognized the great potential of X-ray FELs to probe the ultrasmall (nm-resolution) and ultrafast (fs/as-resolution) worlds and a number of ground-breaking experiments have been conducted so far exploiting both SASE and seeded FELs including single-shot coherent diffractive imaging,\textsuperscript{239,240} time-resolved studies
Figure 22: Schematic of the FEL operating principle: electrons first enter the undulator and oscillate with random phases, thus emitting mostly incoherent radiation. Because of the collective electron interaction with the emitted radiation, the electrons begin to oscillate in phase at the resonant wavelength until the process saturates. Reproduced with permission from ref. 230. Copyright 2010 Macmillan Publishers Limited.

in atoms,\textsuperscript{241} molecules\textsuperscript{242–244} and clusters,\textsuperscript{245} X-ray lasing pumped by X-ray FEL\textsuperscript{246} and controlled molecular imaging\textsuperscript{247} (for extensive review see Bostedt et al.,\textsuperscript{248} Pellegrini et al.\textsuperscript{229} and Feldhaus et al.\textsuperscript{249}). Since typical FEL pulse durations are in the order of a few tens of femtoseconds, most of the time-resolved studies reported until now were focused on the investigation of the structural dynamics of matter. However, over the past decade several methods have been proposed to generate attosecond pulses with hard X-ray FELs. Reducing X-ray pulse durations to the attosecond regime will allow achieving both atomic-scale spatial and temporal resolution.

Recently, at the Linac Coherent Light Source, Helml et al.\textsuperscript{250} have demonstrated that a small percentage of the FEL pulses consists of individual high-intensity spikes with temporal duration of few hundreds of attoseconds. The temporal duration was measured by using near-infrared streaking spectroscopy. The schematic of the experimental setup is shown in Fig. 23: a NIR laser pulse (streaking pulse) is coarsely synchronized to the FEL X-ray pulse and
spatially overlapped with the X-ray beam in a Ne gas target. The photoelectrons produced by FEL photoionization are detected with a magnetic bottle electron spectrometer (MBES). When the duration of the X-ray pulses is shorter than the optical period of the streaking pulse, the photoelectron spectrum experiences a redistribution of energy. In particular the spectrum can be upshifted, downshifted or symmetrically broadened depending on the exact instant of ionization with respect to the vector potential of the streaking pulse. In contrast with attosecond streaking using HHG-based sources, time jitter does not allow the delay of the streaking pulse with respect to each single FEL pulse to be controlled. Thus, a single-shot analysis has been performed allowing for a time-to-energy mapping, and spikes with duration of 800 as have been measured. Lot of work still need to be done on the seeding of these hard X-ray lasers in order to obtain reproducible pulses, however these preliminary results already pave the way to future attosecond science using FEL sources.

4 Theoretical methods for attosecond science

4.1 Molecular ionization

As discussed in previous sections, ionization of molecules by EUV light, in particular attosecond pulses, leads in general to a coherent superposition of molecular cationic states, i.e., a non stationary electronic state or wave packet, which then evolves in atto- and few-femtosecond time scales thus generating ultrafast electron dynamics in the molecular cation. This coherent superposition can be the result of the broad band of the ionizing pulse, which covers several ionization thresholds in the case of an attosecond pulse, or of the appearance of a dense manifold of ionic states due to rearrangements in the electronic structure of the molecular cation induced by electron correlation. In both cases the charge is expected to move from one molecular site to another or to fluctuate all along the molecular backbone.

The description of this ultrafast electron dynamics is a challenging theoretical problem. Fully \textit{ab initio} theoretical methods accounting for the correlated motion of electrons and
Figure 23: Scheme of the experimental set-up used at the LCLS: a NIR laser pulse (streaking pulse) is coarsely synchronized to the FEL X-ray pulse and spatially overlapped with the X-ray beam in a Ne gas target. The photoelectrons produced by FEL photoionization are detected with a magnetic bottle electron spectrometer (MBES). Left panels illustrate the streaking principle: the X-ray spectrum is upshifted, downshifted or symmetrically broadened depending on the exact instant of ionization with respect to the vector potential of the streaking pulse. Reproduced with permission from ref. 250. Copyright 2014 Macmillan Publishers Limited.

nuclei that follows ionization are only available for diatomic molecules, mainly $\text{H}_2$. The reason is that, besides the intrinsic limitations due to the large number of electronic and nuclear degrees of freedom associated with polyatomic molecules (limitations that also exist in calculations involving molecular bound states), there is the additional problem of dealing with the molecular electronic continuum, which usually has a much richer structure than in atoms or diatomic molecules. Thus, most theoretical treatments of charge migration processes in large molecules have ignored the ionization step and have only described the cation dynamics that arises from arbitrarily chosen initial wave packets. For example, pioneering work on charge migration$^{24,35,251}$ assumed that ionization is a sudden process that leaves a well defined hole in one of the molecular orbitals of the system. The theoretical study of the evolution of such hole led to the first reliable estimations of the time scales involved in charge
migration.\textsuperscript{34,35,252,253} However, a correct theoretical description of the charge migration induced by attosecond pulses requires the explicit evaluation of all the ionization amplitudes that define the coherent superposition of ionic states.\textsuperscript{25,254} One can expect that the initial characteristics of this electronic wave packet, which in principle depend on the frequency, duration, and spectral phase of the attosecond pulse, will dictate the fate of the molecule, including its possible fragmentation at longer times.

In this subsection we will review the existing theoretical methods that allow one to describe the photoionization step in molecules, i.e., the onset of all charge migration processes induced by ultrashort pulses.

### 4.1.1 Time-dependent molecular wave packet

In quantum mechanics, the evolution of molecular systems is given by the solution of the time-dependent Schrödinger equation (TDSE):

\[
i \frac{\partial}{\partial t} \Phi(r, R, t) = \mathcal{H}(r, R, t) \Phi(r, R, t),
\]

where \( r \) and \( R \) stand for all electronic and nuclear co ordinates, respectively, and \( \mathcal{H}(r, R, t) \) is the total Hamiltonian operator that, in the presence of an external electromagnetic field, can be written as the sum of the Hamiltonian of the field-free molecule, \( \mathcal{H}_0(r, R) \), and the light-molecule interaction potential, \( V(r, t) \),

\[
\mathcal{H}(r, R, t) = \mathcal{H}_0(r, R) + V(r, t).
\]

In general, the time-dependent molecular wave packet, \( \Phi(r, R, t) \), resulting from ionization by a pulse of duration \( T \) can be written as a superposition of molecular eigenstates,

\[
\Phi(r, R, t > T) = \sum_n c_n e^{-iE_n t} \psi_n(r, R) + \sum_{E_f} c_{E_f} e^{-iE_f t} \psi_{E_f}(r, R)
\]
where $\Psi_n(r, R)$ are the bound states of the neutral molecule with energy $E_n$ and $\Psi_{E_f}(r, R)$ are electronic continuum states with energy $E_f$, which is shared between the ejected electron and the molecular ion left behind. The coefficients $c_n$ and $c_{E_f}$ are thus the excitation and ionization amplitudes after the interaction with the external field. The field-free evolution after the ionization event is simply given by the $E_f t$ phases, since the above expansion is written in terms of the eigenstates of the system, which are the solutions of the eigenvalue problem

$$\mathcal{H}_0(r, R)\Psi_j(r, R) = E_j \Psi_j(r, R),$$

where the field-free Hamiltonian for a molecule containing $M$ nuclei with $M_I$ masses and $N$ electrons with $m_e = 1$ mass is given in atomic units by

$$\mathcal{H}_0(r, R) = -\sum_{I=1}^{M} \frac{1}{2M_I} \nabla^2 R_I - \sum_{i=1}^{N} \frac{1}{2} \nabla^2 r_i + \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{1}{|r_i - r_j|} - \sum_{i=1}^{N} \sum_{I=1}^{M} \frac{Z_I}{|r_i - R_I|} + \sum_{I=1}^{M} \sum_{J=1}^{M} \frac{Z_I Z_J}{|R_I - R_J|}.$$ (37)

In the latter equation, mass polarization and relativistic effects have been neglected. Molecular rotation terms are usually ignored because rotation is orders of magnitude slower (picoseconds, $1 \text{ ps} = 10^{-12} \text{ s}$) than the processes we are interested in, for instance charge migration or molecular dissociation, and much slower than the laser-molecule interaction that occurs within the femtosecond/sub-femtosecond time scales. Note that the expansion given in eq 35 assumes that bound and continuum wave functions are normalized to unity. This normalization arises naturally when eq 36 is solved in a finite region of space, leading to a discretization of the electronic and vibrational continua. The correct normalization of continuum states to the Dirac delta, $\delta(E_f - E'_f)$, can be later recovered by using the corresponding density of states.255

Inserting the expansion given by eq 35 in the TDSE defined in eq 33, one obtains a system
of coupled linear differential equations that can be written in matrix-vector form as

\[
\frac{i}{\hbar} \frac{\partial}{\partial t} \begin{pmatrix} c_n \\ c_{E_j} \end{pmatrix} = \begin{pmatrix} V(t)_{n'}^n & V(t)^{E_j}_{n'} \\ V(t)_{E_j}^{n'} & V(t)^{E_j}_{E_j} \end{pmatrix} \begin{pmatrix} c_n \\ c_{E_j} \end{pmatrix}.
\]

(38)

This system of equations can be solved using standard integration schemes (Runge-Kutta, Crank-Nicolson, Lanczos, etc.). However, attosecond pulses currently generated in the laboratory are weak, with intensities typically in the range \(< 10^{11} - 10^{12} \) W/cm\(^2\). Under this circumstance, the relevant states involved in the molecular photoionization process are the ground state of the molecule, \(\Psi_0(\mathbf{r}, \mathbf{R})\), i.e. the first bound state of the neutral, \(n = 0\), and the electronic continuum states. The ionization amplitudes can thus be obtained by using first order time-dependent perturbation theory, in which \(c_{n=0} \approx 1\) and the \(c_{E_j}\) coefficients are given by

\[
c_{E_j} = -i (\Psi_{E_j}(\mathbf{r}, \mathbf{R}) | \epsilon \cdot \sum_k \mathbf{d}_k | \Psi_0(\mathbf{r}, \mathbf{R})) \int_{-\infty}^{\infty} \mathcal{E}(t) e^{i(E_j - E_0)t} dt,
\]

(39)

where \(\sum_k \mathbf{d}_k\) is the multielectronic dipole operator, \(\epsilon\) the polarization direction of the incident light, \(\mathcal{E}(t)\) is the electromagnetic field and \((E_j - E_0)\) the energy absorbed by the system in the transition from the ground state \(\Psi_0(\mathbf{r}, \mathbf{R})\) to the final state \(\Psi_{E_j}(\mathbf{r}, \mathbf{R})\). An accurate evaluation of this dipole transition element is a challenging task still nowadays and very few theoretical groups have tackled the scattering problem including the proper boundary conditions.\(^{256-266}\) All those works have made use of the fixed nuclei approximation during the ionization step and the subsequent evolution of the molecular wave packet, thus reducing the size of the problem to tractable proportions. Some other theoretical approaches\(^{34,35,267,268}\) simply avoid the accurate evaluation of the ionization amplitudes, substituting it by a direct projection of the ground neutral state into the cationic states, and rather focus on a more elaborate description of the time-evolving charge distribution occurring after ionization of relatively large molecules. Irrespective of the methodology employed, the visualization of the latter process is commonly achieved through the evaluation of the so-called hole density. It is
a widely employed observable to trace in time the evolution of the positive charge created in a large molecule after prompt ionization. The hole density is defined as the difference between the one-electron densities of the ground state of the target and that of the cation, \(^{31,267}\)

\[
\rho_{\text{hole}}(\mathbf{r}_1, t) = \rho_{\text{neutral}}(\mathbf{r}_1) - \rho_{\text{ion}}(\mathbf{r}_1, t),
\]

where the explicit dependence on time is that of the ionic electron density. Note that this simplified expression is meaningful as long as the nuclear positions remain unchanged, i.e., the nuclear degrees of freedom are explicitly ignored. Otherwise, the changes in time of the nuclear geometry should be explicitly accounted for before defining the electron densities and the charge fluctuations would be better defined around the moving nuclear centers. The one-electron density is defined as the integral of the squared modulus of the full wave function over the space coordinates of \(M\) nuclei and \(N\) electrons but one, thus giving:

\[
\rho(\mathbf{r}_1) = N \int d\mathbf{r}_2 \ldots \int d\mathbf{r}_N \int d\mathbf{R}_1 \ldots \int d\mathbf{R}_M |\Phi^N(\mathbf{r}_1, \ldots, \mathbf{r}_N, \mathbf{R}_1, \ldots, \mathbf{R}_M)|^2.
\]

\(\rho_{\text{neutral}}\) is thus obtained from the ground state wave function \(\Psi_0(\mathbf{r}, \mathbf{R})\) and \(\rho_{\text{ion}}(\mathbf{r}, t)\) from the time-dependent wave packet \(\Phi(\mathbf{r}, \mathbf{R}, t)\) defined in equation 35; always assuming the normalization of the full wave function to unity. As we have mentioned, in most implemented approaches, within the fixed nuclei approximation, the nuclear coordinates drop from the above expression and the one-electron density is written as,

\[
\rho(\mathbf{r}_1) = N \int d\mathbf{r}_2 \ldots \int d\mathbf{r}_N |\Phi^N(\mathbf{r}_1, \ldots, \mathbf{r}_N)|^2.
\]

We dedicate the rest of this subsection to discuss the extant approaches to evaluate the molecular electronic continuum functions \(\Psi_{E_f}(\mathbf{r}_1, \ldots, \mathbf{r}_N)\), which is in itself a challenge even for the smallest molecules. In subsection 4.2, we discuss the methods that have been used to study the charge migration that follows the ionization process, including those ones
that avoid the explicit evaluation of the ionization amplitudes. Subsection 4.3 reviews the
state-of-the-art techniques to account for nuclear motion to obtain the full dimensional wave
function, \( \Psi_{E_f}(r_1, \ldots, r_N, R_1, \ldots, R_M) \). Finally, we conclude with the expressions employed to
explore HHG from molecules when exposed to strong fields. Readers not interested in the
details of the methods that have been developed to evaluate molecular electronic continuum
states or molecular high-harmonic generation spectra can go directly to section 4.2 without
loss of continuity.

4.1.2 Electronic continuum states

The theory of molecular continuum states reached in photoionization is well known.\textsuperscript{270–272}
In the following we will review the available methods to describe molecular photoionization
at fixed geometry, i.e., we will drop all reference to nuclear coordinates \( R \).

The most general formulation is obtained via a close-coupling (CC) expansion, where the
molecular continuum states can be written as \((N\) electrons\)

\[
\Psi_{E,alm}^N(r_1, \ldots, r_N) = \sum_{\alpha' m'} A[\Psi_{E,alm}^{N-1}(r_1, \ldots, r_{N-1}) \varphi_{\varepsilon,alm, \alpha' m'}(r_N)] + \sum_K C_{E,alm,K} \Phi_K^N(r_1, \ldots, r_N)
\]

where \( \alpha, \alpha' \) are quantum numbers necessary to identify the ionic states \( \Psi_{E,alm}^{N-1} \) included in
the expansion to obtain the corresponding continuum eigenstates \( \Psi_{E,alm}^N \) with total energy
\( E_\alpha \), and \( \varphi_{\varepsilon,alm, \alpha' m'}(r_N) \) is the one-electron continuum function for a photoelectron ejected
with a set of angular quantum numbers \( lm \) and with \( \varepsilon_\alpha \) energy, leaving behind the \( \alpha \) ionic state. The continuum functions must satisfy the proper asymptotic conditions of scattering states,\textsuperscript{272–274} i.e.,

\[
\varphi_{\varepsilon,alm, \alpha' m'}(r) \xrightarrow{r \to \infty} [f_{\ell}(k_{\alpha'}r) \delta_{\ell \ell'} \delta_{mm'} \delta_{\alpha \alpha'} + g_{\ell}(k_{\alpha'}r) K_{alm, \alpha' m'}] Y_{l m'}(\theta, \phi)
\]

where we have chosen \( K \)-matrix boundary conditions, which have the advantage of working
with real functions. Here \( f_{\ell}(k_{\alpha'}r) \) and \( g_{\ell}(k_{\alpha'}r) \) are the regular and irregular asymptotic
functions (Coulomb functions in the present case), and $k_{\alpha'}$ is the electron momentum relative to ionization leaving the cation in the $\Psi_{\alpha'}^{-1}$ state. The square integrable configurations $\Phi^N_K$ in eq 43 take care of the short range correlations. $A$ implies antisymmetrization and proper symmetry coupling.

It is easy to transform wave functions $\Psi^N_{E,\alpha lm}$ or dipole matrix elements

$$D_{E,\alpha lm} = (\psi^N_{E,\alpha lm} | \sum_k d_k | \psi^N_0 )$$

(44)

to the usual incoming wave boundary conditions as follows

$$\psi^{(-)}_{E,\alpha lm} = (1 + iK)^{-1} \psi^N_{E,\alpha lm},$$

where $\psi^{(-)}_{E,\alpha lm}$ behaves asymptotically as a superposition of outgoing waves in all channels $\alpha'$ and partial waves $l'$, and an incoming wave in channel $\alpha$ and partial wave $l$. In principle, the CC expansion can be very accurate and can be considered as a generalization of the Configuration Interaction (CI) approach to the continuum. In practice, it is very demanding and it is generally limited to rather small systems. As focus shifts to larger molecules, strong simplifications are required, generating a series of more approximate approaches.

### 4.1.3 Single Channel Approximation

Restricting the CC expansion in eq 43 to a single term, the molecular continuum states can be simplified as

$$\psi^N_{E,\alpha lm}(r_1, \ldots, r_N) = A \left[ \psi^{-1}_{\alpha}(r_1, \ldots, r_{N-1}) \psi_{\alpha lm}(r_N) \right],$$

(45)
which is a more tractable approach. Here a prominent role is played by the Dyson orbital defined as

\begin{equation}
\varphi^D_\alpha(r) = N \int \Psi^{N-1}_\alpha(r_1, \ldots, r_{N-1})\Psi^N_0(r, r_1, \ldots, r_{N-1}) \, dr_1 \ldots dr_{N-1},
\end{equation}

which represents the overlap between the \(N\)-electron ground state wave function of the neutral molecule \(\Psi^N_0\) and the \((N-1)\)-electron wave function of the \(\alpha\) state of the molecular cation \(\Psi^{N-1}_\alpha\).

Neglecting for the moment the actual evaluation of the continuum orbital \(\varphi_{\varepsilon,lm}\), the calculation of the dipole transition moments

\begin{equation}
D_{E_\alpha,lm} = \langle A[\Psi^{N-1}_\alpha \varphi_{\varepsilon,lm}] \sum_k d_k | \Psi^N_0 \rangle = \langle \varphi_{\varepsilon,lm} | d | \varphi^D_\alpha \rangle + \langle \varphi_{\varepsilon,lm} | \eta^D_\alpha \rangle
\end{equation}

reduces to single particle transition matrix elements, involving the Dyson orbital \(\varphi^D_\alpha\) and the "conjugate" Dyson orbital \(\eta^D_\alpha\), which are computed entirely from the bound state wavefunctions, \(\Psi^{N-1}_\alpha\) and \(\Psi^N_0\). The first term represents a dipole transition between the Dyson orbital and the continuum orbital, and the second one represents a monopole transition from \(\eta^D_\alpha\) to the continuum, and is often negligible, although it may become important close to threshold. In terms of an orbital basis \(\{\varphi_p\}\), and the associated creation \(a^+_p\) and annihilation \(a_p\) operators, which add or remove a particle in orbital \(\varphi_p\), it is easy to compute the Dyson (or spectral) amplitudes

\begin{equation}
\chi_{\alpha p} = \langle \Psi^{N-1}_\alpha | a_p | \Psi^N_0 \rangle
\end{equation}

\begin{equation}
\xi_{\alpha p} = \langle \Psi^{N-1}_\alpha | (\sum_k d_k) a_p | \Psi^N_0 \rangle
\end{equation}

from which one can expand

\begin{equation}
\varphi^D_\alpha(r) = \sum_p \chi_{\alpha p} \varphi_p(r)
\end{equation}

\begin{equation}
\eta^D_\alpha(r) = \sum_p \xi_{\alpha p} \varphi_p(r)
\end{equation}
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and

\[ D_{E,lm} = \sum_p \chi_{\alpha p} \langle \varphi_{\varepsilon,lm} | d | \varphi_p \rangle + \sum_p \xi_{\alpha p} \langle \varphi_{\varepsilon,lm} | \varphi_p \rangle \]  \hspace{1cm} (51)

Physically the first term describes dipole transitions from initial orbitals \( \varphi_p \) to the continuum orbital, multiplied by an overlap between the ionic state \( \Psi_{N-1}^{\alpha} \) and the initial state with an electron annihilated in \( \varphi_p \); the second term describes a monopole transition from \( \varphi_p \) to the continuum, multiplied by a dipole transition between the remaining bound states.\(^{277,278}\) We shall neglect the second term from now on. Dyson orbitals have become widely employed in recent work,\(^{280,281}\) notably for strong field or time resolved photoionization.\(^{282,283}\)

The situation becomes very transparent if we consider the initial state

\[ \Psi_0^N = \Phi_0 = |\varphi_1, \ldots, \varphi_N \rangle \]  \hspace{1cm} (52)

described as a single determinant (e.g. at the Hartree-Fock (HF) level), and \( \Psi_{N-1}^{\alpha} \) described as single configurations built from the same set of orbitals. Then clearly \( \chi_{ak} = 1 \) for the single-hole configurations

\[ \Psi_{N-1}^{\alpha} = \Phi_k = a_k \Phi_0, \]  \hspace{1cm} (53)

called primary states, and \( \chi_{ap} = 0 \) otherwise. We shall call this description the Koopmans’ picture. Correlation effects redistribute intensity towards other states, and will be discussed later.

4.1.4 Continuum Orbitals

In the case of primary ionizations described as single determinants in eq 53, one has

\[ \Psi_{E,lm}^N = a_{\varepsilon,lm}^+ a_k \Phi_0 = |\varphi_1, \ldots, \varphi_{k-1} \varphi_{\varepsilon,lm} \varphi_k \ldots \varphi_N \rangle \]  \hspace{1cm} (54)

i.e. a single excitation from the occupied orbital \( \varphi_k \) to the continuum one \( \varphi_{\varepsilon,lm} \), again in single determinant form, neglecting spin and symmetry couplings that can be easily taken
into account. The continuum orbital is the solution of a single particle equation

\[ h_k \varphi_{\varepsilon_k lm}(\mathbf{r}) = \varepsilon_k \varphi_{\varepsilon_k lm}(\mathbf{r}). \]

At the ab initio level, \( h \) becomes an appropriate Fock-type operator, and the approach is called "static-exchange" or just continuum HF.\(^{284,285}\) Alternatively, one can employ density functional theory (DFT) for the description of the ground state, and build \( \Phi_0 \) from the lowest Kohn-Sham (KS) orbitals, which are the solutions of the eigenvalue equations\(^{286}\)

\[ h_{KS} \varphi_k(\mathbf{r}) = \varepsilon_k \varphi_k(\mathbf{r}), \tag{55} \]

\[ h_{KS} = -\frac{1}{2} \nabla^2 + V_{nuc} + V_C + V_{XC}, \tag{56} \]

where \( V_{nuc} \) is the nuclear attraction term, \( V_C(\rho) \) is the Coulomb potential generated by the ground state density \( \rho(\mathbf{r}) \), and \( V_{XC}(\rho) \) is the exchange-correlation potential expressed in terms of the same density. Then the DFT "static-exchange", analogous to the HF one, amounts to computing the continuum solutions of the same KS hamiltonian given in eq 55:\(^{287}\)

\[ h_{KS} \varphi_{\varepsilon lm}(\mathbf{r}) = \varepsilon_k \varphi_{\varepsilon_k lm}(\mathbf{r}). \]

In the case of a local \( V_{XC} \) potential this reduces to potential scattering, and is computationally tractable even for rather large systems.

Also in the case of a more complex, correlated description of the ionic state \( \Psi_{N-1}^\alpha \), the corresponding continuum is obtained as the solution of a single particle equation. The corresponding operator is more complex, but can be more easily expressed as a hamiltonian matrix in a basis set approach, like in the full CC case. The approach can be further simplified by employing a more approximate potential for the determination of \( \varphi_{\varepsilon,lm} \). For instance, the exchange-correlation potential defined by the first order reduced density matrix \( \rho_\alpha(\mathbf{r}; \mathbf{r}') \) relative to \( \Psi_{N-1}^\alpha \). Even more simply, employing the HF or DFT static-exchange continuum
in eq 51 is still deemed a rather good approximation. In the case of DFT, we shall call it DFT-Dyson approach.

### 4.1.5 Computational Approaches to Continuum Orbitals

One can neglect any coupling with the ionic state altogether, and employ a simple Coulomb wave (CW) or just a Plane wave (PW) for the calculation of transition dipole matrices. A variant includes orthogonalization of the PW (OPW) or the CW (OCW) to the initial orbital. That can be easily achieved by choosing the origin as to annihilate the dipole moment \( \langle \varphi_D^\alpha | d | \varphi_D^\alpha \rangle \) of the initial orbital.\(^{283}\) These approaches have been tested in the early days of photoelectron spectroscopy,\(^{288-291}\) but then abandoned as they generally produced rather poor results, and better approaches became soon available. They have been recently revived\(^{292}\) essentially because of the need to compute dipole matrix elements in the context of more elaborate calculations, like time resolved photoelectron spectroscopy (TRPES)\(^{283}\) or close coupling approach to the charge migration problem.\(^{293-295}\) A recent comparison with the DFT-Dyson approach on furan has confirmed, however, the rather poor performance of such approaches, and the relative minor role of orthogonalization.\(^{296}\)

Even the solution of single particle continuum equation is not trivial for a polyatomic molecule, due to the Coulomb singularities at each nucleus. Basically, all approaches employ large one-center expansions (OCE), generally supplemented by a restricted set of atom-centered basis functions, in the spirit of the linear combination of atomic orbitals (LCAO) approach for bound states. The pure OCE approach

\[
\varphi_{\varepsilon lm}(r, \theta, \phi) = \sum_{l'm'} R_{\varepsilon lm, l'm'}(r) Y_{l'm'}(\theta, \phi) \tag{57}
\]

where the wave function is expanded in products of radial wave functions \( R(r) \) and spherical harmonics \( Y_{l m}(\theta, \phi) \), is straightforward, as it reduces to a set of coupled ordinary differential equations that can be easily integrated, or expanded in a basis, and is still employed in some
applications. It covers a long range expansion, typically some tens of atomic units or more, to reach the asymptotic region where the solution is fitted to its analytic asymptotic form. It is very stable numerically, but it converges very slowly with angular momenta, the more so the farther the atoms are from the expansion center, and it becomes quickly impractical for large low-symmetry systems. A basis set expansion of the long range part requires special functions, as the pure gaussian (GTO) or Slater (STO) type orbitals of bound state calculations are inherently incapable of accurately describing the oscillatory nature of the continuum orbitals at large distance. Convergence becomes very fast by supplementing OCE, which is in any case needed to impose the asymptotic boundary conditions, with LCAO type functions centered at the nuclei. These are of $L^2$-integrable type, either conventional GTO functions or functions like those employed in the OCE expansion.

Finally, continuum solutions do not satisfy the usual Raleigh-Ritz variational principle currently employed in bound state calculations. Either scattering type variational approaches (Complex Kohn, Schwinger, Lippmann-Schwinger, R-matrix or Galerkin (Least Squares) approaches can be employed. Despite technical differences all algorithms work equivalently, and the accuracy of the solution is basically determined by the quality of the basis set employed.

Alternative approaches include the Continuum Multiple-Scattering (CMS) method, and grid-based methods. CMS introduces a further approximation to the potential, the muffin tin (MT) approximation, which partitions space into spherical regions around the nuclei and the outer region, and an interstitial region where the potential is assumed constant. Although abandoned for bound state calculations, where the approximation turns out to be quite severe, it is still employed with reasonable accuracy for the continuum. Grid methods in cartesian coordinates suffer from poor description of the regions around the nuclei, where pseudo potentials are often used, and the difficulty of implementing asymptotic boundary conditions at long range. Adaptive grid methods have been developed, which surmount these difficulties, but tend to give less accurate representations of the laplacian.
These methods are computationally effective but, at variance with basis set approaches, cannot be easily implemented beyond a pure local potential approach, or in the general CC environment.

### 4.1.6 Coupled Channel approaches

The simplest coupled channel approach is the use of the single excitation CI approach (CIS, *Configuration Interaction Singles*, also called 1h1p -for one hole one particle- CI, or *Tamm-Dancoff approximation*, TDA), where only the primary ionic channels, at the single determinant level (54) are coupled. Despite its simplicity, this approach is attractive because of the ease of implementation and the fact that it describes the dominant interaction between primary channels, as is well known from bound state excitations. It has been recently employed in the atomic case and for molecular applications to total ionization probabilities. A B-spline implementation for the continuum has been recently developed. A relatively simple generalization, in the context of linear response, or propagator theory, is the Random Phase Approximation (RPA), and its DFT counterpart, time-dependent DFT (TDDFT), which often provides better transition dipoles due to an improved treatment of ground state correlation. Both have been extensively employed in the context of molecular photoionization, TDDFT being applicable also to pretty large systems.

Implementations of the full CC expansion are available in several groups for the treatment of electron scattering and photoionization. Among them are those based on the Schwinger or complex Kohn variational approaches, the molecular R-matrix code, and the Lippmann-Schwinger formalism, with newer codes being actively developed in several laboratories. They are all based on a Quantum Chemistry description of the bound states, $\Psi_0^N$ and $\Psi_{a+N-1}$, as CI expansions, and basis sets $\chi_\mu$ generally based on finite elements or B-splines for the long range continuum, although GTOs are also employed for the full inner R-matrix region in the UK R-matrix code or for the description of the continuum state in the short range region. The major computational
bottlenecks are the construction of the hamiltonian matrix elements, both due to the close coupling form of the basis, of the product form $\Psi_{\alpha}^{N-1} \chi_\mu$, and the unwieldy two electron matrix elements between molecular orbitals, MO’s, generally expressed in GTOs and the special functions employed for the description of the continuum. Often large OCE expansions are employed as intermediate steps. Also orthogonality constraints required to assure uniqueness of the solutions are an issue. We refer to the recent literature for examples of current capabilities.\textsuperscript{262,266,330,331}

Finally, a time dependent close-coupling approach, based on eq 35 and eq 38, with a discretization of continuum, as well as double continuum, in plane waves (OPW) has been presented and applied in Ref. 294.

4.1.7 The B-spline static exchange DFT method

The B-spline code built in the framework of the static exchange DFT method is the only one that has been actually employed in the evaluation of the initial electronic wave packet created by an attosecond pulse in large molecules, which, as mentioned above, requires the evaluation of transition dipole elements for a correct description of charge migration in those systems.

The core of the program is based on a multicentre $B$-spline basis.\textsuperscript{264} B-splines are a set of piecewise polynomial functions defined over a given interval, $[0, R_{\text{max}}]$ in the present case, divided in subintervals by a grid of knots.\textsuperscript{255,332} They are completely defined by the polynomial order (usually 10) and the knot sequence, and can approximate arbitrarily well both bound and continuum orbitals.

Primitive basis functions are products of a $B$-spline radial function times a real spherical harmonic

$$\chi_{ilm}(r, \theta, \phi) = \frac{1}{r} B_i(r) Y_{lm}(\theta, \phi).$$ (58)

The full basis comprises a large OCE expansion on a common origin, with long range $R_{\text{max}0}$, and large maximum angular momentum, $L_{\text{max}0}$. This is supplemented by additional func-
tions centered on the nuclei, of very short range, $R_{maxp}$, and small angular momenta $L_{maxp}$. A short range is necessary to avoid (quasi) linear dependence of the basis, which spoils the numerical stability of the approach. $L_{maxp}$ is set as in conventional LCAO calculations, e.g. the maximum $l$ occupied in the atom plus one. Despite the very limited number of LCAO functions, these choices ensure a very fast convergence of the calculated quantities. For the same reason, the computational cost is entirely determined by the size of the OCE.

The calculation of continuum eigenvectors is performed at any selected electron kinetic energy by using the Galerkin approach originally proposed in Ref. 302 and generalized to the multichannel case.\textsuperscript{303,304} From the energy independent hamiltonian $H$ and overlap $S$ matrices, continuum vectors are obtained as eigenvectors of the energy dependent matrix $A(E) = H - ES$ with eigenvalues very close to zero. These give the correct number of independent one-channel solutions, and are efficiently obtained by block inverse iteration, since they are separated by large gaps from the rest of the spectrum. Actually, the more stable form $A^+A$ is currently employed.\textsuperscript{333} Final normalization to $K$-matrix boundary conditions is obtained by fitting the solutions to the analytical asymptotic form at the outer boundary $R_{max0}$.

As an example, in the recently studied case of phenylalanine,\textsuperscript{25,254} the parameters employed are: $R_{max0} = 30.0$ a.u., linear grid with step size $h = 0.375$ a.u. thus giving 108 B-splines, $L_{max0} = 21$, $R_{maxp} = 0.71 - 1.30$ a.u., and $L_{maxp} = 2$ for all atoms.

The basic algorithm has been generalized to linear response TDDFT, employing a stable non iterative algorithm, with $V^{SCF}$ as the basic dynamical variable, which is expanded in the same basis, avoiding the increased dimensionality of $1h-1p$ matrices typical of Quantum Chemistry implementations.\textsuperscript{334} This allows still the treatment of rather large systems,\textsuperscript{321,322} although the computational cost is 1-2 orders of magnitude larger than that of the static-exchange DFT approach.

The static-exchange DFT approach has been applied to the calculation of photoionization observables, like cross sections, angular distributions, shape resonances, molecular-frame
photoelectron angular distributions (MFPADS), in a large sample of molecular systems, with generally remarkable accuracy.\textsuperscript{322,335–337} The TDDFT version of this approach adds inter-channel couplings, that are proved to be important to describe closed channel autoionization resonances,\textsuperscript{322} especially with heavier atoms. The DFT-Dyson formulation extends the range of application to correlated or multi-configurational ionic states, like cross sections of satellite states, or ionization from excited states.\textsuperscript{279,296}

4.2 Charge Migration

In this chapter, we will review the most relevant theoretical approaches to describe charge migration in large molecules. These approaches can be classified in two categories. The first one includes a large number of theoretical studies\textsuperscript{34,35,253,338,339} based on the so called "sudden approximation" (SA).\textsuperscript{275,277,340} In this approximation, it is assumed that a hole is created in a specific molecular orbital of the initial wave function and that this hole has no time to relax, thus leading to an electronic wave packet (WP) in terms of the eigenfunctions of the final molecular ion. In this context, the study of charge migration processes does not require the knowledge of ionization probabilities and, for this reason, most theoretical calculations performed up to date belong to this category. These methods are reviewed in 4.2.1. However, as explained above, a broadband attosecond pulse leads to a coherent superposition of several one-hole states, which can only be correctly described by explicitly evaluating the corresponding ionization amplitudes. Methods capable of dealing with actual ionization amplitudes for the description of charge migration processes belong to the second category. These methods will be described in 4.2.2.
4.2.1 Methods based on the sudden approximation

If a hole is created in an initial orbital \( \varphi_k \), the corresponding WP is \( a_k \Psi_0^N \), where \( \Psi_0^N \) is the initial state. One can then expand

\[
a_k \Psi_0^N = \sum_{\alpha} \Psi_{\alpha}^{N-1} \langle a_k | \Psi_0^N \rangle = \sum_{\alpha} \chi_{\alpha k} \Psi_{\alpha}^{N-1},
\]

where the spectral amplitudes \( \chi_{\alpha k} \) (see eq 48) can be obtained by pure bound state calculations, the most common being either Green’s Function (Propagator, EOM) approaches,\(^{340,341}\) like the ADC(3) long developed by Cederbaum, Schirmer and collaborators\(^{342-344}\) and largely used in this context, or more recently EOM-CC or CC-LR,\(^{280,345,346}\) or CI approaches like SAC-CI,\(^{347,348}\) MRCl, CASSCF/RASSCF.\(^{349-352}\) At the lowest level, taking just relaxation into account by separate SCF calculations (\( \Delta \text{SCF} \)) for the ground and ionic states, either at the HF or DFT level, can be used,\(^{35}\) where \( \chi_{\alpha k} = \det S_{\alpha k} \), where \( S_{\alpha k} \) is the overlap matrix between initial and final orbitals describing \( \Psi_{\alpha}^{N-1} \) and \( a_k \Psi_0^N \).

Analysis of correlation (relaxation) effects upon ionization has been thoroughly carried out in the literature.\(^{251,353}\) Starting from the Koopmans picture (KT, see section 4.1.3), i.e. \( \Psi_0^N = \Phi_0^N = |\varphi_1, \ldots, \varphi_N \rangle \) and \( \Psi_{\alpha}^{N-1} \) described as single determinants built from a common set of canonical HF orbitals, only the primary states \( \Phi_{k}^{N-1} = a_k \Phi_0^N \) are accessible, with \( \chi_{\alpha k} = \delta_{\alpha k} \), and the corresponding ionization potentials (IP)

\[
IP_k = E_k^{N-1} - E_0^N = -\varepsilon_k
\]

are given by HF orbital energies. Correlation effects affect both IPs and \( \chi_{\alpha k} \), but here we are more interested in the amplitudes. The most important correlation effects arise in the ionic states, by the mixing of 2-hole, 1-electron (2h1e) configurations

\[
\Phi_{ij}^{\alpha} = a_{\alpha}^i a_{\alpha} j \Phi_0
\]
with the 1h states $\Phi_k$, giving

$$
\Psi_\alpha^{N-1}(r_1, \ldots, r_{N-1}) = \sum_k C_{k,\alpha} \Phi_k + \sum_{i<j,\alpha} C_{ij,\alpha}^{\alpha} \Phi_{ij}.
$$

(60)

Since intensities are proportional to the square norms of the Dyson orbitals (via square dipole transition amplitudes, eq 47, they depend on $R_{\alpha k} = \chi_{\alpha k}^2$, called spectroscopic factors, or pole strengths. Clearly in this case $\chi_{\alpha k} = C_{k,\alpha}$, so that each ionic state receives ("borrows") intensity from the primary states that are mixed into it. This causes the appearance of additional ionic states, so called satellite states, and at the same time the decrease of the intensities of the primary ionic states. Actually, the mixing of such configurations (which become quasi degenerate in the case of inner holes) can be so large as to cause dramatic effects, especially those characterized by a fluctuation of the hole $\Phi_k \leftrightarrow \Phi_{ij}$ (those with $i = k$ or $j = k$ describe relaxation). This mixing can lead to shifts in the values of IPs up to several eV, especially prominent in transition metal compounds, completely subverting the KT ordering of ionic states (breakdown of KT), and the appearance of intense satellite states, to the point that a well defined primary line (e.g. $R_{\alpha k} > 0.5$) ceases to exist (breakdown of the one-particle picture\textsuperscript{251}).

Based on the ansatz of eq 59 for the initial electronic WP, the time evolution of the ion density matrix $\rho_{\text{ion}}$ and the hole density defined in eq 40 have been considered for a large variety of molecules, and has been recently reviewed.\textsuperscript{253} As has been recognized, realistic pulses will in any case promote ionization out of several orbitals $\varphi_k$, and the resulting WP will be more complex. Nonetheless, if a group of final ionic states $\Psi_\alpha^{N-1}$ borrow intensity from a single initial orbital $\varphi_i$, i.e. $\chi_{\alpha k} \neq 0$ only for $k = i$, their Dyson orbitals $\varphi_{\alpha}^D = \chi_{\alpha i} \varphi_i$ and the relevant dipole amplitudes will be very similar, so that the SA will correctly describe the relevant WP. Moreover, the full WP could be considered as a linear combination of the individual SA WPs, weighted by the relative dipole amplitudes. In any case it is clear that much can be learnt from the analysis of individual WPs of the SA form eq 59. A universal
time scale of about 50 as was found for the response of the electron cloud to a sudden ionization, which can be considered a characteristic time of the electron correlation.\textsuperscript{37} Also it was realized the strong connection between correlation effects in the ionization spectrum and the ensuing electron dynamics. Cederbaum and Kuleff\textsuperscript{253} have usefully classified four types of WPs, which are presented in Fig. 24 as a typical bar representation of a molecular photoelectron spectrum, the height of the bars equal to the spectroscopic factors $R_{\alpha k}$, at the corresponding IP$_\alpha$. The color code refers to each initial orbital $\varphi_k$.

![Figure 24: Typical ionization spectrum of a molecule. Each vertical line is related to a cationic eigenstate and is located at the corresponding ionization energy. The height of the line represents the spectroscopic factor $R_{\alpha k}$. The different colours in the lines correspond to the contributions of different 1h configurations, describing an electron missing from a particular orbital. From ref. 253 with permission. Copyright 2014 IOP Publishing.](image)

The simplest (less interesting) situation is when KT is well verified, as it is often the case for ionizations of the outermost orbitals. In this case the primary state takes almost all of the intensity, $R_{\alpha k} \approx 1$ for $\alpha = k$, and there are no appreciable satellites. These correspond to the first two lines in Fig. 24. Since the WP is essentially composed of a single hole state, it remains almost stationary and no significant charge migration takes place. As we will see in the following sections, this is not the case when the WP is composed of several single-hole states, as for ionization induced by an attosecond pulse. The second situation is
rather curious, and it is called hole mixing. In the simplest case it involves two ionic states, \( \Psi_{\alpha_1}^{N-1} \) and \( \Psi_{\alpha_2}^{N-1} \), with Dyson orbital square norm, i.e. total spectroscopic strength, close to one, but with comparable \( R_{\alpha k} \) from two initial orbitals \( \varphi_{k_1}, \varphi_{k_2} \). This is not an uncommon situation, although it is entirely due to correlation (relaxation) in the KT picture. It is exemplified by lines three and four in Fig. 24, with green and orange colors showing the two orbital contributions. It is a situation where the SA ansatz is unclear, as the two ionic states can still be considered as two individual primary states at the Dyson orbital level, and the resulting WP should be better evaluated from the corresponding dipole amplitudes. Keeping the SA ansatz, each WP

\[
a_k \Psi_0^N = c_{1i} \Psi_{\alpha_1}^{N-1} + c_{2i} \Psi_{\alpha_2}^{N-1}
\]

is a superposition of the two cationic states, and will oscillate with the bohr frequency \( \hbar \omega = |E_{\alpha_2} - E_{\alpha_1}| \). It amounts to the hole oscillating between orbitals \( \varphi_{k_1} \) and \( \varphi_{k_2} \). The third situation occurs when ionization out of orbital \( \varphi_{k_1} \) gives rise to a main line accompanied by a strong satellite (the red lines in Fig. 24), generally associated with dominant 2h1e configurations \( \Phi_{ij}^a \). Again this will generate a wave packet superposition of the main ionic state and the satellite. This can be further analyzed depending on the nature of the satellite. If \( i, j \neq k \), it is a pure correlation satellite, and oscillation will entail shifting of the hole from \( k \) to \( i \), plus simultaneous excitation \( j \rightarrow a \). If \( k = i \), one has a relaxation satellite (the type that can be described at the \( \Delta \text{SCF} \) level). The hole stays fixed, but one can still have charge migration due to the \( j \rightarrow a \) excitation. The latter will often correspond to a charge transfer excitation, which screens the original hole (a localized close to \( i \)), and it is expected to be particularly prominent when strong relaxation effects affect the hole formation, an extreme example being the appearance of giant satellites upon core ionization of chemisorbed species, like CO or N\(_2\) on Ni\(^{354,355}\). Finally, ionization of inner valence orbitals often produces the complete breakdown of the one particle picture, as exemplified by the brown lines in Fig. 24.
In this case, the WP will be a superposition of many states, which form a quasicontinuum if they lie below the double ionization threshold, or a real continuum if they lie above, and the wave packet \( a_k \Psi^N_0 \) is a resonance in such continuum. In that case it will decay almost exponentially, either delocalizing the charge over a multitude of orbitals, and over the whole molecular skeleton, or promote a second ionization. Examples of all situations have been described in a number of studies.\(^\text{34,338,339,356-358}\) In many cases, the positive charge initially localized on a specific functional group of the molecule can migrate to another, even spatially well separated, in a few femtoseconds. This is due to the superposition of several 1h main states, generally mediated by the 2h1e configurations, and as such do not necessarily correspond to a flow of charge along the skeleton, the hole disappearing from one end and appearing on the other. Such is, for instance, the case in the Gly-Gly-NH-CH\(_3\) molecule studied in Ref. 338, or the polypeptide considered in Ref. 35.

### 4.2.2 Methods explicitly including the ionization step

As explained in the previous chapter, theoretical methods able to provide ionization amplitudes for large molecules make use of a single-determinant approach for both the ground state of the neutral molecule and all final continuum states resulting from the interaction with an attosecond pulse. One of these methods is the static exchange DFT method described in section 4.1.7, which provides the necessary dipole coupling matrix elements to evaluate the amplitudes (39) for all open ionization channels. In this DFT-like formalism, but also within a HF framework, the electron density (42) for a given target in its ground state, \( \rho_{\text{neutral}} \), can be directly written as the sum of the squares of the individual Kohn-Sham spinorbitals \( \varphi_\alpha(\mathbf{r}) \) that define the ground state \( \Psi^N_0(\mathbf{r}_1, \mathbf{r}_2, ..., \mathbf{r}_N) \):

\[
\rho_{\text{neutral}}(\mathbf{r}) = \sum_{\alpha=1}^{N} \varphi^2_\alpha(\mathbf{r}) .
\]

\(\text{(61)}\)
The electron density of the ion, $\rho_{\text{ion}}(r,t)$, which allows one to track the charge evolution after molecular ionization, can be defined either from an $N$-electron target, including the escaping electron, or from an $(N-1)$-electron target, assuming that the photoelectron and the remaining ion are readily decoupled.

As discussed in section 4.1.3 (see eq. 45), the $N$-electron continuum states that describe the ionized system in the static exchange DFT formalism, assuming frozen nuclei, are written as the antisymmetrized product of the cationic wave function $\Psi_{\alpha}^{N-1}(r_1,...,r_{N-1})$, represented by the single Slater determinant obtained after removal of the $\phi_\alpha$ Kohn-Sham spinorbital from the ground state of the $N$-electron system, and a one-electron continuum function $\varphi_{\alpha l \epsilon}(r_N)$ representing a photoelectron ejected with energy $\epsilon$ and angular momentum $l$ that leaves behind an $\alpha$ ionic state (for the sake of clarity, we have dropped the index $m$ in eq 45 and used a common label $\epsilon$ to indicate the energy of the continuum electron in all ionization channels). The total energy of the final state, $E_n$ in 35 and 39 is given by $E_n = E_\alpha + \epsilon$, the sum of the photoelectron energy $\epsilon$ and the energy of the electronic state of the cation $E_\alpha$.

In this single-determinant approach, the $N$-electron density is given by:

$$
\rho_{\text{ion}}(r_1,t) = \sum_{\alpha,l} \int d\epsilon \left[ \left( \sum_{\alpha' \neq \alpha} |\varphi_{\alpha'}(r_1)|^2 + |\varphi_{\alpha l \epsilon}(r_1)|^2 \right) |c_{\alpha l \epsilon}|^2 
+ \sum_{\alpha' \neq \alpha} c_{\alpha' l \epsilon}^* c_{\alpha l \epsilon} \varphi_{\alpha'}(r_1) \varphi_{\alpha l \epsilon}(r_1) e^{-i(E_{\alpha'} - E_\alpha)t}
+ \sum_{\nu} \int d\epsilon' c_{\alpha l \epsilon'}^* c_{\alpha l \epsilon} \varphi_{\alpha l \epsilon'}(r_1) \varphi_{\alpha l \epsilon}(r_1) e^{-i(\epsilon' - \epsilon)t} \right],
$$

(62)

where $\varphi_{\alpha}$ are the Kohn-Sham orbitals and $c_{\alpha l \epsilon}$ are the ionization amplitudes obtained from eq 39.

Alternatively one can define a reduced $(N-1)$-electron density matrix relative to the cation by taking the trace over the photoelectron degrees of freedom

$$
\rho_{\text{ion}}^{N-1}(r_1,r_2,...,r_{N-1},t) = \sum_{\alpha,l} \int d\epsilon \langle \varphi_{\alpha l \epsilon} e^{-i\epsilon t} | \Psi_N \rangle \langle \Psi_N | \varphi_{\alpha l \epsilon} e^{-i\epsilon t} \rangle
$$

(63)
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where the bracket notation is used for the integral over the spatial coordinate of the \( N \)-th electron. We can then use the one-particle electron density definition as in eq 42 and integrate over the coordinates of \((N-2)\) electrons to obtain a more simplified version of the electron density of the ion:

\[
\rho_{\text{ion}}^{N-1}(r, t) = \sum_{\alpha} \varphi_{\alpha}^2(r) \sum_{\alpha' \neq \alpha} \gamma_{\alpha \alpha'}^{(\text{ion})} - \sum_{\alpha} \sum_{\alpha' \neq \alpha} \gamma_{\alpha \alpha'}^{(\text{ion})} e^{-i(E_{\alpha} - E_{\alpha'})t} \varphi_{\alpha}(r) \varphi_{\alpha'}(r),
\]

(64)

where \( \gamma_{\alpha \alpha'}^{(\text{ion})} \) is the reduced density matrix:

\[
\gamma_{\alpha \alpha'}^{(\text{ion})} = \sum_{l} \int c_{\alpha l}(T) c_{\alpha' l}^*(T) d\varepsilon.
\]

(65)

Note that eq 63 and eq 64 lead to the same result as soon as the ionized electron is far away from the ion. The decoupling between the photoelectron and the remaining cation will occur at different times depending on the cationic state and on the photoelectron energy, but even in the less favorable scenario, it is estimated to occur in less than one femtosecond,\(^{359}\) thus validating the widely employed \((N-1)\)-electron density expression.

The above formalism has been successfully employed to describe charge migration induced by attosecond pulses in the phenylalanine\(^{25,254}\) and glycine\(^{360}\) cations.

### 4.3 Nuclear degrees of freedom

Pure \textit{ab initio} description of the photoionization process in polyatomic molecules, including all electronic and nuclear degrees of freedom, will still remain a challenge, at least for a few years. Theoretical treatments using a fully dimensional quantum representation of electronic and nuclear motions on an equal footing, beyond the Born-Oppenheimer approximation, is only available for the smallest diatomic molecular targets (\(\text{H}_2^+\) and \(\text{H}_2\) and their isotopes).\(^{32}\)

The Born-Oppenheimer approximation, separating electronic and nuclear degrees of freedom, is the first and most common approach to treat molecular targets, with the field-free
hamiltonian being written as:

$$H_0 = H_{el} + T_R$$  \hspace{1cm} (66)

where

$$H_{el} = -\sum_{i=1}^{N} \frac{1}{2m_e} \nabla_i^2 + \sum_{i=1}^{N} \sum_{j>i} \frac{1}{|r_i - r_j|} - \sum_{i=1}^{N} \sum_{I=1}^{M} \frac{Z_I}{|r_i - R_I|} + \sum_{I=1}^{M} \sum_{J>l} \frac{Z_I Z_J}{|R_I - R_J|}$$  \hspace{1cm} (67)

and

$$T_R = -\sum_{I=1}^{M} \frac{1}{2M_I} \nabla_{R_I}^2$$  \hspace{1cm} (68)

where the mass polarization terms and relativistic effects are neglected. The total wave function, $\Psi(r, R)$ can then be written as a product of an electronic $\psi_n(r_1, ..., r_N; R_1, ..., R_M)$ and an associated nuclear wave function $\chi_{n,v_n}(R_1, ..., R_M)$. One can then separately solve the time-independent Schrödinger equations for the electronic,

$$H_{el} \psi_n(r_1, ..., r_N; R_1, ..., R_M) = \varepsilon_n(R_1, ..., R_M) \psi_n(r_1, ..., r_N; R_1, ..., R_M)$$  \hspace{1cm} (69)

and nuclear components,

$$[T_R - \varepsilon_n(R_1, ..., R_M)] \chi_{n,v_n}(R_1, ..., R_M) = E_{n,v_n} \chi_{n,v_n}(R_1, ..., R_M)$$  \hspace{1cm} (70)

This approximation is valid as long as conical intersections or avoided crossings do not play an important role. Despite the numerical and computational advantages of separately solving eq 69 and eq 70, the solution of the second one requires an accurate evaluation of the potential energy surfaces, i.e. solving eq 69 for all possible nuclear geometries. It implies a fine numerical scan over the $3M - 6$ vibrational modes. Moreover, to describe light-matter interactions, calculation of the dipole transition elements is required. This obviously becomes an impossible task as the number of atomic centers increases. However, in several cases, it is still possible to achieve good accuracy by reducing the number of vibrational modes involved. This is the case, e.g., of recent theoretical and experimental works on vibrationally resolved
photoelectron spectra of polyatomic molecules at high photon energies, such as those for BF$_3$, CH$_4$, CF$_4$, SF$_6$. In these experiments, the measured spectra suggest a major contribution of the symmetric stretching mode, thus reducing the eigenvalue problem defined in 70 to one nuclear degree of freedom (the internuclear distance between the central and the surrounding atoms). Therefore, one only needs to evaluate a set of potential energy curves, $E_n(R)$, from eq 69, instead of $3M - 6$ dimensional surfaces. The dipole matrix elements for the transition from the ground state to a given final state are directly computed as:

$$\langle \Psi_{E_f}(r,R)|\sum_k d_k|\Psi_0(r,R)\rangle = \int dR \chi_{n,v_n}(R)\langle \psi_n(r,R)|\sum_k d_k|\psi_0(r,R)\rangle r \chi_{0,v=0}(R)$$  \hspace{1cm} (71)$$

where $\sum_k d_k$ is the multi-electronic dipole operator and the brackets imply the integral over the electronic coordinates. Obviously, the above expressions are only useful for relatively small polyatomic molecules with high symmetry and for specific problems where the dimensionality, as we have seen, can be reduced. Otherwise, the common alternative is to obtain a quantum description of electrons while using classical mechanics for nuclear motion. This approach has been widely used for the investigation of molecular dynamics associated with excited states of neutral molecules, where the available standard quantum chemistry packages are combined with Ehrenfest molecular dynamics or with the more elaborate surface-hopping approaches. More recently, these schemes are now being extended to photoionization studies to account for the nuclear degrees of freedom, where the main limitation lies on achieving a reliable description of the electronic continuum structure as discussed in the previous section.

There is an increasing interest in investigating the role of nuclear motion in charge migration processes in biomolecules. The charge redistribution over the molecular skeleton of relatively large molecules has been theoretically predicted to occur in a few femtoseconds and recently experimentally proved in an amino acid. In such short time scales, one would expect nuclear motion to play a minor role, since nuclear motion takes place...
in tens of femtoseconds. Nevertheless, it is relevant to understand how the electronic and nuclear degrees of freedom are coupled and how this coupling affects the charge migration process. Ultimately, it is to be explored to which extent the ultrafast electronic dynamics can be interrupted or guided to localize the charge in an specific site and drive the fragmentation or reaction path into the desired channel. Very recent theoretical efforts are being devoted to address this issue. For instance, in\textsuperscript{376} the hole migration process has been simulated and averaged for several distorted geometries of the benzene molecule. The results suggest that electron coherences should remain for at least \( \approx 10 \) fs. The electron dynamics was simulated using quantum chemistry packages based on a multi-configuration interaction picture that accounts for electron correlation effects. In a more elaborate approach applied to molecular targets of similar structure,\textsuperscript{252,268} the nuclear motion was included by using Ehrenfest dynamics,\textsuperscript{374,377} mixing quantum and classical dynamics methods. The nuclear wave packet evolution was obtained by integrating the classical Newton’s equations of motion, following the gradient given by a mixture of two cationic electronic states. The electronic wave function was thus computed on the fly, every time step, in a state-averaged complete active space self-consistent field (CASSCF) level, using standard quantum chemistry packages. The electronic and the classical nuclear degrees of freedom were connected in a mean-field manner. In these methods, the non-adiabatic effects are reasonably described and are in fact responsible for a fast decoherence observed in the electronic dynamics. Although charge migration remains observable in the first few femtoseconds, it is rapidly washed out (in less than 10 fs) due to the nuclear rearrangement. It is worth noticing that these works were performed in the particular situation in which the nuclear wave packet passes through conical intersections (avoided crossings) in the electronic potential energy surfaces (curves) of the cation, where non-adiabatic couplings play a crucial role and a high degree of decoherence is expected to be introduced in the electronic dynamics. For instance, ultrafast electronic coherence will be preserved for longer times when the laser-induced molecular wave packet is associated with electronic cationic states whose potential energy surfaces (curves) run parallel. Similar
strategies are nowadays being employed for larger molecules, in which the electron dynamics after photoionization is described in a quantum manner by using TDDFT-based methods and the associated nuclear motion is described with classical methods.\textsuperscript{368-370} In this context, non adiabatic effects are also explicitly included. The latter method has been used to investigate the evolution of valence-shell vacancies in the glycine amino acid.\textsuperscript{359} The results of this work have shown that the first charge fluctuations between different molecular centers remain unaltered by the nuclear motion for \( \approx 10 \) fs, in agreement with the findings of.\textsuperscript{376} At later times, charge fluctuations are significantly affected by the nuclear dynamics, but they are still observable at least during the following 10-15 fs. For further discussion see Sect. 6.2.

### 4.4 HHG methods

In the last few years HHG has emerged as an alternative way of looking at charge migration processes in molecules. As pointed out in Sect. 3.2.2, the idea is that the dynamics induced by a strong laser pulse leaves its signature in the emitted light through the electron recombination process that can occur only half a cycle after such dynamics was initiated. Therefore, the HHG process itself provides the necessary sub femtosecond time resolution required to resolve electron wave packet dynamics, without the need of a probe laser pulse. So far, the technique has been applied to study charge migration in small polyatomic molecules, but it promises to shed additional light on more complex systems.

For effective one- and two-electron diatomic molecules, the high harmonic spectrum can be directly obtained from the solutions of the time-dependent Schrödinger equation (TDSE). In the case of a one-electron diatomic molecule,\textsuperscript{378-380} this equation can be solved almost exactly if one neglects rotational effects, which is justified because rotation is much slower than electronic and vibrational motions and the IR pulses used to induce the HHG process
are very short. The corresponding equation reads, in full dimensionality,

\[
\left[H_{el}(\mathbf{r}, R) + T(R) + V(\mathbf{r}, t) - i \frac{\partial}{\partial t}\right] \Psi(\mathbf{r}, R, t) = 0,
\]

where \( R \) is the internuclear distance, \( \mathbf{r} \) denotes the position of the electron, \( H_{el} = T_{el} + V_{eN} + 1/R \) is the electronic time-independent hamiltonian, \( T(R) \) the nuclear kinetic energy operator and \( V(\mathbf{r}, t) \) the external potential created by the laser field. Likewise, \( T_{el} \) and \( V_{eN} \) stand for the electron kinetic energy operator and the electron-nuclei interaction, respectively. The TDSE can be numerically solved by using a sufficiently dense spatial grid and by placing absorbers at sufficiently long distances as to avoid spurious reflections. Time propagation is performed by using different numerical procedures. At each time step, one has to compute the dipole response, \( \ddot{d}(t) = -\langle \Psi(\mathbf{r}, R, t)|\mathbf{d}(\mathbf{r}, t)|\Psi(\mathbf{r}, R, t)\rangle \), where \( \mathbf{d} \) is the dipole operator, which is usually written in the acceleration form. The harmonic spectrum is given by the square of the Fourier transform of \( \ddot{d}(t) \).

For more complex molecules, solution of the TDSE in full dimensionality is no longer possible due to the large number of electronic and nuclear degrees of freedom. Thus, most theoretical calculations rely on extensions of the semiclassical three-step model described in Sect. 2.1, which was initially developed for effective one-electron systems. However, in an \( N \)-electron system, there are several ways of sharing the energy between the ejected electron and the remaining \( (N-1) \)-electron molecular cation, each of those corresponding to a different ionization channel. Therefore, an ejected electron that leaves behind a molecular cation in a particular state may not necessarily recombine with the cation in that same state. Indeed, during the round trip of the electron between the ionization and the recombinations steps, the laser can also induce transitions between the electronic states of the cation thus leading to a coherent superposition of cationic states, hence to charge migration processes similar to those discussed in 4.2.2. Upon recombination of the ionized electron with the cation, the signature of such dynamics will be imprinted in the HHG spectrum. To account for this
complex dynamics, one has to generalize eq 18 and include all accessible electronic states of the cation. For this, we will closely follow the formalism as described by Smirnova and Ivanov. In this case, the total dipole response of the system will be given by the coherent superposition of the dipoles \(< r_{\alpha\beta} >\) associated with each ionization-recombination channel:

\[
<r(t)> = \sum_{\beta,\alpha} < r^{(\beta\alpha)} (t) > .
\] (73)

Here \(< r_{\beta\alpha} >\) is the multi-electron dipole associated with leaving the cation in the \(\alpha\) state and recombination with the cation in the \(\beta\) state. Assuming that the dipole operator only acts on the ionized electron, not on the cation, the \(< r_{\beta\alpha} >\) dipole takes on the form:

\[
<r^{(\beta\alpha)} (t)> = i \int_{0}^{t} dt' \int d^3p \; d^3\beta (p + A(t)) a_{\beta\alpha} (t, t') e^{-iS(p, t, t')} E(t') d_{\alpha} (p + A(t'))
\] (74)

where \(a_{\beta\alpha} (t, t')\) is the time-dependent transition amplitude between the state \(\alpha\) populated at time \(t'\) (the ionization time) and the state \(\beta\) at time \(t\),

\[
d_{\alpha} (p + A(t)) = \langle p + A(t) | d | \varphi_{\alpha}^{D} \rangle,
\] (75)

\[
S(p, t, t') = \frac{1}{2} \int_{t'}^{t} [p + A(\tau)]^2 d\tau + I_p (t - t'),
\] (76)

\(\varphi_{\alpha}^{D}\) is the channel specific Dyson orbital defined as in eq 46, which represents the overlap between the \(N\)-electron ground state wave function of the neutral molecule and the \((N-1)\)-electron wave function of the \(\alpha\) state of the molecular cation, and all the other notations are as defined in 4.1. As can be seen, eq 74 is very similar to eq 18 for the one-electron dipole, except for the fact that one has to coherently sum the dipoles associated with the different ionization-recombination channels and the initial ground state has been replaced by the corresponding Dyson orbitals. The amplitudes \(a_{\beta\alpha} (t, t')\) are usually obtained by solving
the TDSE in the subspace of all cationic states efficiently coupled by the strong laser field.

Applying the saddle point method for the variables \( t, t' \) and \( p \), as described in Sect. 2.3, leads to the half-cycle dipole for every given ionization – recombination channel:

\[
< r^{(j,\beta \alpha)}(t) > = a_{\text{rec}}^{\beta}(p_s, t) a_{\text{prop}}^{\beta \alpha}(p_s, t, t_i) a_{\text{ion}}^{\alpha}(p_s, t_i),
\]

where

\[
a_{\text{ion}}^{\alpha}(p_s, t_i) = \left( \frac{2\pi}{S''_{t_i,t_i}} \right)^{1/2} e^{-iS(p_s,t_i,t_i)} E(t_i) d_{\alpha}(p_s + A(t_i)), \tag{78}
\]

\[
a_{\text{prop}}^{\beta \alpha}(p_s, t, t_i) = \frac{(2\pi)^{3/2}}{(t - t_i)^{3/2}} e^{-iS(p_s,t,t_i)} a_{\beta \alpha}(t, t_i), \tag{79}
\]

\[
a_{\text{rec}}^{\beta} = d_{\beta}^s(p_s + A(t)). \tag{80}
\]

and \( S''_{t_i,t_i} \) is the second derivative of the action calculated at time \( t_i \). Notice that the propagation amplitude includes the laser – induced dynamics in the ion \( a_{\beta \alpha}(t) \). The full dipole for each ionization-recombination channel is the sum over the different half-cycles and the harmonic spectrum results from the FFT of the full dipole \( r_{\beta \alpha}(N\omega) \):

\[
< r^{(\beta \alpha)}(t) > = \sum_j < r^{(j,\beta \alpha)}(t) >,
\]

\[
r^{(\beta \alpha)}(N\omega) = \int dt < r^{(\beta \alpha)}(t) > e^{iN\omega t}. \tag{82}
\]

The complete harmonic response is obtained by adding coherently the contributions of all ionization – recombination channels.

In the last few years this formalism has been extended to include the effect of nuclear dynamics. This effect is usually included through the formula\(^{188}\)

\[
< r^{(j,\beta \alpha)}(t) > = a_{\text{rec}}^{\beta}(p_s, t) a_{\text{prop}}^{\beta \alpha}(p_s, t, t_i) C(t - t_i) a_{\text{ion}}^{\alpha}(p_s, t_i), \tag{83}
\]

where \( C(t - t_i) \) is the nuclear autocorrelation function,\(^{381}\) which is the overlap integral of the
cationic nuclear wave packet launched at the moment of ionization, $t_i$, and the corresponding
time-evolved wave packet at time $t$. Notice that the nuclear autocorrelation function appears
as a global factor because in deriving the above equation we have assumed that the dipoles
do not depend on the position of the nuclei, which is not always the case, especially when the
nuclei have had enough time to move outside the Franck-Condon region before the round trip
of the electron is initiated. Going beyond this approximation implies that integrals cannot
be factorized as products of electronic and nuclear integrals, and that the dipoles given by
eq 75 must include the nuclear degrees of freedom from the very beginning.

Also, one can go beyond the Dyson-orbital picture to fully account for the dipole coupling
between the $N$-electron wave functions by replacing eq 75 by the more precise one

$$d_\alpha(p + A(t)) = \langle \Psi_{N-1}^N \times [p + A(t)] \rangle \sum_k d_k |\Psi_{g}^N\rangle,$$

which includes all possible dipole transitions involving the continuum electron.

In order to apply the above formalism, one has to evaluate the $N$ and $N-1$ electronic wave
functions in a grid of molecular geometries by using standard quantum chemistry methods,
the nuclear wave packet that propagates on the potential energy surfaces of the cation, and
the TDSE than describes the laser-induced dynamics in the cation. More recent attempts go
beyond the strong-field approximation and make use of recombination dipoles $d_\alpha(p + A(t))$
calculated from ab initio approaches.

5 From diatomic to polyatomic molecules

One of the most successful applications of attosecond technology has been the development
of pump-probe schemes to visualize electron molecular dynamics in real time. Following the
footsteps of femtochemistry, which allows one to guide nuclear rearrangements in molecules,
the ultimate goal of attosecond technology is to achieve a similar control of electronic pro-
cesses at the sub-femtosecond time scale. These ultrafast phenomena were first investigated
in the smallest molecules, for which reliable theoretical simulations were possible, and are progressively considering larger molecules. The present section is devoted to shortly review some of the most remarkable experimental and theoretical achievements using attosecond pump-probe schemes in relatively small molecules, going from diatomics (H$_2$, D$_2$, N$_2$, etc) to small polyatomic targets (CO$_2$, C$_2$H$_4$, etc).

5.1 Attosecond pump-probe techniques applied to hydrogen molecules

A peculiarity of hydrogen molecules is that their nuclei are light, so they can move relatively fast$^{382,383}$ and, in processes such as dissociative autoionization, they can do so in a time scale comparable to that of electronic motion.$^{27,28}$ Therefore, they are ideal systems to investigate coupled electron and nuclear dynamics with high accuracy. In 2004 Bandrauk et al. studied the process of electron localization on H$_{2}^+$ molecular ions by using TDSE applied to a one-dimensional model non-Born-Oppenheimer H$_{2}^+$ molecule.$^{384}$ Charge oscillations with a period of 350 as were calculated, as a function of the delay between a 0.8-fs, 115-nm pump pulse and a 0.1-fs, 20-nm probe pulse. A very remarkable finding resulting from ultrafast experiments performed with hydrogen molecules was the demonstration and control of electron localization following dissociative ionization. Pioneering work published in 2006, which made use of IR fields only,$^{385}$ succeeded in achieving control of electron localization by modifying the relative CEP. As described in Sect. 3.2, only a few years later, trains of attosecond pulses$^{386}$ or even isolated attosecond pulses$^{33}$ were combined with IR fields to manipulate electron localization by varying the pump-probe time delay. In the following, we describe in some detail the latter work since it was the first ever application of attosecond EUV-pump/IR-probe schemes to molecules, namely D$_2$, by using single attosecond pump pulses. This is essentially the scheme that has been subsequently used in experiments performed in more complex molecular systems, which will be described later in this review.
5.1.1 EUV-pump/IR-probe

In spite of the technical difficulties to generate single attosecond pulses, the use of these pulses has several advantages with respect to using trains of attosecond pulses. Indeed, a train of pulses launches replicas of electronic wave packets that interfere with each other, while isolated pulses trigger the dynamics of a single electronic wave packet that can thus evolve freely before the probe pulse arrives. The dynamics induced in the second case is thus simpler to analyze. In the work of Sansone et al, localization of the electronic charge distribution was controlled by varying the time delay between an isolated 300-400 as pulse and a few-cycle 6 fs IR pulse. The attosecond pulse, which covered a spectral range between 20 and 40 eV, was produced from HHG in a krypton gas jet irradiated with linearly polarized few-cycle IR pulses. The three-dimensional velocity distribution of the D$^+$ ions was retrieved by using a velocity-map imaging spectrometer as that described in section 3.2.1. The experimental observable was the asymmetry that appears in the angle-differential momentum distributions of the charged D$^+$ fragments upon dissociative ionization. The well-known dipole selection rules imply that, for molecules oriented parallel to polarization direction of the EUV pulse, one-photon absorption from the X$^1\Sigma_g^+$ ground state of the molecule can only reach states of $^1\Sigma_u^+$ symmetry. Nevertheless, because in the experimental set up the protons were collected in a 45° cone around the polarization axis, some contribution from $^1\Pi_u$ states could not be discarded. Under these conditions, the absorption of photons between 20-40 eV leads to direct ionization that can leave the molecular ion in the $1s\sigma_g$ and $2p\sigma_u$ states, which respectively lead to different proton kinetic energies (an illustration of the potential energy curves is given in right-hand side panels of Fig. 25). Indeed, while the Franck-Condon overlap between the ground state of D$_2$ and the $1s\sigma_g$ state of D$_2^+$ favors low nuclear kinetic energies ($< 1$ eV), the overlap between the former state and the first excited state of the ion, $2p\sigma_u$, favors nuclear kinetic energies in the interval 5-10 eV. Furthermore, due to the large bandwidth of the attosecond pulse, doubly excited states embedded in the electronic continua can also be populated. These are autoionizing states that can lead to fast molecu-
Figure 25: Calculated asymmetry parameter for the formation of protons as a function of the ion kinetic energy (y-axis) and the pump-probe delay (x-axis). The right panels show the relevant potential energy curves and illustrate the two mechanisms, I and II, responsible for the observed asymmetry. Orange arrows indicate one-photon transitions induced by the EUV pump pulse; purple double arrows indicate one-photon absorption or emission induced by the IR probe pulse; thick blue lines show the different classical paths that the nuclei can follow as a result of the interaction with the pump and probe pulses.

lar dissociation while the electron is still being ejected to the continuum, thus leading to a characteristic range of nuclear kinetic energies. As demonstrated in early works, because of their large oscillator strength, the absorption of photons in the range between 20 and 40 eV is more likely to populate the lowest autoionizing state of the $Q_1^1\Sigma_u^+$ series that converges into the $2p\sigma_u$ ionization threshold. When contribution from molecules oriented perpendicularly to the laser polarization direction cannot be excluded, also the lowest state of the $Q_2^1\Pi_u$ series can be efficiently populated. The $Q_1$ states decay into the ground state of the ion, $1s\sigma_g$, leading to nuclear fragments with 2-7 eV, while the $Q_2$ states can decay into both the $1s\sigma_g$ and $2p\sigma_u$ ionization continua. All these channels interfere giving rise to structures in the nuclear kinetic energy distributions and, more importantly, to asymmetric angular distributions of the ejected electron and localization of the remaining
electron. Remarkably, the magnitude and directionality of both the asymmetry and the localization depend on the pump-probe delay. Both phenomena are the result of the coherent superposition of states of different parity but with identical energy of the fragments and angular momentum of the ejected electron. The coherent superposition can only be achieved in the presence of the IR field and is observed for kinetic energy of the fragments around 2-8 eV. Two different mechanisms were identified as the origin of electron asymmetry and localization: i) the interference between the autoionization decay into the $1s\sigma_g$ state and direct ionization through the $2p\sigma_u$ continuum resulting from the simultaneous absorption of a EUV and an IR photon, and ii) the time-delayed absorption of an IR photon by the ion left behind upon ionization by the EUV pulse (see panels on the right hand side of Fig. 25).

In either case, the final wave function can be approximately written as the coherent sum of the following contributions,

$$\Psi(t) = c_1(t) [1s\sigma_g(1)\ell_g(2)]_g + c_2(t) [1s\sigma_g(1)\ell_u(2)]_u + c_3(t) [2p\sigma_u(1)\ell_u(2)]_g + c_4(t) [2p\sigma_u(1)\ell_g(2)]_u,$$

(85)

where we have simplified the notation by ignoring the antisymmetrization with respect to electrons 1 and 2, and the ionized electron 2 is described by a function of energy $\epsilon$ and angular momentum $l_u(l_g)$. Note that the corresponding ionization amplitudes ($c_1, c_2, ...$) are complex numbers that explicitly depend on the time-delay between the pulses and will evolve with their stationary phases once both pulses are gone.\textsuperscript{32} The localization of the remaining electron on the right or the left nucleus in the laboratory frame is theoretically obtained by projecting the final wave function into the localized states defined as:

$$\Psi_L = [1s\sigma_g(1) + 2p\sigma_u(1)]\ell_{g/u}(2)$$

(86)

$$\Psi_R = [1s\sigma_g(1) - 2p\sigma_u(1)]\ell_{g/u}(2)$$

(87)
where $\Psi_L$ has the bound electron localized on the left proton and $\Psi_R$ on the right one. The asymmetry is then defined as the difference between the probabilities to localize the proton on the left ($N_L$) and on the right ($N_R$):

$$N_L - N_R = \sum_{i=g,u} \left[ |\langle \Psi_{L,i} | \Psi(t) \rangle|^2 - |\langle \Psi_{R,i} | \Psi(t) \rangle|^2 \right] = 4 \text{Re} [c_1 c_4^* + c_2 c_3^*]$$

(88)

The above expression indicates that a laboratory-frame asymmetry arises as long as $c_1, c_4 \neq 0$ or $c_2, c_3 \neq 0$, i.e., provided that there is a superposition of states that involves ionic states of different parity and a continuum electron with the same angular momentum. In Fig. 25, the calculated asymmetry parameter, obtained from an accurate solution of the TDSE, is plotted as a function of the proton kinetic energy and the time-delay between the pulses. A very good agreement was found between experimental and theoretical data. Distinct asymmetry fringes can be observed for delays up to 7 fs and at proton kinetic energies between $\approx 5$-7 eV, where both direct photoionization through the $2p\sigma_u$ channel and autoionization through the $1s\sigma_g$ channel are possible. The asymmetry parameter oscillates with half the periodicity of the IR probe pulse. While the interaction with the attosecond pulse can only lead to molecular states of $^1\Sigma_u^+$ symmetry (corresponding to the ionization amplitudes $c_2$ and $c_4$ in Eq. 85), the interaction with the IR field makes $c_1$ and $c_3$ non-zero through the two mechanisms mentioned above. Figure 25 shows that the asymmetry fringes are smoother after 3-4 fs, which is the lifetime of the lowest Q$_1$ autoionizing state. This can be explained as follows. Before autoionization takes place, the IR pulse drives the electron from one side of the molecule to the other, still in the presence of the second electron, which has not left the molecule yet and, therefore, can perturb this motion. In contrast, at longer delays, the first electron is gone, and the IR pulse can drive the motion of the remaining electron without any interference with the other electron. As a consequence, the oscillations are smoother.

In summary, this work showed that electron localization following dissociative ionization of the $\text{H}_2$ molecule can be controlled by using an appropriate timing of the EUV pump and
IR probe pulses. Furthermore, from the shape of the asymmetry fringes one can directly measure the lifetime of the autoionizing states, something that is not always obvious in molecules when electron and nuclear dynamics are strongly coupled.

Shortly after this work was published, trains of attosecond EUV pulses were employed to singly ionize $\text{D}_2$ and investigate the role of nuclear motion in the induced electron dynamics following a scheme similar to RABBITT (see section 3.1.1). The results showed that nuclear motion introduces a laser-induced coupling between ionic states that depends on time. As a consequence, the variation of the measured photoelectron spectrum with the pump-probe delay is different from that obtained from RABBITT measurements in atomic systems. A few years later, Ranitovic et al. extended this pump-probe scheme by using trains of VUV attosecond pulses in combination with a phase locked IR pulse as a pump. The chosen VUV wavelengths ensured that excitation (not ionization, as in the previous examples) of the $\text{D}_2$ molecule was the dominant channel. In the experiment, three different attosecond VUV harmonic combs were used, leading to population of the $\text{B}^1\Sigma_u^+$ and $\text{EF}^1\Sigma_g^+$ states through different one- and two-photon pathways that involve the 7th and 9th harmonics of the EUV train and the phase locked IR field. Each harmonic comb was used to create a different superposition of electronic and vibrational states, i.e., a different vibronic wave packet, which evolves in the potential energy curves of the $\text{B}^1\Sigma_u^+$ and $\text{EF}^1\Sigma_g^+$ states covering different regions of the internuclear distance. By using this scheme, the authors could control tunneling of the nuclear wave packet through the barrier of the double-well potential energy curve of the $\text{EF}^1\Sigma_g^+$ state and induce selective bond-breaking as well as control of the ionization yields by ionizing at different times.

5.1.2 EUV-pump/EUV-probe

As explained in section 3.2.3, recent experimental efforts devoted to increase the intensity of EUV pulses produced from HHG pursue the realization of EUV-only pump-probe experiments. In contrast with IR fields, EUV pulses barely distort the molecular potential due to
their short wavelength (Keldysh parameter much larger than 1), so that they are in principle more appropriate to access intrinsic molecular dynamics. For many years, the intensities of the EUV pulses generated in high harmonic emission were too low to successfully perform such pump-probe experiments. However, as previously mentioned, for more than a decade FELs had been able to generate high peak power pulses with durations of few femtoseconds in this photon energy region.\(^1\) For this reason, the first attempts to perform EUV-pump/EUV-probe experiments made use of ultrashort pulses generated in FELs, namely to investigate ultrafast dynamics first in the molecular ions \(\text{H}_2^+\) and \(\text{D}_2^+\) and then in \(\text{N}_2\) and \(\text{O}_2\) and in acetylene.\(^2\) In the work by Jiang et al.,\(^3\) twin EUV pulses of a few tens of femtoseconds generated in the FEL facility in Hamburg (FLASH) were used in a pump-probe experiment with a time resolution slightly below 10 fs. The nuclear wave packet dynamics associated with the ground state of the singly ionized \(\text{D}_2^+\) molecule was tracked in time by its direct projection onto the Coulomb explosion channel. In practice, this was done first by ionizing neutral \(\text{D}_2\) molecules with the EUV pump pulse and then by ionizing the remaining \(\text{D}_2^+\) molecular cation with the EUV probe pulse. By measuring energy resolved ionization yields as a function of the pump-probe delay, these authors were able to separate contributions from direct and sequential two-photon double ionization processes, and infer from the sequential channel the nuclear dynamics induced by the pump pulse in the \(\text{D}_2^+\) ion. The key point that allowed for this separation was the use of REMI (or COLTRIMS) techniques, which allows one to measure in coincidence the energy of all ejected charged fragments following the Coulomb explosion that results from the removal of the two electrons.

In order to go a step further and track not only the ultrafast motion of the nuclei, but also that of electrons, shorter and better controlled pulses are required. The FEL community has advanced in the last few years in this direction and pulses as short as 5 fs\(^4\) or even spikes with sub-femtosecond duration\(^5\) have been produced. Moreover, they have incorporated attosecond techniques in order to characterize the temporal profile of these short pulses and
make them suitable for pump-probe experiments with ultrahigh time resolution.\textsuperscript{249,396-398} This has been demonstrated in a recent work at FERMI, where two-color femtosecond EUV pulses have been produced with a controlled variable delayed phase\textsuperscript{399} and used to capture the dynamics of the 4s resonance of Ne with a temporal resolution of around 3 attoseconds! For this, the experiment made use of a VMI spectrometer to measure the angular distribution of the ejected electron from which the resonant state dynamics was extracted.

The advances in FEL facilities are, therefore, very promising regarding future EUV-EUV experiments. Nevertheless, optimal attosecond pump-probe schemes require even shorter pulses, in the sub-fs regime, such that one can actually track electronic wave packets in the absence of any external field, e.g., in between the pump and probe pulses. Such limitations can be overcome by using EUV pulses produced from HHG. In the last few years, the intensities that one can reach with such pulses have significantly increased,\textsuperscript{207,400} making the realization of EUV-only pump-probe experiments possible. Using the experimental setup described in Sect. 3.2.3, the first EUV-pump/EUV-probe experiment with attosecond pulses resulting from HHG was performed in the Xe atom by Tzallas et al.\textsuperscript{207} The same experimental setup and time resolution were later used in H\textsubscript{2} by Carpeggiani et al,\textsuperscript{210} who performed the first attosecond EUV-pump/EUV-probe measurements in a molecule. In this case, a 150-nm-thick indium filter was used, selecting an energy range around 12.5-18 eV, such that an electronic wave packet is created in the neutral molecule and then probed in the single ionization continua. The scheme and the energetics are shown in Fig. 26. The broad energy bandwidth of the single attosecond pulse leads to one-photon excitation of a manifold of electronic states of the molecule and the associated vibrational states that have a favorable Franck-Condon overlap with the ground vibrational state of the neutral H\textsubscript{2} molecule. The ionization potential of H\textsubscript{2} is 15.4 eV for the non-dissociative channel [E(H\textsubscript{2}+(v=0))-E(H\textsubscript{2}(v=0))] and 18.15 eV for the dissociative one [E(H\textsuperscript{+}+H(n=1))-E(H\textsubscript{2}(v=0))]. Consequently, the dissociative single ionization channel is only accessible by two-photon absorption. Therefore, this ionization channel can be used as the observable to probe the coupled electron and nuclear dynamics.
Figure 26: (a) Schematic representation of the EUV pump/EUV probe scheme, with two pulses of 2 fs duration with a time delay among them. The relevant potential energy curves of the $H_2$ molecule are included: the ground state ($X^1\Sigma_g^+$), the two lowest excited states $1^1\Sigma_u^+$ (B and $B'$), the lowest $Q_1\ 1\Sigma_g^+$ doubly excited states, and the two lowest ionization thresholds. The blue shaded areas represent the squares of the WP generated by the pump pulse after evolving in time. The red shaded areas represent the WPs generated by the probe pulse (replicas of the blue ones prior evolution). The orange arrows represent direct two-photon ionization by the pump and probe pulses, and the green arrow represents the absorption of a single photon from the probe pulse after free evolution of the WP generated by absorption of a single photon from the pump pulse (sequential two-photon ionization process). The WP created in the sequential process is represented by the green shaded area. The black curves superimposed on the blue and red WPs in C represent the WP resulting from the interference between the red and the blue WPs. (b) Dissociative ionization yield as a function of the time delay. (c) Short-time and (d) standard Fourier transform of the dissociative ionization yield.
induced by the pump pulse in the excited molecule. In the experiment, the one-photon absorption path is demonstrated to be a minor channel in the dissociative ionization by looking at the slope of the ionization signal with respect to the pulse intensity, which is close to 2 in a log-log scale. In contrast, it dominates the non-dissociative ionization channel, as indicated by a measured slope close to 1. Furthermore, for photon energies within the bandwidth of the pulse, a two-photon resonant transition at the equilibrium internuclear distance of the molecule only reaches the $1s\sigma_g$ ionization limit, as shown in Fig. 26. As the nuclear wave packet evolves and reaches larger internuclear distances, the second ionization threshold $2p\sigma_u$ opens, leading to ionization with non-zero energy protons. Due to the repulsive character of the $2p\sigma_u$ state, the proton energy distribution directly maps the evolution of the pumped wave packet.\textsuperscript{401} The experiment cannot distinguish those channels a priori, but it does measure the proton signal as a function of the pump-probe delay and distinguishes protons with kinetic energy close to zero from those with non-zero kinetic energy. The total proton yield oscillates with time, capturing the electronic beatings between the B and B' $^1\Sigma_u^+$ and C and $^1\Pi_u$ states within the pumped wave packet. Those frequency differences can be clearly distinguished in the Fourier transform spectra. The experimental results present a good agreement with ab initio theoretical calculations. The latter are shown in Fig. 26(b) for molecules parallel to the polarization axis.

The above experiment thus opens the way to further studies in more complex molecules. However, progress into this direction also requires a full characterization of the CEP of these pulses. Indeed, as theoretically demonstrated in,\textsuperscript{402} application of the same EUV-pump/EUV-probe scheme in H\textsubscript{2} by using phase-stabilized pulses creates a molecular interferometer that results from the direct and sequential two-photon ionization processes illustrated in Fig. 26. The two-photon direct channel that is used as a reference is always present and interfere with the time-delayed sequential process that maps the evolving wave packet. The interferences between these two paths lead to oscillating patterns in the total and energy-differential ionization yields that allow one (i) to disentangle the electronic and
nuclear dynamics generated in the excited molecule, and (ii) to capture the autoionization
dynamics in the final state. Note that the ionization signal also reflects the optical inter-
ference resulting from using two identical pulses, i.e. the interference between the identical
wave packets generated by the pump and probe pulses by direct two-photon ionization.
Despite the apparent complexity of the problem, a simple time-frequency analysis of the
ionization yields, analogous to that performed in the PROOF technique described in section
3.1.2, can already provide the amplitude and phase information in order to fully reconstruct
the molecular (electronic and nuclear) wave packet created by the pump pulse. Figure
26(b) shows the dissociative ionization yield as a function of the pump-probe delay for a
simulation using two identical pulses of 2 fs duration, $10^{12}$ W/cm$^2$ intensity and centered at
14 eV. A very fast oscillation (with a $\approx 350$ as period) appears embedded in a slower oscilla-
tion (28-30 fs). A time-frequency analysis of these results is provided by the time-window
Fourier transform of the yield shown in Fig. 26(c), obtained by using a Gaussian shape
2-fs window. In the y-axis, we can distinguish the contribution from two different electronic
states, the B and B’ states around 12 and 14 eV, respectively. Meanwhile, the x-axis uncov-
ers the average vibrational periods of the nuclear wave packet components associated with
them. One could then select a given time delay to favor the transition through a preferred
electronic state. Figure 26(d) shows the standard Fourier transform, which also includes the
contribution from lower energies. The observed peaks correspond to beatings, i.e., energy
differences, between vibronic states associated either with the B or the B’ states, or with
one of each other. It is worth noticing the amazingly large amount of information that is
encoded in the total ionization signal. To extract it in a real experiment, the use of multi
coincidence detection devices, such as REMI, is thus highly desirable. With this, one can
reasonably expect that a full reconstruction of the complete vibronic wave packet generated
in the H$_2$ molecule will be realistically achieved in the near future. Also, as forthcoming at-
tosecond EUV/EUV experiments are expected to be performed in more complex molecular
targets, see e.g., it is very likely that reconstruction methods as that described above or
extensions of it will be soon employed to investigate ultrafast electron and nuclear dynamics in molecules.

5.2 Beyond H$_2$: electron dynamics in more complex diatomics and small polyatomics

These pioneering works on H$_2$ opened the way to investigate electron and nuclear dynamics in many-electron diatomic and small polyatomic molecules. In the case of diatomics, most experimental and theoretical efforts have concentrated on the O$_2$, CO and N$_2$ molecules. For example, attosecond pulse trains combined with NIR femtosecond probe pulses have been used to investigate dissociation dynamics and vibrational motion in the O$_2^+$ molecular cation, and narrow-band EUV excitation has been exploited to study autoionization in O$_2$. Also, waveform-controlled high-intensity NIR pulses have been used to investigate ultrafast electron dynamics in CO. By combining attosecond pulse trains with VMI spectroscopy, the autoionization dynamics of N$_2$ has been recently investigated. In these experiments, autoionization was temporally resolved by mapping the internuclear distance at which the N$_2^+$ ions resulting from autoionization begin to dissociate. This has been shown to be a precise clock that provides femtosecond temporal resolution. Dissociative ionization of N$_2$ has been further studied by using femtosecond time-resolved photoelectron and photoion spectroscopy.

When broadband attosecond pulses are used to irradiate a molecule containing many electrons, even a small one like N$_2$, the coherent superposition of states that results from such excitation process usually involves a large number of electronic states. These states must represent the possibility that an electron is ejected from different molecular orbitals but also that the electrons remaining in the molecular cation may be excited through a shake-up mechanism. As a consequence, disentangling the electronic and nuclear dynamics that follows ionization by the attosecond pulse is a real challenge. For this reason, experimental efforts need the guide and support from theoretical simulations that provide a precise description of
the ionization amplitudes as well as of the potential energy curves (PECs) and corresponding non-adiabatic and laser-induced couplings, by including all electrons of the system. An example of how theory and experiment nicely complement each other has been recently reported by Trabattoni et al.\textsuperscript{177} In this work, the authors show that isolated attosecond pulses can be exploited to image the dissociative ionization dynamics of \( \text{N}_2 \) with extremely high temporal resolution and, with the help of theory, that precise information on the shape of the PECs involved in the dissociative mechanism can be extracted. In the experiment, molecular nitrogen was photoionized by the combination of a sub-300-as attosecond pump pulse (spectral range between 16 eV and 50 eV) and a waveform-controlled sub-4-fs NIR probe pulse. As for the experiment performed in,\textsuperscript{409} the 3D momentum distribution of the \( \text{N}^+ \) atomic ions was measured with VMI as a function of the delay between the pump and probe pulse. Figure 27(a) shows the kinetic energy spectrum of \( \text{N}^+ \), obtained by integration of the angular distribution over a small angle along the laser polarization axis, in the pump-
Figure 28: (a) Simulation of time-dependent $N^+$ kinetic energy spectra with the simplified model. (b) Four-state model, where the $F^2\Sigma_g$, $3^2\Sigma_g$, $C^2\Sigma_u$ and $5^2\Sigma_u$ states were considered. From ref. 177. Copyright 2015 American Physical Society.

probe delay range between 5 fs and 16 fs. Two main features can be observed: (i) the depletion of the signal at 1 eV occurring 8 fs after the zero delay, (ii) the appearance of a fast modulation in the same delay range, with a periodicity of 1.22 fs. Furthermore, the modulation shows an energy-dependent phase, resulting in a tilt of the fringes. The origin of these features was understood by solving the TDSE in a large basis of diabatic $N^+_2$ states and by taking into account the couplings induced by the NIR probe pulse. Figure 27(b) shows the calculated $N^+$ kinetic energy spectrum as a function of the pump-probe delay, obtained by using the same laser parameters as in the experiment. As can be seen, the agreement between theory and experiment is very good in the low-energy region of the spectrum where single ionization is the dominant process (the upper band in the experimental spectrum corresponds to double ionization of the molecule, which could not be described by the theoretical simulations since $N^+_2$ states were not included in the basis set used to solve the TDSE). In spite of the reasonable agreement, the full calculation itself does not provide too much information about the underlying mechanisms. However, it can be used to identify the minimum number of states responsible for the observed dynamics. These
are the F$^2\Sigma_g$, 3$^2\Sigma_g$, C$^2\Sigma_u$ and 5$^2\Sigma_u$ states of N$_2^*$. Figure 28(a) shows the result of a model calculation that only include these four states. As can be seen, the main features observed in the experiments are qualitatively reproduced by the model. From this model, the physical mechanisms leading to the observed experimental features are schematically represented in Fig. 28(b): the depletion of the signal around 1 eV is related to resonant single-photon transitions from the F$^2\Sigma_g$ state to the 5$^2\Sigma_u$ state and from the F$^2\Sigma_g$ state to the C$^2\Sigma_u$ state induced by the NIR probe pulse (black double-headed arrows in the figure). The measured delay of 8 fs corresponds to the time required by the nuclear wave packet (NWP) to reach the single-photon transition point. Additionally, the ultrafast periodic modulation results from the interference between the initial population of the 3$^2\Sigma_g$ state and the population transferred to the 3$^2\Sigma_g$ state from the F$^2\Sigma_g$ state via a two-photon transition using the 5$^2\Sigma_u$ state as a virtual intermediate state (magenta single-headed arrows). The tilt in the fringes is due to the dispersion of the components of the NWP while traveling along the PECs. This time-vs-energy dependence carries crucial and precise information about the quantum path followed by the NWP, namely the shape of the potential energy curves involved in the interference. Trabattoni et al have shown that by artificially changing the slope of the 3$^2\Sigma_g$ state the resulting tilt in the fringes dramatically changes and the agreement with the experimental data is lost. This work demonstrates that the sub-femtosecond temporal resolution provided by attosecond experiments, when applied to many-electron diatomic molecules, provide a stringent test of elaborate theoretical methods, which are necessary to uncover the mechanisms behind the observed dynamics.

Recently, Neidel et al have reported the observation of attosecond electron dynamics in N$_2$ and in the small polyatomic molecules CO$_2$ and C$_2$H$_4$. In this experiment, the time-dependent dipole induced by a NIR laser field was probed by using an EUV attosecond pulse train (APT). Atomic and molecular cations produced by EUV-induced ionization were recorded as a function of the delay between the EUV APT and the NIR pulse, which was phase locked to the EUV APT. Figure 29(c) shows the time-of-flight spectra recorded with
velocity map imaging detectors after interaction with the APT only. In $\text{N}_2$, the ionization leads mainly to the formation of an intense parent ion peak and a small fraction of atomic $\text{N}^+$ ions. The latter are formed because, at the EUV photon energies used in the experiment, predissociative as well as dissociative states are accessible. In $\text{CO}_2$, more charged fragments are observed, although, as in the previous case, the dominant contribution comes from the $\text{CO}_2^+$ parent ion. Even more fragmentation channels are observed in $\text{C}_2\text{H}_4$, since many more states are involved in the ionization and dissociation processes, but again the signal...
corresponding to the parent ion dominates the mass spectrum. The variation of the singly-charged parent molecular ion yields with pump-probe delay are shown in Fig. 29(a) and the corresponding Fourier transform power spectra in Fig. 29(b). The latter clearly show that the time variation of the yields is explained by a single frequency component. For N$_2^+$ ions, the amplitude of the oscillation is approximately 1-2% of the total signal and the period is equal to half the NIR laser period. Similar in-phase oscillations were observed for N$^+$ ions, thus showing that the total ionization yield also oscillates with the same periodicity. From this observation, one can thus conclude that the NIR field polarizes the neutral N$_2$ molecule and that the transition induced by the APT is sensitive to the redistribution of the electronic density. For CO$_2$ and C$_2$H$_4$ the amplitude of the oscillations is larger, around 2.5% and 6%, respectively, reflecting the larger polarizability of these molecules: 1.71 Å$^3$ for N$_2$, 2.507 Å$^3$ for CO$_2$, and 4.18 Å$^3$ for C$_2$H$_4$. These findings were confirmed by the results of TDDFT simulations reported in the same work. Therefore, this experiment proves that NIR-driven time-dependent dipoles in neutral molecules can be observed by monitoring variations of the EUV-induced ionization yields and that the amplitude of the observed oscillations is proportional to the magnitude of the molecule’s polarizability. As a consequence this can be seen as the first implementation of molecular Stark spectroscopy on the attosecond time scale.

Electron dynamics has also been investigated by means of high harmonic spectroscopy. In a recent joint experimental and theoretical work by Kraus et al.,$^{188}$ attosecond charge migration has been measured and controlled in ionized iodoacetylene (HCCI$^+$) by analyzing the harmonic light emitted after irradiation of HCCI with a strong IR pulse. In this molecule, strong field ionization can leave the cation in more than one electronic state, namely the $\tilde{X}^+{^2}\Pi$ and $\tilde{A}^+{^2}\Pi$ ones. These states are strongly coupled by the IR field, thus leading to the formation of an electronic wave packet and hence to charge migration. Interestingly, the coupling between these states depends on molecular orientation, which therefore allows one to modify the charge migration process by using different molecular alignments. In the
experiment, control over the spatial orientation of the molecule was achieved by using one phase-controlled two-color (800 nm + 400 nm) laser pulse for impulsive orientation. The fixed-in-space ensemble of molecules was then interrogated by a high-harmonic generation (HHG) pulse one rotational period (157.0 ps) later. By considering different orientations, the authors could separately reconstruct field-free and laser-driven charge migration. Indeed, for molecules aligned perpendicular to the laser polarization direction, the effect of the IR field on charge migration was found to be negligible, while for parallel molecules, the IR field was able to induce substantial population transfer between the $\tilde{X}^+ 2\Pi$ and $\tilde{A}^+ 2\Pi$ states, which depends on the head-to-tail orientation of the molecule. As explained in section 2.1, the time resolution arises from the subcycle nature of the HHG process. Thus, every emitted harmonic order could be associated with a unique traveling time of the electron wave packet in the continuum by experimentally selecting the short electron trajectories. The reconstruction of charge migration became possible from the measurement of the harmonic peak intensities and phases as functions of the orientation angle. This was done by performing a numerical inversion procedure based on the generalized theory of HHG presented in section 4.4.

The results of such reconstruction are shown in Fig. 30 for the case of molecules perpendicularly oriented with respect to polarization direction of the field. As can be seen, the strong-field ionization creates a one-electron hole localized at the iodine side of the molecule, compatible with the low ionization potential and high polarizability of the iodine atom. Subsequently, the hole delocalizes over the molecule and then localizes at the acetylene side after 930 as. Because in this particular case the differential Stark shift of the $\tilde{X}^+ 2\Pi$ and $\tilde{A}^+ 2\Pi$ levels amounts to only 18 meV and laser induced population transfer between these states is not possible by symmetry, the reconstructed dynamics corresponds to quasi-field-free charge migration. Reconstruction of charge dynamics for other molecular orientations and/or by using different laser wavelengths was also achieved. In particular, a strong dependence of the dynamics was observed by changing the IR wavelength from 800 nm to 1300 nm.

This work has shown several important aspects of the preparation and control of charge
migration induced by intense laser pulses by using high harmonic spectroscopy as analysis tool. On the one hand, the initial phase of the hole wave packet strongly depends on the orientation of the molecule with respect to the ionizing laser field, thus suggesting that both molecular alignment and orientation are necessary for a well-characterized measurement and can be used as control parameters. On the other hand, the laser field can be used to achieve control over charge migration, especially when the relevant transition dipole moments are large and the level separations are small, resulting in strongly nonadiabatic dynamics.
Towards sub-femtosecond electron dynamics in bio-relevant molecules

Time-resolved studies of electron dynamics in bio-relevant molecules may shed light on the underlying mechanisms in a variety of fundamental processes such as photosynthesis, cellular respiration or electron transport along large peptides and proteins.\textsuperscript{411–413} Electron dynamics of these processes are induced by absorption of photons in the UV and EUV range and occur in the attosecond time scale. In particular, electron transfer along a molecular chain or between molecules is a central issue in many fundamental chemical and biological processes, and can be considered as a prototypical chemical reaction.\textsuperscript{414}

The investigation of electron transfer and the development of experimental techniques to control it is a very active research field in physical chemistry. Electron transfer can be very slow, as e.g. in leakages across junctions in semiconductor devices, which are designed to take months,\textsuperscript{414} or very fast, as in electron transfer processes induced by photoexcitation, which can be more rapid than molecular vibrational periods. For example, as we will discuss below, the electron delocalization time in the conduction band of the deoxyribonucleic acid (DNA) occurs in about 740 as.\textsuperscript{415} Theoretical studies have shown that very efficient charge transfer can be driven by \textit{purely electronic effects},\textsuperscript{34,416} which precede any rearrangement of the nuclear skeleton and can evolve on a temporal scale ranging from few femtoseconds down to tens of attoseconds.\textsuperscript{34–37,253} This ultrafast charge dynamics has been referred to as \textit{charge migration}.

In this section we will illustrate how the progress made in the study of electron dynamics in diatomic and small polyatomic molecules presented in the previous section has been transferred to systems of biological relevance. Experimental and theoretical investigations have run in parallel, focusing on partial aspects of the problem and on different observables. Due to the complexity of these systems, a complete description of electron dynamics is still to come, but the knowledge acquired during the last few years has already permitted to
answer a number of crucial questions to achieve this goal. We will first review the existing experimental efforts and then theoretical predictions, which, although incomplete, are rather abundant and have covered a large range of aspects and systems.

6.1 Experimental findings

Pioneering experiments by Schlag and coworkers on polypeptide molecules, performed well before attosecond light sources were available, have inspired researchers in this field for several years. These molecules are composed by sub-units such as aminoacids, nucleotides, side chains and aromatic chromophores, linked by $\sigma$-bonds. Measurements were performed on peptides of natural aminoacids of the type $(X)_n - Y$ ($n = 1, 2, 3$) in the gas phase, where $Y$ is an aromatic aminoacid (tryptophan, tyrosine or phenylalanine) located at the C-terminal end of the peptide and $X$ is a non-aromatic aminoacid located at the N-terminus. Peptides with a single aromatic aminoacid were used to generate local ionization at the chromophore site by resonant two-photon UV excitation. After an additional one-photon UV excitation of the peptide cation, fragment mass spectra were measured. For example, in the mass spectrum of $(\text{Leu})_n - \text{Trp}$ ($n = 1 - 3$), where Leu is leucine and Trp is tryptophan, a fragment ion of mass 86 Da was predominant in the spectrum. Such a fragment corresponds to a positively charged N-terminal fragment. Therefore, although a positive charge is originally generated in the chromophoric side chain of the C-terminal aminoacid, the charge is finally found at the N-terminal fragment ion. The same behavior has been measured in $(\text{Ala})_n - \text{Tyr}$ ($n = 2, 3$), where Ala is alanine and Tyr is tyrosine, $(\text{Leu})_n - \text{Tyr}$, and other peptides. Weinkauf et al. interpreted these experimental results in terms of a very efficient charge-transfer process that can occur over distances exceeding $10\ \sigma$-bonds. The fact that the same results were obtained with molecules of very different sizes suggests that the mechanism responsible for this charge-transfer process is likely related to purely electronic effects rather than to nuclear motion. The temporal resolution of the first set of the measurements performed by Weinkauf and coworkers was limited by the nanosecond
Figure 31: Schematic molecular structure of PENNA, with the indication of the N terminal and chromophore fragments.

In 2005, femtosecond dynamics following ionization of 2-phenylethyl-$N$, $N$-dimethylamine (PENNA) was reported. PENNA contains two ionization centers, a phenyl group and an amine group, separated by a -CH$_2$-CH$_2$- spacer (C$_1$-C$_2$ bond), as shown in Fig. 31. The molecule can be locally ionized at the phenyl site by resonant two-photon ionization (R2PI), as demonstrated by Cheng and coworkers. Femtosecond pump-probe experiments were performed by using 200-fs pump pulses with wavelength tunable between 230 and 280 nm and 120-fs probe pulses tunable in the range between 460 and 560 nm. Figure 32(A) shows the sum of the parent and the N fragment ion yields, i.e., the sum of intensities for the fragments with masses 149 and 58 Da, respectively, as a function of the pump-probe delay. Figure 32(B) shows a similar plot for the phenylethylene fragment ion (C fragment with a mass of 104 Da). These experimental results strongly support the conclusion that, after ionization at the phenyl chromophore, the molecule undergoes a charge transfer process towards the amine site with subsequent fragmentation leading to the immonium cation. Indeed, if the state corresponding to having the charge on the phenyl group had an infinite lifetime, $\tau$, the temporal evolution of the C-ion yield would exhibit a rise at $t = 0$, similar to that of the pump-probe cross-correlation function, followed by a plateau at positive delays. In contrast, for finite lifetimes, the C-ion yield would exhibit the same rise at $t = 0$, but this time it would be followed by a decay of the ion signal at longer delays. Therefore, the decay
Figure 32: (A) Temporal evolution of the sum of the parent and the N fragment ions as a function of the pump-probe temporal delay (filled squares: experimental data; dashed curve: best fitting curve). (B) Temporal evolution of the phenylethylene fragment ion (C fragment: mass 104 Da) as a function of the pump-probe temporal delay (filled circles: experimental data; dashed curve: best fitting curve). Adapted from ref. [420] with permission. Copyright 2005 American Chemical Society.

in the ion yield that can be seen in Fig. 32(B) suggests that the initial state created by R2PI has a finite lifetime and that charge transfer occurs in $\sim 80 \pm 28$ fs. Since this time constant is shorter than the duration of the pump and probe pulses, one can reasonable assume that the measured value is an upper limit for the duration of the charge transfer process between the amine group and the phenyl chromophore. For sure, such a rather large value cannot be the result of purely electronic dynamics.

Femtosecond dynamics initiated by femtosecond EUV pulses produced by HHG has also been recently reported for various polycyclic aromatic hydrocarbons (PAHs): naphthalene, anthracene, pyrene and tetracene.\footnote{422} It was found that the excited molecule undergoes a
relaxation process evolving on the timescale of a few tens of femtoseconds, which involves an interplay between the electronic and the vibrational degrees of freedom.\textsuperscript{358}

By using shorter pulses, pump-probe measurements have been reported on the aromatic aminoacid phenylalanine (which presents structural similarities to PENNA) by Belshaw and coworkers.\textsuperscript{423} Also the radical cation of phenylalanine presents two charge-acceptor sites with approximately the same binding energy located on the phenyl and amine groups,\textsuperscript{424} separated by two singly bonded carbons (as shown in Fig. 33). Phenylalanine is an $\alpha$-amino acid, consisting in a central carbon atom ($\alpha$ carbon), linked to an amine (-NH$_2$) group, a carboxylic group (-COOH), a hydrogen atom and a side chain (-R). The side chain is specific for each amino acid and for phenylalanine is formed by a methylene (-CH$_2$-) group ($\beta$ carbon) terminated by a phenyl ring.

![Figure 33: Schematic molecular structure of Phenylalanine.](image)

In this case, EUV pump pulses with a duration of 1.5 fs and a photon energy in the range between 16 and 40 eV were used, followed by time-delayed controlled 6-fs near-IR probe pulses, with photon spectrum ranging from 500 to 950 nm. The parent and fragment ions produced by this combination of pulses were then detected by using a linear time-of-flight device for mass analysis. Figure 34 shows a typical mass spectrum produced by EUV photoionization. The main contributions correspond to the parent ion M$^+$ (mass/charge, $m/q = 165$), the immonium ion, indicated as Im$^+$ in Fig. 34, resulting from the loss of the carboxyl group ($m/q = 120$) and fragments resulting from the breakage of the $C_{\alpha} - C_{\beta}$ bond with charge residing on the amine or phenyl groups (R, $m/q = 91$, R+H, $m/q = 92$). A small peak with a mass to charge ratio $m/q = 60$ is visible, which corresponds to the doubly
charged immonium ion. The EUV pulse is capable of ionizing all valence and some inner shell orbitals, resulting in a wide range of fragment ions. It was observed that using only the VIS/NIR pulses to ionize the molecule produced predominantly parent ions in the mass spectrum.

![Mass spectrum](image)

Figure 34: Mass spectrum from ionization of phenylalanine by an EUV pulse. M stands for the parent ion, Im⁺ for the immonium ion and R for the side chain group.

The temporal evolution of the ion yields was measured as a function of pump-probe delay for all fragments. For some of the singly-charged fragments \((m/q = 65, 77, 91, 103)\), an increase for positive delays with a time constant of \(80 \pm 20\) fs was observed. This temporal evolution has been attributed to an internal conversion process into the \(\pi_1\) state of the phenyl radical cation following initial ionization of a different orbital by the pump pulse. A preliminary indication of ultrafast charge dynamics occurring in phenylalanine was obtained from the measurement of a fast decay in the doubly charged immonium ion \((m/q = 60)\) yield. The corresponding experimental data are shown in Fig. 35. A fit of these data to the function \(F(t)\) that results from the convolution of

\[
R(t) = A(e^{-t/\tau_1} - e^{-t/\tau_2}),
\]

(89)
to a Gaussian function of 4-fs full-width at half maximum (FWHM) led to \( \tau_1 = 10 \pm 2 \) fs and \( \tau_2 = 25 \pm 2 \) fs. Subsequent measurements performed in tryptophan and tyrosine evidenced that almost the same temporal evolution of the doubly-charged immonium ion is observed in all the aromatic amino acids, as shown in Fig. 35 (\( \tau_2 \approx 23 \) fs for tryptophan and \( \tau_2 \approx 20 \) fs for tyrosine).

![Graph showing temporal evolution of doubly charged immonium ion yield](image)

Figure 35: Temporal evolution of the doubly charged immonium ion yield as a function of the EUV pump NIR probe delay for phenylalanine (blue dotted line), tryptophan (red dotted line) and tyrosine (green dotted line).

In 2014 Calegari and coworkers reported on pump-probe measurements on phenylalanine performed with isolated attosecond pump pulses.\textsuperscript{25} Charge dynamics was initiated by isolated sub-300-as pulses, with photon energies in the spectral range between 17 eV and 35 eV, and subsequently probed by 4-fs, waveform-controlled near infrared (NIR) pulses, with central wavelength of 720 nm. A clean plume of isolated and neutral molecules of phenylalanine was generated by evaporation of the amino acid from a thin metallic foil heated by a CW diode laser. Isolated attosecond pulses, with energy in the nanojoule range, were produced by employing the ionization gating technique. The temporal duration of the EUV pulses (\( 290 \pm 20 \) as) was measured by using the FROG CRAB technique. Charge migration was evidenced as a fast and periodic modulation of the dication yield. Figure 36(A) shows the
Figure 36: (A) Dots correspond to the difference between the experimental data and the fitting curve $F(t)$. Error bars show the standard error of the results of four measurements. Blue curve is a fitting curve obtained as the sum of two sinusoidal functions, red curve is a single sinusoidal fitting curve, as described in the text. (B) Fourier sliding-window analysis of the experimental data. Adapted from ref. [25]. Copyright 2014 The American Association for the Advancement of Science (AAAS).

experimental data after subtraction of the fitting curve $F(t)$. Figure 36(B) displays the time-dependent Fourier analysis of the experimental results. At short pump-probe delays ($t < 10$ fs), two main frequency components are present, around 0.12 PHz and 0.29 PHz. At longer pump-probe delays, (between 10 fs and 36 fs) a strong and broad peak around 0.24 PHz is visible in the Fourier spectrogram, corresponding to an oscillation period of 4.3 fs, shorter than the vibrational response of the molecule. By using the theoretical method discussed in Sect. 4.2, the 4.3-fs oscillations have been mainly assigned to periodic charge migration from the amine functional group to the phenyl group and back to the amino acid, as will be discussed in more details in Sect. 6.2. Note that the highest vibrational frequency
is 0.11 PHz, which corresponds to a period of 8.9 fs, associated with X-H stretching modes, whereas skeleton vibrations are even slower, so that one can rule out that the observed 4-fs oscillations are due to vibrational motion. In any case, the influence of the nuclear motion cannot be completely excluded, because, for example, stretching of the order of a few picometers of carbon bonds can occur in a few femtoseconds, and this could modify the charge dynamics. A completely different experimental technique, namely core-hole spectroscopy, was used by Ikeura-Sekiguchi and Sekiguchi to investigate electron delocalization in the conduction band through the phosphate backbone of genomic DNA. The goal was to understand electron transfer properties in DNA. Both periodic and aperiodic DNA backbone types were used in order to investigate the formation of extended Bloch-type orbitals along the backbone. Experiments were performed at beam line BL-27A of the Photon Factory, High Energy Accelerator Research Organization (KEK-PF) in Tsukuba, with energy resolution of 0.9 eV around the P K-edge using Resonant Auger Spectroscopy (RAS) and X-ray absorption Spectroscopy (XAS). XAS spectra were measured by using X-ray energies between 2150 and 2160 eV in order to excite the 1s core electron of phosphorus atoms in the backbone of the molecule to an empty conduction band of $t_2^*$ orbitals in phosphate groups. A typical P $KL_{2,3}L_{2,3}$ RAS of dry DNA at the $t_2^*$ transition (2152.9 eV) is shown in Fig. 37A, where spectator and normal Auger peaks are clearly visible. Figure 37B shows the integrated intensities of spectator and normal Auger components near the $PK$ edge as a function of the excitation energy for dry and wet DNA and for the DNA oligomer, PD-oligo (used as an example of aperiodic backbone). As discussed in Sect. 3.3.1, the electron delocalization time, $\tau_T$, can be obtained by measuring the ratio between the intensities of spectator, $I_{2h1e}$, and normal, $I_{2h}$, Auger components: $\tau_T = \tau(I_{2h1e}/I_{2h})$, where $\tau$ is the P 1s core-hole lifetime, $\tau = 1.25$ fs. The evolution of the electron delocalization time as a function of the excitation energy is shown in Fig. 37C. For wet DNA, the measured delocalization time is $740 \pm 30$ as at the excitation energy of 2153.7 eV, corresponding to a peak in the $2h$ yield spectrum. The
Figure 37: (A) Typical P $KL_{2,3}L_{2,3}$ RAS of dry DNA at the $t_2$ transition (2152.9 eV). Dots: experimental data; solid lines: least-squares fit. Blue line represents the normal Auger component, while red line represents the spectator Auger component. (B) Integrated intensities of spectator (open circles) and normal (open squares) Auger components near the $PK$ edge for dry and wet DNA and for the PS-oligo. Results of curve fitting for $2h1e$ and $2h$ spectra are shown as red and blue lines, respectively. (C) Evolution of the electron delocalization time as a function of the excitation energy, for dry (circles) and wet (squares) DNA. Green triangles correspond to the ionization time for PS-oligo. The solid lines are exponential fitting curves. Adapted from Ref. [415] with permission. Copyright 2007 American Physical Society.

same experimental technique has been used to measure the femto- and attosecond electron dynamics in the 5'-Guanosin monophosphate (GMP) nucleotide. It was found that the electron delocalization time of the phosphate groups in GMP is faster than in DNA.

6.2 Theoretical predictions

Motivated by the experimental results of Schlag and coworkers, theoretical studies of charge migration were initiated by Zobeley and Cederbaum. Under the assumption of the "sul-
den approximation" described in Sect. 4.2.1, they analyzed a number of systems, drawing important general conclusions as to the time scale and universality of the phenomenon, and on the connection between behavior of charge migration and the nature of the ionization spectrum. Similar approaches were also used by Remacle and Levine.\textsuperscript{35} Basically the ansatz is the creation of an electron wave packet corresponding to a removal of one electron from a frozen ground state orbital. The wave packet so formed is freely propagated in the basis of cation eigenstates at fixed nuclear geometry. The latter states, and the corresponding Dyson amplitudes, were obtained as eigenvectors of an effective hamiltonian matrix, the ADC(3) Green's Function approach in the work of Cederbaum and collaborators. Although free propagation is in principle trivial, the large dimensionality of the matrix is dealt with a Lanczos time propagating approach for the TDSE, discretizing the time steps, and diagonalizing the hamiltonian at each step in a small Krylov space generated by the current vector.\textsuperscript{267} Actually the term charge migration has been defined by Cederbaum et al. specifically referring to electronic motion in the fixed nuclei approximation, i.e. before any slower nuclear motion sets in. Besides studying the hole density propagation, Kuleff and Cederbaum\textsuperscript{428} realized that a time dependent dipole will be induced in the cation, and studied the radiation generated by this dipole, in two different regimes. In the first, a pulse creating a superposition of two outermost orbitals (HOMO and HOMO-1 in the MePENNA molecule) generate an IR pulse of frequency characteristic of the energy difference between the two cationic states, and would then constitute a characteristic signature of charge migration. In the second, ultrafast ionization of a single HF MO by a very broad pulse will induce a much stronger emission in the VUV, spanning a large energy range. Despite the important knowledge gained, such framework is very idealized with respect to possible attosecond pulse experiments, and recent research has focussed on analyzing and removing several approximations.

First is a realistic description of wave packet preparation, i.e. of the system after the pump pulse. This must include the effect of the electromagnetic field, either perturbatively or via TDSE, and the description of the continuum electron. A high energy and broad pulse
will produce a manifold of ionic states according to transition probabilities, and a coherent superposition will be produced only among states lying within the pulse bandwidth. Related questions are decoherence of the cationic states from the emitted photoelectrons, and the dependence of the wave packet on the energy and shape of the pulse, which may offer possibilities of controlling the charge migration process. A critical issue is the influence of nuclear motion, both its interplay with the motion of the electronic wavepacket and the spread of nuclear configurations associated with the quantum probability distribution of nuclear positions, i.e. the vibrational distribution in the ground state. A final issue is the probing of the wave packet evolution. Typically it has been followed theoretically by mapping the hole density, either plotting it directly, or in terms of its natural orbitals and occupation numbers, or via Mulliken populations. It would be hard to directly observe the hole density experimentally. The usual observable is molecular dissociation, via time resolved mass spectrometric analysis, possibly after a second pulse to produce dissociation. This is quite hard to describe theoretically, and the link has been discussed in terms of chemical intuition, considering charge flow around a selected functional group or assuming charge localization after decoherence of the electronic wave packet due to ensuing nuclear motion. A more direct connection could be envisaged via detection of time resolved photoabsorption or photoelectron spectra and angular distributions generated by a second pulse, possibly in the perturbative regime not to distort the wave packet evolution itself.

We start with the analysis of typical charge migration processes described within the SA, and conclude with recent progress exploring the issues above, noting the outstanding difficulty of a complete coherent picture, to be directly compared with experimental observables.

Cederbaum and coworkers have investigated the charge migration process in various electronic systems after localized and prompt ionization by calculating the temporal and spatial evolution of the hole density generated by the excitation. Here we will mention a few interesting applications, starting from the investigation of charge migration in $N$-methyl acetamide, which is often used as the simplest model in studies of the peptide bond. The
molecule consists of a peptide bond and two methyl groups on each end of the molecule. At
time $t = 0$, immediately after sudden ionization of a particular molecular orbital (the $13a'$
orbital), the hole charge is mainly localized near the oxygen atom and around the acetyl-C
atoms. After 4.2 fs the hole charge has migrated around the $N$-methyl group, on the opposite
side of the molecule with respect to the initial charge distribution. The hole charge returns
to the original position at $t = 8.4$ fs. This is an example of the hole-mixing effect, which in
the SA model refers to a rotation of HF orbitals in the ionic states, in this case the $13a'$
and $14a'$ MOs. Indeed, considering only these two orbitals reproduces closely the results of
the full calculation. Similar ultrashort charge migration processes have been found in other
complex molecules. In a particular conformer of glycine (NH$_2$-CH$_2$-COOH), which is the
simplest amino acid and it is often used as a relatively simple prototype for the investigation
of peptides and proteins, the hole charge migrates from one side of the backbone to the other
one in a few femtoseconds. Indeed, in a first set of numerical simulations an electron was
removed from the $11a'$ HF orbital. At $t = 0$ the hole is completely localized in the orbital $11a'$,
therefore it is localized mainly on CO and OH group, as shown in Fig. 38(a). A substantial
charge migration is seen already after $\sim 5$ fs, when the hole charge is migrated towards the
central part of the molecule, around the C-CH$_2$ bond. An additional motion towards the
CH$_2$-NH$_2$ bond is completed after $\sim 8$ fs. At this instant, the natural charge orbital overlaps
by more than 91% with the molecular orbital $12a'$. Then, the hole starts to move back
towards the initial configuration. On the other hand, if an electron is suddenly removed
from the $14a'$ HF orbital, which is spread over the entire molecule, with a major localization
on the N-terminal moiety, the hole charge moves towards the COOH moiety in about 3.5
fs. In this situation more than 90% of the hole is transferred to the $13a'$ orbital. Then the
process proceeds in the opposite direction so that the hole returns to the original position
after $\sim 7$ fs. The dependence of charge migration on nuclear geometry was subsequently
explored in considering three most important glycine conformers, GlyI, GlyII and GlyIII.
A strong dependence of the pattern was observed, traced to the different orbital composition
Figure 38: Migration of hole density in glycine after ionization out of orbital $11a'$. The molecule is oriented such that the NH$_2$ group points left and the OH group right. (a) At $t=0$ the hole density is identical to that associated with orbital $11a'$, which is localized mainly on the CO and OH groups. (b)-(c) A substantial part of the charge migrates to the C-C bond. (d) At $t=8.4$ fs the hole density is essentially that of the orbital $12a'$ spread over almost the whole molecule, but having maximal density on the C-CH$_2$ and CH$_2$-NH$_2$ groups. Reproduced with permission from ref. [267]. Copyright 2005 AIP Publishing LLC.

in the conformers. Since symmetry is low ($C_s$), it is not unexpected that canonical HF orbitals are quite sensitive to molecular conformation, and that reflects on the nature and time scales of charge migration. The time scale is determined by the energy separation of the cationic states involved, as is immediately apparent in the case of mixing of just two electronic states. The nature is reflected in the different Dyson amplitudes relative to electron removal from a particular canonical orbital in the different conformers. So, differently from GlyI and GlyIII, in GlyII ionization out of the $14a'$ orbital leaves the charge as well as the natural occupation number almost stationary, as it is mostly associated with a single cation
state, with a small mixing of 2h1e satellites contributing to a tiny superimposed very fast oscillation. A dramatic slowing down of the oscillation period, in the range of 200 fs, is instead observed for ionization out of 11a’ orbital in GlyIII, where again a pure hole mixing with 12a’ cation state is present, but the two states become almost degenerate, so that no apparent oscillation can be detected on a short time scale. This study gives a first hint of the importance of the distribution of nuclear geometries, which will be discussed later.

Electron dynamics initiated by prompt ionization has been calculated also in PENNA,\textsuperscript{358} in order to give a theoretical support to the femtosecond measurement reported in Ref. 420. Now the initial cationic state $|\Phi_i\rangle$ is prepared by removing an electron from the highest occupied molecular orbital (HOMO). In this case HOMO and HOMO-1 are localized on the phenyl ring (the $\pi$ orbital of benzene split by substitution), while HOMO-2 is localized on the the amino group. Because of correlation effects HOMO ionization becomes the second cationic state, and mixes with those derived from HOMO-1 and HOMO-2, all well separated by the rest of the valence shell, a case of a neat hole-mixing effect. This is purely due to correlation, as it cannot be described by a simple relaxation approach at the HF $\Delta$SCF level, as demonstrated in.\textsuperscript{431} At time $t = 0$, the charge is localized on the phenyl ring; after 4 fs some part of the positive charge migrates to the N-terminal site. Then the charge returns mainly to the initial position and the process can start again. Here also the effect of nuclear geometry has been considered. It has been found that, upon increasing by 20 pm the length of the C$_1$-C$_2$ bond (mentioned in Sect. 6.1) almost the entire positive charge created by the initial ionization migrates from the phenyl ring to the N-terminal. This can be quite important, because first-principles molecular dynamics simulations in the cation shows a stretching of the C$_1$-C$_2$ bond of 5 pm within the first 5 fs. Moreover, this is the bond which was observed to break in the experiments of Lehr and coworkers.\textsuperscript{420,421} On the basis of these considerations, a possible interpretation of the femtosecond measurement on PENNA is based on coupled electron and nuclear dynamics. After the generation of the positive charge on the phenyl ring, a portion of the charge starts to oscillate back and forth.
between this chromophore and the N-terminal. At the same time, the C₁-C₂ bond elongates as a result of nuclear dynamics thus leading to a more complete transfer of the positive charge. The oscillation process continues until the C₁-C₂ bond breaks and the charge is trapped at the energetically more favorable N-terminal fragment. The time constant of ~80 fs measured in Ref. 420 thus corresponds to the complete electron-nuclear dynamics which lead to the final trapping of the charge at the N-moiety.

The process of charge migration in complex biologically-relevant molecules has been theoretically investigated also by Remacle and Levine employing a simpler DFT approach.\textsuperscript{35} Also in this case, the numerical simulations show that charge migration in large molecules is possible on a sub-femtosecond time scale, driven by electron correlation. The tetrapeptides studied experimentally by Weinkauf and coworkers\textsuperscript{417,418} have been theoretically investigated, as the tetrapeptides Trp-Ala-Ala-Ala, Trp-Leu-Leu-Leu and Tyr-Ala-Ala-Ala, where an aromatic aminoacid is at a terminal position. It is assumed that prompt ionization ionizes a particular molecular orbital, for example the HOMO, of the neutral molecule. A hole is thus generated, which evolves in time since the HOMO of the neutral is not generally a stationary orbital of the cation. For example, in the case of Trp-Ala-Ala-Ala, the HOMO of the neutral is mainly localized on Trp, therefore the hole generated by prompt ionization is localized on Trp. The HOMO of the neutral is essentially a linear combination of the HOMO of the cation (molecular orbital 110) and the orbital 111 of the cation. Both these orbitals are localized mainly on the Trp and the N ends of the tetrapeptide.\textsuperscript{432} The hole generated on the Trp chromophore migrates to the N terminus of the peptide in 750 as, with a complete oscillation period of about 1.5 fs, which is in very good agreement with a simple estimation based on the energy separation, $\Delta E$, between the two molecular orbitals 110 and 111 of the cation: $\tau = h/\Delta E \approx 1.4$ fs. This oscillation continues until the motion of the nuclei leads to dephasing of the coherent superposition of states. Similar results were obtained in Trp-Leu-Leu-Leu. The situation is different in the case of sudden ionization of the HOMO-1 of the neutral, which is very similar to a molecular orbital (105) of the cation: in this case
the hole remains stationary.\textsuperscript{432}

Figure 39: Molecular structure of the caged polyatomic molecule, 1-azobicyclo[3.3.3]undecane (C\textsubscript{10}H\textsubscript{19}N) (ABCU). The energy level diagram of the electronic states of ABCU was computed at the equilibrium geometry of the ground state (GS) at the CAS-SCF average level. In the calculations the pump pulse was optimized in order to create a coherent superposition of three states: the ground state and two low excited states, the states 2A and 1E. Reproduced with permission from ref. [293]. Copyright 2012 American Physical Society.

The role of proper treatment of correlation has been emphasized by Kuleff and Dreuw,\textsuperscript{431} who have analyzed the shortcomings of pure single particle approaches, which describe only relaxation via the ΔSCF approach, as well as specific inadequacies of DFT treatments due to the poor description of the self-energy in currently used $V_{XC}$ potentials. Actually, as detailed in section 4, the basic theoretical ingredients for the correct description of the final electronic wave packet are accurate cation energies and corresponding Dyson orbitals for the computation of transition dipole moments. In the outer valence, where only a few cation electronic states are accessible, both can be obtained by a variety of approaches, and do not appear very critical, when wave packet amplitudes are obtained via correct transition
dipole moments. The extreme sensitivity to details of electron correlation may be a specific characteristic of the SA ansatz, where the only coupling responsible for charge migration is due to electron correlation.

A close-coupling approach along the lines of Sect. 4.1.2 was developed by Mignolet and coworkers in a series of papers. A first paper concentrates on the possibility of employing time resolved molecular frame photoelectron angular distribution (MFPADS) as a probe of the dynamics of excited states in the neutral induced by an attosecond pulse. The pump was described by solving TDSE in a small manifold of electronic ground and excited states. Ionization was treated perturbatively employing OPW for the continuum. Simulations were reported in the case of the four-electron diatomic molecule LiH and of a caged polyatomic molecule, 1-azobicyclo[3.3.3]undecane (C\textsubscript{10}H\textsubscript{19}N) (ABCU). Figure 39 shows the molecular structure and the energy level diagram calculated for ABCU. In the calculations the pump pulse was optimized in order to create a coherent superposition of three states: the ground state and two low excited states, the states 2A and 1E shown in Fig. 39. Fast beatings of the electronic density were calculated, which were generated by a superposition of the beatings between the ground state and the 2A state and between the ground state and the 1E state, with a period of the order of 1 fs, related to the energy separation between the ground state and the low excited states. An additional beating with a slower period of 11.28 fs was obtained, related to the energy difference between the two excited states ($\Delta E_{A-E} = 0.36$ eV). Moreover, it was clearly demonstrated that the MFPADS reflect the spatial localization of the coherent superposition of states. In 2013 Kuś et al. applied the same theoretical approach to the investigation of charge migration in peptides. It was found that in the investigated peptides, whose molecular chains extend over 15 Å, the most efficient charge migration mechanism is sequential, since it involves transitions between neighbor and next-neighbor aminoacid subunits. This model has been extended in by including both neutral excited states and the discretized continuum in a partitioning approach to the TDSE, to investigate the use of an EUV attosecond pulse train
as a probe of ultrafast dynamics in LiH initiated by an IR pump. By tuning the time interval of the pulses within the train to a beating frequency of the WP it was possible to follow the changing spatial localization of the WP between the two ends of the molecule. Charge migration in the PENNA molecule was reinvestigated in,\textsuperscript{294} employing now close-coupling with a partition including, besides neutral excited and the singly ionized cation states, also doubly ionized cation states plus two continuum electrons, to describe photoionization of the cation by the probe pulse. Several approximations were employed, with the continuum basis consisting of orthogonalized continuum waves over a discrete energy and angular grid, for a total of 900 basis functions, coupled to 10 cation and 2 dication states, plus 30 neutral excited states. A DFT description was employed for the bound states, in good agreement with CASSCF results. Notably Dyson orbitals were found very close to canonical Kohn-Sham orbitals, with same localization as previously described in.\textsuperscript{358} Two pulse sequences were considered: a UV pump (134 nm, 1.4 fs) followed by EUV probe (93 nm, 0.4 fs), and an IR pump (800 nm, 6 fs), EUV probe (93 nm, 1.4 fs). In all cases the pump essentially populates a coherent superposition of the three outermost cation states, and subsequent probe reaches the two lowest dication states. Evolution of the populations and the dipole moments showed the expected charge migration between the amino and the the phenyl groups. A signature of charge migration could be seen in the anisotropy of electron emission, which shows beatings related to the oscillations of the WP.

The first pump-probe measurements on the aromatic aminoacid phenylalanine performed by using isolated attosecond pulses, which we have mentioned in Sect. 6.1, motivated a lot of theoretical research, whose key aspects have been discussed in sect. 4. A realistic preparation of the electronic wave packet was possible, employing the same attosecond pulse as used in the experiment, and computing the resulting amplitudes by first order time dependent PT, which is completely adequate at the actual intensity. Accurate transition dipole moments to ionized states were computed via the static-exchange DFT approach presented in 4.1.4. Cation energies were computed via the accurate OVGF approach.\textsuperscript{340} Hole density matrix
was evaluated assuming fast decoherence with the photoelectron. In order to understand the influence on the ultrafast electron dynamics of different radicals in the aminoacid, a systematic investigation has been performed not only in phenylalanine, but also in glycine, already investigated by Kuleff et al., and tryptophan. The first observation is that an attosecond excitation cannot remove electrons from a single molecular orbital, but from several orbitals, thus leading to the creation of a coherent superposition of ionic states. Ionization amplitudes were calculated for all open channels (15 in the case of glycine, 32 for phenylalanine and 39 for tryptophan); then the hole density was calculated and its free evolution on the molecular skeleton. Figure 40 shows snapshots of the relative variation of the hole density with respect to the time-averaged values for phenylalanine. In spite of the very delocalized nature of the hole density resulting from the broadband EUV excitation, a substantial redistribution of this density is observed on a sub-femtosecond temporal scale. The calculated hole dynamics cannot be associated with a simple migration from one side of the molecule to the other. However, despite the complexity of the charge configuration calculated in a realistic situation, the concept of charge migration is still valid. This is even more evident when the hole density is integrated around particular portions of the molecules and the corresponding Fourier power spectra are calculated. Particularly interesting is the charge dynamics around

Figure 40: Snapshots of the relative variation of the hole density with respect to its time-averaged value for the most abundant conformer of phenylalanine. Isosurfaces of the relative hole density are shown for cutoff values of $10^{-4}$ (yellow) and $-10^{-4}$ (purple) arbitrary units. Adapted from ref. [25]. Copyright 2014 The American Association for the Advancement of Science (AAAS).
the amino group, since in the pump-probe experiment on phenylalanine, absorption of the probe pulse is more likely to occur from that part of the molecule due to the fact the HOMO orbital is significantly localized there. From the Fourier spectra it is possible to identify the states involved in predominant beating peaks, whose frequency is determined by the energy difference between two ionic states. For instance, one of the most intense beating in the amino group of phenylalanine occurs between the states with holes in the orbitals 41α and the 44α orbitals, both having nodal planes that contain the C-N and the C=O bonds with very similar orientations. By calculating the sliding-window Fourier transform of the temporal evolution of the hole density around the amino group as shown in Fig. 41, a clear peak at 0.25 PHz is visible, in very good agreement with the pump-probe measurement, which forms in about 15 fs and vanishes after about 35 fs. The temporal evolution of the main Fourier components is a consequence of the complex interplay among several beating processes initiated by the broadband excitation pulse. Despite the agreement with the experimental results, contributions related to nuclear dynamics, which are not included in the simulations, have to be taken into account for a detailed description of the charge dynamics.

A number of issues have been subsequently explored in glycine. The first is the role and time scale of coherences between the photoelectron and the remaining cation, which

Figure 41: Fourier sliding-window analysis of the calculated temporal evolution of hole density integrated over the amine group for the most abundant conformer of phenylalanine. Adapted from ref. [25]. Copyright 2014 The American Association for the Advancement of Science (AAAS).
was totally neglected in the previous study, as in most other treatments. Computing time
dependent one particle density matrices both for the $N$-electron system including the pho-
toelectron, and the $(N-1)$-electron cation, as previously done, the evolution of the charge
density after the pulse was compared. The results clearly show that the coherence of cation
electronic states with the photoelectron is lost in less than 1 fs, even for photoelectrons of
relatively low kinetic energies, as in the case of the pulse employed, so that neglect of the
latter after the first 0.5-1 fs is totally justified. Similar time scale for coherences was also
found earlier in\textsuperscript{312} in the case of Xenon atom ionization. Second, the influence of nuclear
motion induced by the non stationary wave packet has been explored by Ehrenfest dynamics
within TDSE. Evolution of electron densities after sudden removal of one electron from the
14a' or 4a'' orbitals was investigated within the same approach, either keeping nuclei fixed,
or allowing them to move. The evolution of the hole density was very close for about the first
8 fs, then started to deviate, becoming completely different after 25 fs. This result follows
closely that one previously studied with the same approach in\textsuperscript{252,429} and attributed to non-
adiabatic transitions between different electronic states. Nonetheless, dominating frequencies
in the Fourier transform of the hole densities around individual atoms confirmed the ap-
pearance of a limited number of peaks, and the overall pattern was not destroyed by nuclear
motion, despite some slight changes in frequencies, or even the appearance/disappearance of
a few peaks. A third issue is the influence of the energy and pulse shape on the specific
WP evolution. Three different WP were considered, relative to current experimental pulses.
It was found that significant differences in the Fourier frequencies were produced, despite
the fact that all cationic states were populated by each pulse. It appears that pulses at
relatively low photon energies may offer greater possibilities of control, since individual am-
plitudes are much more sensitive to the pulse shape close to threshold, where they are more
structured, than in the high energy region. Last, a first attempt to describe pump-probe
with two EUV pulses was performed, employing second order time dependent perturbation
theory, which simplifies when the two pulses do not overlap in time, as in sequential double
ionization. Employing the same set of orbitals, not a too severe approximation that can be easily lifted, the dication yield and its Fourier transform were considered as a function of time delay between the pulses, and found to reflect the main frequencies previously found for the densities around individual sites, although some details are lost. This shows that in this regime dication yield can be used to monitor the pump-induced dynamics without introducing additional distortion.

An interesting possibility for control of charge migration has been considered in, where a control pulse following the pump is applied to drive the charge to a selected localization, by tailoring the form of the wave packet. The methylated PENNA after ionization of HOMO or HOMO-1 is well described as a two level system, the following cation state being well separated in energy, so that a wave packet of these two cation states could be produced by a suitable pump pulse, without invoking the SA. The authors then devise an analytical expression for the pulse able to bring an arbitrary two state WP to a single state, either HOMO or HOMO-1, and demonstrate that effective charge localization can be achieved starting from an SA wave packet, even taking the whole cation manifold into account via the ADC(3) spectrum. It is interesting to note that even in molecules lacking any symmetry, the coherent superposition of two cationic states corresponding to ionization from two well-localized MO’s can lead to a complete hole transfer between two ends of the molecule, as in the case just mentioned. This is more clean however in centrosymmetric molecules, when a superposition of gerade and ungerade orbitals obtained by combination of two identical moieties, gives back and forth oscillations of the hole density, like in polycyclic norbornadiene.

The nuclear motion problem is a central issue in the charge migration context. It is expected to be a major source of decoherence, since energy differences between cation states, varying along the potential energy surfaces, alter the fundamental frequencies of the wave packet. The survival of charge migration to nuclear displacement in benzene has been considered in more detail in. An SA ionization of HOMO-2, $1a_2 \pi$ orbital gives a mixing of a primary cation state and a $2h1e$ satellite, involving a double hole in the HOMO and an
excitation in the LUMO, which is quite distant in energy, 4.42 eV, corresponding to a period of 935 as. The relative charge oscillation corresponds to a breathing mode of the hole density. The influence of the 20 normal modes on the charge oscillation was investigated repeating the calculation for each normal coordinate in turn strongly displaced from the equilibrium value. Three different behaviors were observed: a) modes which cause a strong change of the ionization spectrum, with more states coupled to the $1a_{2u}$ ionization; b) modes which diminish the amplitude of satellite mixing; and c) modes which cause a minor variation of the spectrum. The first type destroys the coherence, the second tends to quench it, while the rest changes little with respect to the fixed nuclei behavior. However, by averaging the dynamics over all nuclear modes, computed at various displacements compatible with vibrational excitation in the ion, simulated by Boltzmann population at 3000 K, a very weak damping of the fixed nuclei charge oscillation is observed, showing the robustness of this WP in benzene with respect to vibrational excitations. As hole density oscillates mostly around H atoms, and H-loss is a major decay channel in benzene, observation of H loss after nonlinear IR probe can provide an effective observable for this process.

The effect of nuclear motion on WP dynamics has been studied by Robb and collaborators in a series of papers.\textsuperscript{252,429} Basically starting from an arbitrary chosen electronic WP (often by the SA), Ehrenfest dynamics was employed to propagate the WP and the nuclear coordinates. Classical mechanics is employed for the nuclei, with forces computed as gradients of an average surface defined by the energy of the nonstationary electronic wavefunction. The advantage of the Ehrenfest model is to provide a uniform methodology that allows one to treat electronic propagation both with fixed nuclei and coupled with classical nuclear dynamics with the same formalism, so as to make a clear assessment of the importance of the latter. The main results are similar to those of the later work: \textsuperscript{380} mostly charge migration oscillations persist, at least on a short time scale of a few tens of fs, when nuclei are allowed to move, although details are changed due to changing of energy separation between cationic states. In the case of glycine and the Gly-Gly-NH-CH$_3$ cation the charge oscillations between
the lone pairs associated with the carbonyl and amino groups remain almost unchanged after inclusion of nuclear motion even up to 40 fs in glycine.\textsuperscript{252} Important dependence on molecular conformation was observed, as already discussed in Ref. 358. A more dramatic result was revealed in,\textsuperscript{268} were instead the effect of the spread of initial nuclear geometries, associated with ground state vibrations, was considered. A two electronic state analytical model, with a single nuclear coordinate, illustrates the origin of the effect. If the potential energy curves of the two electronic (cationic) states run parallel, the oscillation period is independent of the nuclear coordinate and no effect is observed after averaging over the initial state vibrational distribution. If however a gradient exists of the electronic energy difference, this is reflected in a range of energy differences and therefore oscillation periods, and the resulting averaging quickly destroys the coherence by dephasing, with a gaussian damping in time, and a characteristic lifetime inversely proportional to the gradient. This analysis is confirmed by explicit simulation of charge migration in paraxilene and polycyclic norbornadiene (PNL), after an assumed 50:50 or 60:40 superposition of the two lowest cationic states, corresponding to electron removal from the two outermost $\pi$ orbitals. With fixed nuclei at equilibrium geometry a neat charge migration oscillation is observed, and allowing nuclear motion in the cation via Ehrenfest dynamics does not alter significantly the oscillations although the period is progressively reduced. On the contrary if a Wigner distribution of nuclear coordinates is assumed to describe the quantum distribution of nuclear coordinates associated with vibrational motion in the ground state, the spread of oscillation periods causes a dramatic damping of the oscillations upon averaging, with a lifetime of a few fs in paraxilene and about 10 fs in PLN. In a way, this is the analogous situation as that described for charge migration when ionization in the inner valence shell populates a multitude of closely spaced final electronic states,\textsuperscript{356} and reminds of the exponential decay of a discrete state coupled to a quasicontinuum. This aspect has been further explored in 2-phenyl-ethylamine and PENNA in,\textsuperscript{437} confirming that the dephasing due to nuclear spatial delocalization occurs on a much shorter scale than the effect of nuclear motion in the cations. Control of nuclear
dynamics via a specific preparation of the initial electronic wave packet has been explored in a model two states description of ultrafast ionization in toluene.\textsuperscript{438}

A fuller quantum mechanics description of coupled electron nuclear dynamics is only possible in smaller systems. Exploring wave packet evolution after ultrafast electronic excitation is also simpler, and offers in principle a neat possibility of detailed probing via time resolved photoelectron spectroscopy (TRPES),\textsuperscript{439,440} with a close match between theoretical description and experimental results. Several steps in this direction have been presented in a series of papers by Vibok and collaborators.\textsuperscript{441-443} Selective excitation of the O\textsubscript{3} molecule to the B state (Hartley band) can be experimentally feasible with moderate intensity pulses. Evolution of the combined electronic-nuclear wavepacket, expressed in the close-coupling form

\begin{equation}
\Psi_{\text{tot}}(\mathbf{r}, \mathbf{R}, t) = \sum_{k} \Psi_{\text{nuc}}^{k}(\mathbf{R}, t) \psi_{\text{el}}^{k}(\mathbf{r}, \mathbf{R})
\end{equation}

is solved for the nuclear wavepacket $\Psi_{\text{nuc}}^{k}$ employing the MCTDH approach.\textsuperscript{444-446} Evolution of the wavepacket shows charge oscillations between the two terminal oxygens corresponding to the two resonance forms in a valence bond description. Simulations with a 500 as EUV pulse at 95 eV (1.5 eV width) shows that this can be followed in principle by TRPES, and that signatures from ionization of the excited state can be disentangled from those of the ground state, and followed in time.\textsuperscript{447}

7 Towards attosecond molecular imaging

The combination of attosecond time resolution with sub-Å spatial resolution provided by the HHG process (see section 2) led the strong-field community to explore, from the very beginning, the possibility of using high harmonic emission and related strong-field processes to image molecular structure and, why not, variations of this structure with time. In this section, we briefly describe progress made along this direction. Besides HHG, we will also discuss strong-field ionization techniques in which returning electrons that do not recombine
(i.e., do not lead to high harmonic emission) are detected after rescattering by the parent molecular ion, thus carrying structural information on the latter.

7.1 Tomographic imaging of molecular orbitals

Since HHG is the result of the interference between the recolliding electron wave packet and the bound state wave function, from the HHG emission it is possible to extract information on the electronic structure of the target molecule. This information is contained in the amplitude and phase of the photo-recombination matrix elements, from which a tomographic reconstruction of the molecular orbitals can in principle be achieved. From the experimental point of view, molecular tomography is performed by measuring the harmonic spectra emitted by molecules aligned in space. Impulsive alignment\textsuperscript{448,449} is exploited to control the angle between the molecular axis and the polarization direction of the driving field. Harmonic spectra are acquired at a series of angles between the molecular axis and the recolliding electron. All the features related to the molecular structure and dynamics appear in the harmonic spectrum as modulations in the spectral shape. Spectral features such as local minima can be interpreted as electronic structure minima related to the nature of the highest occupied molecular orbital (HOMO) from which the electron is selectively ionized.\textsuperscript{450-452}

Molecular tomography was first proposed and demonstrated in 2004 by Itatani et al., who achieved reconstruction of the HOMO of N\textsubscript{2}.\textsuperscript{453} Figure 42 shows the comparison between (a) the tomographically reconstructed HOMO of N\textsubscript{2} obtained from the harmonic spectra taken at 19 projection angles and (b) the shape of the same orbital obtained with an ab initio calculation. As can be seen from the cuts along the internuclear axis, the experimentally retrieved shape of the HOMO is in very good agreement with the calculated one. It is worth mentioning that, although a complete tomographic reconstruction requires both the amplitude and phase of the harmonic emission, in this pioneering experiment only the harmonic intensity was measured, and the harmonic phase was artificially introduced. A few years
later, a more sophisticated approach based on the measurement of the harmonic phase with the RABBITT technique allowed for a precise reconstruction of the HOMO of CO$_2$.\textsuperscript{454} In 2011 a self-referencing approach and a generalization of the tomographic procedure, which exploits an all-optical technique, was employed for the tomographic reconstruction of CO$_2$.\textsuperscript{455} In this case, the amplitude and phase of the harmonic field emitted by aligned molecules was extracted by combining the measurement of the angular dependent harmonic spectra and a theoretical model that takes into account the Coulomb potential seen by the recolliding electron wavepacket in a first-order perturbation approach. The measured high harmonic spectra are shown in Fig. 43 (a). As can be seen, they exhibit a pronounced minimum at around harmonic 61. Fig. 43 (b) shows the molecular orbital that was retrieved from these measurements. This reconstructed orbital reproduces very well all the features of the HOMO obtained from quantum chemistry calculations [Fig. 43 (c)]. From the reconstructed HOMO
of CO\textsubscript{2}, it was possible to estimate a distance between the two oxygen atoms of about 4.4 atomic units, which is in good agreement with the expected value. It is worth mentioning that the quality of the tomographic reconstruction depends on the extension of the generated harmonic spectra. Since the cutoff of the harmonic emission scales quadratically with the driving wavelength and linearly with the ionization potential of the molecule, all the studies conducted with Ti:Sapphire lasers have been limited to small molecules, which have relatively high I\textsubscript{p}. In the experiment by Vozzi \textit{et al.}, HHG in CO\textsubscript{2} was driven by a tunable mid-IR laser source (1.45 - 1.7 \textmu m) and a noticeable extension of the harmonic emission was achieved, allowing the technique to be successfully extended to more complex molecules like N\textsubscript{2}O and acetylene.\textsuperscript{456}

Shortly after the successful demonstration of HHG-based molecular tomography, it was experimentally\textsuperscript{457} and theoretically\textsuperscript{458} demonstrated that spectral features such as local minima can be also originated from the interference between different ionization channels during the first step of the HHG process (see also Section 6). The presence of such multi-electron effect was first evidenced by Wörner and co-authors from HHG measurements performed in CO\textsubscript{2}, where the position of the spectral minimum was found to depend on both the intensity and the wavelength of the driving pulse.\textsuperscript{459} However, the reported contributions from differ-
ent harmonic generation pathways was not confirmed by measurements reported by Vozzi et al.\textsuperscript{455} on the same system. This discrepancy was attributed to the shorter driving pulse duration and the lower peak intensity used in the latter experiment, for which a blurring of the dynamical interference occurred. The role of ionization from multiple orbitals and the interference between their contributions in HHG spectra was also investigated for N\textsubscript{2} by performing experiments with a 1.2 \(\mu\)m driving source and corroborated by a theory model based on quantitative re-scattering theory (QRS).\textsuperscript{460} In this work, a strong dependence of the spectral minimum was observed as a function of the driving laser intensity. In particular, the disappearance of the minimum for high driving intensities was assigned by the QRS calculations to the contribution of the lower-lying orbital (HOMO-1) of the molecule.

### 7.2 Laser-induced electron diffraction

Recombination of the freed electronic wave packet with the parent molecular orbital (leading to HHG) is only one of the possible rescattering mechanisms arising from strong field ionization. Other physical processes can occur when the electron is driven back to the vicinity of the parent ion including (i) elastic scattering and (ii) electronic excitation of the parent ion (inelastic scattering). The elastically scattered electrons carry structural information on the target molecule: as the de Broglie wavelength of the returning wave packet becomes comparable to the molecular size, a diffraction pattern is produced in the electron momentum distribution (Fig. 44), from which the interatomic spacing can be determined. This imaging technique was dubbed laser-induced electron diffraction (LIED) and it was first proposed in 1996 by T. Zuo, A. D. Bandrauk and P. B. Corkum.\textsuperscript{184} As for HHG-based molecular tomography, this technique provides extreme temporal and spatial resolution. However, contrarily to conventional electron diffraction, molecular alignment relative to the laser polarization axis is required to extract useful information from the rescattering event. Moreover, since LIED is a strong-field process, the influence of the driving laser field has to be removed to allow one to extract the field-free information from the measured LIED momentum distribu-
Figure 44: Schematic of LIED. Top panel: tunnel ionization – half of the wave packet goes directly to the detector. Bottom panel: recollision – the remaining part of the wave packet is driven back and it is diffracted from the molecule. From ref. 461 with permission. Copyright 2008 The American Association for the Advancement of Science (AAAS).

tion. To this end, the momentum distribution \( \mathbf{p} \) is expressed as the sum of the momentum after recollision \( \mathbf{p}_r \) and the vector potential at the instant of rescattering \( \mathbf{A}_r \). Electrons detected along a circle of radius \( |\mathbf{p}_r| \) provide a field-free signal comparable to the conventional electron diffraction.

The first successful experimental demonstration of LIED was published in 2008 by Meckel and co-workers.\textsuperscript{461} In this work, 800-nm pulses were used to ionize impulsively aligned \( \text{O}_2 \) and \( \text{N}_2 \) molecules. The electron momentum distributions for aligned and anti-aligned molecules were measured using the COLTRIMS technique. The measurements revealed not only the symmetry of the HOMO but also the interatomic dimensions of both \( \text{O}_2 \) and \( \text{N}_2 \) molecules. Further progress was subsequently achieved by Blaga \textit{et al} by using a tunable mid-infrared source (1.2 - 2.3 \( \mu \text{m} \)).\textsuperscript{462} Increasing the driving wavelength with respect to that of traditional Ti:sapphire sources allows for a better spatial resolution, and a large momentum transfer is produced. With an improved spatial resolution, it has been possible to image the bond length adjustment of \( \text{O}_2 \) following ionization: a contraction of the O–O bond length of
Figure 45: Bond lengths for $O_2^+$ extracted from the LIED measurements. Different wavelengths were used to scan different time delays between ionization and recollision. Square correspond to 2.3 $\mu$m, circle to 2 $\mu$m and diamond to 1.7 $\mu$m. The measurement performed with the longer wavelength (longer time delay) indicate a clear contraction of the bond. The red curve shows the evolution of the nuclear wavepacket centre (solid) and its associated full-width at half-maximum (dotted), computed in the Frank-Condon approximation. The equilibrium bond lengths are indicated by the solid (neutral species) and dashed grey (ion) lines. The vertical arrows indicate that the measured bond lengths for all three wavelengths are consistently shorter ($\sim$ 0.1 Å) than the equilibrium length for the neutral species and are statistically meaningful. From ref. 462 with permission. Copyright 2012 Macmillan Publishers Limited.

0.1 Å from the equilibrium distance of 1.21 Å was extracted from the experimental data (Fig. 45). Very recently, Pullen et al exploited LIED to image a more complex molecule. In this case, a mid-infrared source (3.1 $\mu$m) operating at high-repetition rate (160 kHz) was used to perform LIED in aligned acetylene in combination with coincidence detection (COLTRIMS). This sophisticated experimental setup has allowed the C–C and C–H bond lengths to be simultaneously retrieved. The experiment also confirmed that no significant structural rearrangements occur after acetylene is ionized, and the bond lengths for both C–C and C–H were found to be constant in the time interval of recollision. By using a similar technique, Wolter et al have recently obtained snapshots of the bond breaking in the di-ionized acetylene and, by introducing an additional laser field, have been able to control this ultrafast dissociation process.
7.3 Time-Resolved Holography with Photoelectrons

Besides HHG and LIED, laser-driven electron recollision can lead to another intriguing process: photoelectron holography. The key aspect of holography is the observation of an interference pattern originated from a reference wave and a signal wave.\(^{466}\) Both waves are emitted by the same coherent source and the signal wave is scattered off a target. Due to the path-length differences, a phase difference \(\Delta \phi = (k - k_z)z_0\) is accumulated between the two waves (where \(k\) is the total momentum, \(k_z\) is the momentum in the \(z\) direction, and \(z_0\) is the distance to the scattering target), thus producing interference on the detector. This interference pattern carries information on the target structure. This condition can be accomplished with tunnel ionization from an atomic or molecular target: the produced electronic wave function is the sum of a reference wave packet and a signal wave packet which oscillates in the laser field and scatters off the parent ion. In the strong field approximation the phase difference between the two electronic waves can be written as

\[
\Delta \phi \approx p_r^2 (t_C - t_{ref}^*)/2
\]

(91)

where \(p_r\) is the momentum perpendicular to the laser polarization axis, \(t_C\) is the time when the signal wave packet scatters off the ion, and \(t_{ref}\) is the time of birth of the reference wave packet. The hologram encodes changes in the scattering potential in the time interval between \(t_{ref}\) and \(t_C\), as well as the relative change in ionization rates. Thus, photoelectron holography can be seen as a pump-probe technique providing sub-femtosecond time resolution.

The first experimental demonstration of time-resolved holography was performed in 2011 by Huismans \textit{et al.}\(^{467}\). In this experiment, a mid-IR (carrier wavelength 7 \(\mu\)m) FEL was used to tunnel ionize metastable (6s) Xe atoms. Angle resolved photoelectron spectra were recorded with a VMI integrated into the FEL laser cavity. The peak intensity of the laser was varied by changing the position of the apparatus along the laser propagation axis.
The acquired images exhibit the typical patterns related to holographic interference (Fig. 46(a)). The experimental observation of holographic interferences was further corroborated by calculations based on the time dependent Schrödinger equation (TDSE), which showed similar fringe patterns (Fig. 46(b)). The main features of the hologram were reproduced also by semiclassical calculations with the Coulomb-corrected strong-field approximation (CCSFA) \(^{468}\) (Fig. 46(b)). These calculations allowed to trace quantum trajectories taking into account the Coulomb interaction of the electron. The combination of the experimental and theoretical results has allowed demonstrating that the hologram stores spatial and temporal information about the core- and electron dynamics.

Following this encouraging result, photoelectron holography was subsequently extended to molecules by Meckel and co-workers.\(^{469}\) In this experiment, an aligned ensemble of \(N_2\) molecules was tunnel ionized by using a Ti:Sapphire laser producing 800-nm, 40-fs, 5-\(\mu\)J pulses with a repetition rate of 30 kHz. Due to the relatively short laser wavelength, holography conditions were met by increasing the peak intensity of the driving pulses to \(1.3 \times 10^{14}\) W/cm\(^2\). Photoelectrons were detected in coincidence with \(N_2^+\) ions exploiting a reaction microscope. Both the experimental results and a sophisticated theoretical analysis indicated that the holographic interference depends on the molecular orientation. In particular, a shift of the holographic fringes is caused by an effective offset of the centre of phase curvature of the incident wavepacket. These important findings evidenced that strong-field recollision in molecules cannot be simply described as a molecule-centered partial-wave diffraction experiment.

### 7.4 Multichannel photoemission in strong field ionization

All techniques described in this section are based on the primary ionization event induced by the field. It was long assumed, based on the inverse exponential dependence of tunneling amplitude on the ionization potential predicted by tunneling models, that only the HOMO ionization played a significant role. It is clearly the case for the tomographic reconstruction
of the HOMO (Dyson) orbital discussed in section 7.1. In general, this is a reasonable assumption for small molecules, where the energy gap between HOMO and HOMO-1 is relatively large, although it may be strongly dependent on the orientation of the electric vector, and the shape of the orbitals. However, as mentioned above, contributions to ionization from deeper orbitals has been repeatedly put in evidence. It is obvious that as the molecular size and the density of valence states increase, contributions from a manifold of outer ionic states becomes important, and will complicate analysis of the experiments.

Disentangling contributions of electrons emitted from different orbitals is not easy, as each ionization produces an ATI comb, which adds up in the total spectrum, and requires some type of coincidence detection to be separated in the total spectrum. A study in this direction was performed by Boguslavskiy et al. on strong field ionization of the two hydrocarbons n-butane and 1,3-butadiene. Exploiting the known fragmentation pattern of the various ionic states, notably the fact that no fragmentation is produced by HOMO ionization, correlation between photoelectron and mass selected ions was measured. From these data they were able to separate the various ATI combs correlating with each fragmentation pattern, and
confirmed their origin by the energy shifts between the maxima, which match, modulo the photon energy, the energy differences between the ionization potentials of the different ionic states, corrected for the field effects (Stark shifts and ponderomotive energy). The results showed conclusively that strong field ionization takes place from several initial orbitals. In 1,3-butadiene ionization out of deeper orbitals is minor, as is expected from the large energy gap, over 2 eV, between HOMO and HOMO-1 ionizations. In contrast, in n-butane ionization from inner orbitals is predominant, as energy separation is much smaller, and other factors, like orbital shape and nodal structure, become important. The match of energy shift between different photoelectron combs with the IP difference could also rule out production of deeper molecular ion states by excitation of the ground state ion by the field, subsequent to the emission. This effect, dubbed nonadiabatic multielectron (NME) ionization, was also studied by simulations that included or suppressed this effect. While at low intensity (1.5 × 10^{13} \text{ W cm}^{-2}) the results were in good agreement with experiment, at higher intensity (1.5 × 10^{14} \text{ W cm}^{-2}) NME effects turned out very relevant, and orientation dependent. Although coincidence experiments become much more complex, the possibility of disentangling electron ionization from different initial orbitals is extremely important for the correct analysis of the imaging techniques considered, and opens the door to access similar information for deeper ionic states.

A further study extending the measurement to angle dependent ionization relative to the different channels has been presented in,\textsuperscript{472} and to full 3D photoelectron momentum detection, employing a reaction microscope, in.\textsuperscript{473} An alternative technique to select ionization out of a deeper orbital has been implemented by Yao at al\textsuperscript{474} monitoring fluorescence due to radiative decay of excited ionic states. They studied fluorescence relative to the A→X and B→X transitions in CO\textsubscript{2} as a function of the angle of the molecular axis and the ionizing field polarization. By this they could retrieve angle dependent ionization yield relative to HOMO-1 (1\pi_u) and HOMO-2 (3\sigma_u) ionizations. The laser intensity of \sim 4 \times 10^{14} \text{ W cm}^{-2} ensures the tunneling ionization regime also for the inner ionizations (Keldysh $\gamma \sim 0.6$). Similar to the
older total ionization yield study of Pavšićić et al.,\textsuperscript{475} they observed a significant disagreement with the MO-ADK prediction, while agreement was excellent with SFA (length). For HOMO-2 ionization, both MO-ADK and SFA gave very similar results, although sharper than the experiment. Caution should be exercised, however, with MO-ADK results from analysis of MOs obtained by Quantum Chemistry GTO calculations, as the rapid decrease of gaussian functions may give significant errors in the tails of the wave functions, as noticed just in CO\textsubscript{2} HOMO ionization.\textsuperscript{476,477} The technique is remarkable for its effectiveness and simplicity, although it is of course blind to HOMO ionization.

8 Conclusion and outlook

Since its birth at the beginning of the twenty first century, attosecond technology has provided a number of tools that allows one to observe the ultrafast motion of electrons in a variety of quantum systems, such as atoms, molecules, nanostructures and solids. In particular, the possibility to precisely control electron dynamics in complex molecules by using these techniques has attracted the attention of many scientists, since this has opened the way to new forms of doing chemistry, usually gathered under the heading "attochemistry". In this review, we have discussed the application of attosecond pulses to the investigation of ultrafast processes in molecular systems, with particular emphasis on polyatomic molecules. The ability to initiate and measure electron dynamics in complex molecular structures represents a crucial step forward in pursuing the goal of manipulating chemical reactions by exclusively acting on the particles that are ultimately responsible for chemical bonding: the electrons. For example, the experimental observation of ultrafast processes on the attosecond time scale can open new perspectives in the understanding of the physics governing electron transport of biological signals. Also, the ability to visualize charge dynamics occurring in molecular subunits can be of primary importance to unravel the role of the electrons in the subsequent structural changes that a biomolecule undergoes. All this might open new
perspectives for the development of new technologies, for example in molecular electronics, where electron processes on an ultrafast temporal scale are essential to trigger and control the electron current on the scale of the molecule.

This rapid development of attosecond science would not have been possible without the help of theory. Theoretical modeling and numerical simulations have been crucial for the design of new experimental schemes and for the interpretation of the complex outcomes of the measurements. However, performing fully ab initio theoretical calculations to describe the correlated motion of electrons and nuclei that follows ionization of a molecule by attosecond pulses is still very challenging. Indeed, besides the intrinsic limitations associated with the large number of electronic and nuclear degrees of freedom, there is the additional complication of describing the electronic continuum of the molecule, which cannot be done by using standard quantum chemistry methods. Broadband attosecond pulses create molecular ions in several (usually many) excited states, in which nuclear wave packets are launched simultaneously and coherently; after a few femtoseconds, the overall molecular dynamics is strongly affected by the coupling between electronic and nuclear degrees of freedom, causing the breakdown of the Born-Oppenheimer approximation and hence an increase in the number of channels participating in the dynamics. So far, an accurate full quantum mechanical description of all these effects, from the ionization step to the subsequent evolution of the system, has only been achieved for the simplest molecules (H$_2^+$, H$_2$ and D$_2$). In comparison with this, theoretical investigations in large molecules can be considered in their infancy. Accurate methods already exist to describe ionization of diatomic and small polyatomic molecules, and more approximate ones work reasonably well for larger molecules. However, the description of the dynamics that comes after ionization is still far from being accomplished. This review describes the theoretical approaches most commonly used for polyatomic molecules and how, even though their current limitations, they have been able to guide experimental efforts on these systems.

Despite the impressive progress in attosecond science, formidable challenges must still be
faced by the attosecond community in the near future. For example, in most pump-probe schemes applied to investigations of ultrafast dynamical processes in molecules, in particular large molecules, IR probe pulses have been used. However, as we have seen, the dynamics launched by the attosecond pump pulse may be partly hidden, if not totally obscured, by that induced by the IR probe field. This effect is particularly important in current pump-probe experiments since the intensities of the IR probe pulses are strong enough to significantly distort the molecular potential. A possible way out to explore field-free molecular dynamics is the use of “weak” EUV pulses for both the pump and the probe, because their short wavelength ensures that the ponderomotive energy, i.e., the energy acquired by an electron due to its interaction with the external field, is negligible in comparison with that associated with the electron-electron and electron-nucleus interactions. So far, EUV-only pump-probe spectroscopy of electron dynamics has only been demonstrated in a few relevant cases, namely in Xe and H$_2$, where electron dynamics was recorded with a time resolution of the order of 1 fs. The key point in these experiments is the use of EUV pulses produced by HHG, short enough (\sim 1 fs) to ensure high temporal resolution. Still, EUV pulses generated in this way are so weak that measurements are generally affected by a rather low statistics. Progress towards significantly increasing the intensity of these EUV pulses has been recently reported in the literature.

An alternative to pulses generated from high-harmonic emission is the use of EUV pulses produced by free electron lasers (FEL). For these pulses, intensities are substantially higher, though still low enough to avoid distortions of the molecular potential. The main problem here is to achieve the necessary sub-fs duration of the pulses, as well as to get rid of their stochastic character to ensure the reproducibility of the generated pulses. First attempts towards EUV-only attosecond pump-probe experiments are currently under way.

Another point that will receive a considerable attention in the near future is to investigate if available attosecond techniques, successfully used to investigate electron dynamics in isolated atomic systems, can provide similarly valuable information on the dynamics of
large molecules. As explained in this review, the most widely used techniques in atoms and small molecules, apart from attosecond pump-probe spectroscopy, are attosecond transient absorption spectroscopy (ATAS), reconstruction of attosecond beating by interference of two-photon transitions (RABBITT), attosecond streak camera, high-harmonic spectroscopy, core-hole Auger spectroscopy, and the attoclock. All of them have provided deep insights on the ultrafast electron dynamics that follows ionization of atoms by an attosecond pulse, from the measurement of photoelectron emission time delays to the full reconstruction of the electronic wave packet generated by the pulse. The latter is the ultimate goal of any attosecond technique, since it opens the way to fully control electron dynamics. However, their performance to investigate electron dynamics in large molecules remains to be seen due to the many additional degrees of freedom that operate in this case: nuclear motion, intermolecular interactions, solvent effects and environment. Studying the feasibility of such techniques in the context of large molecules should be the object of experimental research in the forthcoming years.

The complete analysis of the ultrafast dynamics in many-electron molecular systems will also require the development of highly sophisticated detection techniques able to provide a more complete characterization of the observed dynamics. These will include multi-coincidence measurements, ideally those able to provide a complete kinematic description of the observed process (e.g., COLTRIMS, VMI, etc), multidimensional X-ray spectroscopies, and attosecond imaging techniques such as time-resolved molecular tomography and/or time-resolved holography. Also the extension of attosecond pulse generation to the multi-keV photon energy region would open the way to attosecond x-ray diffraction experiments in complex systems, thus giving the possibility to combine the extreme temporal resolution offered provided by attosecond pulses with picometer spatial resolution.

From the theory side, the road towards complex molecular structures requires an accurate description of the interaction of ultrashort pulses with molecular systems composed by tens of atoms and the calculation of the subsequent dynamics. The first steps towards achieving
the first part have been amply described in this review. However, theory is still far from being able to describe how the electron dynamics that follows the interaction with an attosecond pulse is affected by the coupling with the nuclear degrees of freedom, and how this coupling determines the fate of the system in the form of charge localization and the production of specific molecular fragments. Also, production of secondary electrons resulting from Auger decay, which has been recognized as a very important source of cellular damage, has been ignored in most theoretical studies involving large molecules due to the difficulty (i) to describe the ionization continuum, this time containing multiple electrons, (ii) to account for correlation effects in that continuum, and (iii) to describe the coupling with the nuclear motion, which occurs in a similar time scale as Auger emission. Efforts devoted to fill this void in large molecules should keep theorists busy in the next few years. Significant progress in this direction is really necessary to get a complete understanding of how electron dynamics dictates the chemical behavior of large molecules at longer time scales where chemistry happens and how it can be used to alter this chemistry.

Particularly challenging for theory is also the description of real pump-probe experiments, in which the probe pulse can actively modify the electron dynamics initiated by the pump pulse, for example by generating a coupling between different states with an energy difference that is favorable for one or two photon transitions, thus inducing population transfers before molecular fragmentation. Although this has been achieved for the H₂ molecule and other diatomics, theory is still far away from providing a similar level of description for large molecules, since the use of a probe pulse, even an IR one, inevitably leads to additional ionization of the system and, very likely, to Auger decay.

In conclusion, in this review we have tried to convey to the reader the message that attosecond science is rapidly progressing towards the investigation and understanding of complex ultrafast dynamics in large molecular systems, with important implications in a variety of research fields, going from physics, passing through chemistry, and arriving recently to biology. However, there is still a long way to fully exploit the capabilities that attosecond
techniques can offer in order to warrant their solid establishment in chemistry and biology, but the prospects for the years to come are excellent.
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## 9 Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC</td>
<td>Algebraic Diagrammatic Construction</td>
</tr>
<tr>
<td>APT</td>
<td>Attosecond Pulse Train</td>
</tr>
<tr>
<td>ARPES</td>
<td>Angle Resolved Photoemission Spectroscopy</td>
</tr>
<tr>
<td>CASSCF</td>
<td>Complete Active Space Self-Consistent Field</td>
</tr>
<tr>
<td>CC</td>
<td>Close-Coupling</td>
</tr>
<tr>
<td>CC-LR</td>
<td>Coupled Cluster-Linear Response</td>
</tr>
<tr>
<td>CEP</td>
<td>Carrier-Envelope Phase</td>
</tr>
<tr>
<td>CI</td>
<td>Configuration Interaction</td>
</tr>
<tr>
<td>CIS</td>
<td>Configuration Interaction Singles</td>
</tr>
<tr>
<td>CMS</td>
<td>Continuum Multiple-Scattering</td>
</tr>
<tr>
<td>COLTRIMS</td>
<td>COLd-Target Recoil Ion Momentum Spectroscopy</td>
</tr>
<tr>
<td>CPA</td>
<td>Chirped-Pulse Amplification</td>
</tr>
<tr>
<td>CW</td>
<td>Coulomb Wave</td>
</tr>
<tr>
<td>DFG</td>
<td>Difference Frequency Generation</td>
</tr>
<tr>
<td>DFT</td>
<td>Density Functional Theory</td>
</tr>
<tr>
<td>DOG</td>
<td>Double Optical Gating</td>
</tr>
<tr>
<td>EOM</td>
<td>Equation Of Motion</td>
</tr>
<tr>
<td>EUV</td>
<td>Extreme UltraViolet</td>
</tr>
<tr>
<td>EOM-CC</td>
<td>Equation-Of-Motion Coupled Cluster</td>
</tr>
<tr>
<td>FEL</td>
<td>Free Electron Laser</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FROG</td>
<td>Frequency Resolved Optical Gating</td>
</tr>
<tr>
<td>FROG CRAB</td>
<td>FROG for Complete Reconstruction of Attosecond Bursts</td>
</tr>
<tr>
<td>GDOG</td>
<td>Generalized DOG</td>
</tr>
<tr>
<td>GTO</td>
<td>Gaussian-Type Orbital</td>
</tr>
</tbody>
</table>
HCF  Hollow-Core Fiber
HF   Hartree Fock
HHG  High-order Harmonic Generation
IG   Ionization Gating
IP   Ionization Potential
IPG  Interferometric Polarization Gating
IR   InfraRed
KS   Kohn-Sham
KT   Koopmans Theorem
LCAO Linear Combination of Atomic Orbitals
LIED Laser Induced Electron Diffraction
LR   Linear Response
MCP  Micro-Channel Plate
MCTDH MultiConfiguration Time-Dependent Hartree
MFPAD Molecular Frame Photoelectron Angular Distribution
MO   Molecular Orbital
MRCI Multireference Configuration Interaction
MT   Muffin Tin
NIR  Near InfraRed
NOG  Noncollinear Optical Gating
NWP  Nuclear Wave Packet
OCE  One-Center Expansion
OCW  Orthogonalized Coulomb Wave
OPA  Optical Parametric Amplifier
OPCPA Optical Parametric Chirped-Pulse Amplification
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPW</td>
<td>Orthogonalized Plane Wave</td>
</tr>
<tr>
<td>PACER</td>
<td>Probing Attosecond dynamics by Chirp-Encoded Recollision</td>
</tr>
<tr>
<td>PEC</td>
<td>Potential Energy Curve</td>
</tr>
<tr>
<td>PCGPA</td>
<td>Principal Component Generalized Projection Algorithm</td>
</tr>
<tr>
<td>PROOF</td>
<td>Phase Retrieval by Omega Oscillation Filtering</td>
</tr>
<tr>
<td>PW</td>
<td>Plane Wave</td>
</tr>
<tr>
<td>RASSCF</td>
<td>Restricted Active Space Self Consistent Field</td>
</tr>
<tr>
<td>RAS</td>
<td>Resonant Auger Spectroscopy</td>
</tr>
<tr>
<td>RPA</td>
<td>Random Phase Approximation</td>
</tr>
<tr>
<td>RABBITT</td>
<td>Reconstruction of Attosecond Beating By Interference of Two-photon Transitions</td>
</tr>
<tr>
<td>RASSCF</td>
<td>Restricted Active Space Self Consistent Field</td>
</tr>
<tr>
<td>REMI</td>
<td>REaction Microscope</td>
</tr>
<tr>
<td>SA</td>
<td>Sudden Approximation</td>
</tr>
<tr>
<td>SAC-CI</td>
<td>Symmetry Adapted Cluster-Configuration Interaction</td>
</tr>
<tr>
<td>SAE</td>
<td>Single Active Electron</td>
</tr>
<tr>
<td>SCF</td>
<td>Self-Consistent Field</td>
</tr>
<tr>
<td>ASCF</td>
<td>Delta Self-Consistent Field</td>
</tr>
<tr>
<td>SFA</td>
<td>Strong Field Approximation</td>
</tr>
<tr>
<td>STO</td>
<td>Slater-Type Orbital</td>
</tr>
<tr>
<td>TDA</td>
<td>Tamm-Dancoff Approximation</td>
</tr>
<tr>
<td>TDDFT</td>
<td>Time-Dependent Density Functional Theory</td>
</tr>
<tr>
<td>TDSE</td>
<td>Time-Dependent Schrödinger Equation</td>
</tr>
<tr>
<td>TOF</td>
<td>Time-Of-Flight</td>
</tr>
<tr>
<td>TRPES</td>
<td>Time-Resolved PhotoEmission Spectroscopy</td>
</tr>
<tr>
<td>VMI</td>
<td>Velocity Map Imaging</td>
</tr>
<tr>
<td>XAS</td>
<td>X-ray Absorption Spectroscopy</td>
</tr>
<tr>
<td>WP</td>
<td>Wave Packet</td>
</tr>
</tbody>
</table>
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