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Abstract

A search for narrow resonances decaying to an electron and a muon is presented. The \( e\mu \) mass spectrum is also investigated for non-resonant contributions from the production of quantum black holes (QBHs). The analysis is performed using data corresponding to an integrated luminosity of 19.7 fb\(^{-1}\) collected in proton-proton collisions at a centre-of-mass energy of 8 TeV with the CMS detector at the LHC. With no evidence for physics beyond the standard model in the invariant mass spectrum of selected \( e\mu \) pairs, upper limits are set at 95% confidence level on the product of cross section and branching fraction for signals arising in theories with charged lepton flavour violation. In the search for narrow resonances, the resonant production of a \( \tau \) sneutrino in R-parity violating supersymmetry is considered. The \( \tau \) sneutrino is excluded for masses below 1.28 TeV for couplings \( \lambda_{132} = \lambda_{231} = \lambda'_{311} = 0.01 \), and below 2.30 TeV for \( \lambda_{132} = \lambda_{231} = 0.07 \) and \( \lambda'_{311} = 0.11 \). These are the most stringent limits to date from direct searches at high-energy colliders. In addition, the resonance searches are interpreted in terms of a model with heavy partners of the Z boson and the photon. In a framework of TeV-scale quantum gravity based on a renormalization of Newton’s constant, the search for non-resonant contributions to the \( e\mu \) mass spectrum excludes QBH production below a threshold mass \( M_{\text{th}} \) of 1.99 TeV. In models that invoke extra dimensions, the bounds range from 2.36 TeV for one extra dimension to 3.63 TeV for six extra dimensions. This is the first search for QBHs decaying into the \( e\mu \) final state.
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1 Introduction

Several extensions of the standard model (SM) predict the existence of heavy, short-lived states that decay to the $e\mu$ final state, and motivate the search for lepton flavour violating (LFV) signatures in interactions involving charged leptons. This paper reports a search for phenomena beyond the SM in the invariant mass spectrum of $e\mu$ pairs. The analysis is based on data with an integrated luminosity of 19.7 fb$^{-1}$ collected in proton-proton (pp) collisions at $\sqrt{s} = 8$ TeV with the CMS detector at the CERN LHC [1]. The results are interpreted in terms of three theoretically predicted objects: a $\tau$ sneutrino ($\tilde{\nu}_\tau$) lightest supersymmetric particle (LSP) in R-parity violating (RPV) supersymmetry (SUSY) [2], interfering LFV $Z'$ and $\gamma'$ bosons [3], and quantum black holes (QBHs) [4–6].

In RPV SUSY, lepton number can be violated at tree level in interactions between fermions and sfermions, and the $\tilde{\nu}_\tau$ may be the LSP [7]. For the resonant $\tilde{\nu}_\tau$ signal, the following trilinear RPV part of the superpotential is considered: $W_{\text{RPV}} = \frac{1}{2}\lambda_{ijk}L_iL_jE_k + \lambda'_{ijk}L_iQ_j\bar{D}_k$ (i, j, k ∈ 1, 2, 3), where $i$, $j$, and $k$ are generation indices, $L$ and $Q$ are the $SU(2)_L$ doublet superfields of the leptons and quarks, and $E$ and $\bar{D}$ are the $SU(2)_L$ singlet superfields of the charged leptons and down-like quarks. We assume that all RPV couplings vanish, except for $\lambda'_{132}$, $\lambda'_{231}$, and $\lambda'_{311}$, and consider a SUSY mass hierarchy with a $\tilde{\nu}_\tau$ LSP. In this model, the $\tilde{\nu}_\tau$ can be produced resonantly in pp collisions via the $\lambda'_{311}$ coupling and it can decay either into an $e\mu$ pair via the $\lambda'_{132}$ and $\lambda'_{231}$ couplings, or into a $d\bar{d}$ pair via the $\lambda'_{311}$ coupling. In this analysis we consider only the $e\mu$ final state and, for simplicity, we assume $\lambda'_{132} = \lambda'_{231}$.

The LFV $Z'$ signal is based on a model with two extra dimensions [3, 8], where the three generations of the SM arise from a single generation in higher-dimensional space-time. Flavour changing processes are introduced through the Kaluza-Klein modes of gauge fields that are not localised on a brane. In four-dimensional space-time, an effective Lagrangian can be obtained that contains two complex vector fields $Z'$ and $\gamma'$. These vector fields generate transitions between the families in which the generation number changes by unity, such as the process $d + \pi \rightarrow Z'/\gamma' \rightarrow e^- + \mu^+$ and its charge conjugate. The structure of the terms in the Lagrangian for the production and decay of the $Z'$ and $\gamma'$ bosons is analogous to that describing the interactions of the Z boson and the photon with quarks and charged leptons, respectively. The coupling strengths $g_{12}$ and $g_{e12}$ are related to their SM counterparts through a multiplicative coupling modifier $\kappa$. For simplicity, the masses $M_{Z'}$ and $M_{\gamma'}$ are assumed to be equal, and the model is referred to as the LFV $Z'$ model. It is characterized by the two independent parameters $M_{Z'}$ and $\kappa$.

Theories that have a fundamental Planck scale of the order of a TeV [9–13] offer the possibility of producing microscopic black holes [14–16] at the LHC. In contrast to semiclassical, thermal black holes, which would decay to high-multiplicity final states, QBHs are non-thermal objects expected to decay predominantly to pairs of particles. We consider the production of a spin-0, colourless, neutral QBH in a model with lepton flavour violation, in which the cross section for QBH production is extrapolated from semiclassical black holes and depends on the threshold mass $M_{\text{th}}$ for QBH production and the number of extra dimensions $n$. For $n = 0$, it corresponds to a 3+1-dimensional model with low-scale quantum gravity, where a renormalization of Newton’s constant leads to a Planck scale at the TeV scale [13, 17, 18]; $n = 1$ corresponds to the Randall–Sundrum (RS) brane world model [9, 10]; and $n > 1$ to the Arkani-Hamed–Dimopoulos–Dvali (ADD) model [11, 12]. We consider flat-space black holes (black holes that are spherical both in the brane and in the bulk dimensions) and, in the case of RS-type black holes ($n = 1$), consider only the regime in which almost flat five-dimensional space is an applicable metric. This is the case for $r_S \ll 1/(ke^{kr_c})$, where $r_S$ is the Schwarzschild radius, $k$
denotes the Anti-de Sitter curvature, and \( r_c \) is the size of the extra dimension. The threshold \( M_{th} \) is assumed to be at the Planck scale in the definition of the Particle Data Group [19] for \( n = 0 \) and \( n > 1 \), whereas for \( n = 1 \) both the PDG and RS definitions [4] are adopted. In this model, the branching fraction of QBH decays to the \( e^\pm \mu^\mp \) final state is 1.1\%, which is twice that of the dimuon or dielectron decay modes, making the \( e^\pm \mu^\mp \) signature the most promising leptonic decay channel. While the resonant \( \tilde{\nu}_\tau \) and LFV \( Z' \) signals result in a narrow peak in the invariant mass spectrum of the \( e\mu \) pair, the mass distribution of the QBH signal is characterized by an edge at the threshold for QBH production, and a monotonically decreasing tail.

Direct searches for resonances in the \( e\mu \) invariant mass spectrum with interpretations in terms of \( \tilde{\nu}_\tau \) production have been carried out by the CDF [20] and D0 [21] collaborations at the Fermilab Tevatron and most recently by the ATLAS collaboration [22] using pp collision data at a centre-of-mass energy of 8 TeV at the LHC. For couplings \( \lambda_{132} = 0.07 \) and \( \lambda'_{311} = 0.11 \), the most stringent of these limits stems from the search performed by the ATLAS collaboration, excluding at 95% confidence level (CL) a \( \tilde{\nu}_\tau \) below a mass of 2.0 TeV. Low-energy muon conversion experiments [23] yield strong limits as a function of the \( \tau \) sneutrino mass on the product of the two RPV couplings of \( \lambda_{132} \lambda'_{311} < 3.3 \times 10^{-7} \left( M_{\tilde{\nu}_\tau} / 1 \text{ TeV} \right)^2 \) at 90% CL [24]. In the case of the \( Z' \) signal, searches for \( K_0^L \to e\mu \) decays constrain the coupling modifier \( \kappa \). For the choice \( M_{Z'} = M_{\gamma'} \), a bound of \( \kappa \lesssim M_{Z'}/100 \text{ TeV} \) is obtained at 90% CL [3, 25]. There have been searches for QBHs decaying hadronically, by the CMS [26–28] and ATLAS [29, 30] collaborations, and in the photon plus jet, lepton plus jet, dimuon, and dielectron final states, by the ATLAS collaboration [31–34]. This is the first search for QBH decays into the \( e\mu \) final state.

The search for the phenomena beyond the SM described above is carried out for invariant masses of the \( e\mu \) pair of \( M_{e\mu} \geq 200 \text{ GeV} \), which is the relevant region in light of existing constraints from other direct searches. Using the same event selection, the \( e\mu \) invariant mass spectrum is searched for two different signal shapes: the shape associated with a narrow resonance that may be interpreted in terms of any model involving a resonance decaying promptly into an electron and a muon, and the more model-specific QBH signal shape. With a relative \( e\mu \) invariant mass resolution ranging from 1.6\% at \( M_{e\mu} = 200 \text{ GeV} \) to 6\% at \( M_{e\mu} = 3 \text{ TeV} \), the CMS detector is a powerful tool for searches for new physics in the \( e\mu \) invariant mass spectrum.

## 2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Extensive forward calorimetry complements the coverage provided by the barrel and endcap detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. The silicon tracker consists of 1440 silicon pixel and 15148 silicon strip detector modules and measures charged particles within the pseudorapidity range \( |\eta| < 2.5 \). The ECAL consists of 75848 lead tungstate crystals and provides coverage for \( |\eta| < 1.479 \) in a barrel region and 1.479 < \( |\eta| < 3.0 \) in two endcap regions. Muons are measured in the range \( |\eta| < 2.4 \), with detection planes using three technologies: drift tubes, cathode strip chambers, and resistive plate chambers. A two-level trigger system is used by the CMS experiment. The first level is composed of custom hardware processors and uses information from the calorimeters and muon detectors to select interesting events and to reduce the event rate from the initial bunch crossing frequency of 20 MHz to a maximum of 100 kHz. The high-level trigger processor farm further decreases the event rate to 400 Hz before data storage. A detailed description...
of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [35].

3 Event selection

The search is designed in a model-independent way by requiring only one prompt muon and one prompt electron in the event selection. This minimal selection allows for a reinterpretation of the results in terms of models with more complex event topologies than the single $e\mu$ pair present in the signals considered in this paper.

The data sample is selected using a single-muon trigger with a minimum transverse momentum ($p_T$) requirement of $p_T > 40$ GeV. In order to allow the trigger to remain unprescaled, the pseudorapidity of the muons is constrained to values $|\eta| < 2.1$. Offline, each event is required to have a reconstructed pp collision vertex with at least four associated tracks, located less than 2 cm from the centre of the detector in the plane transverse to the beam and less than 24 cm from it in the direction along the beam. The primary vertex is defined as the vertex with the largest sum of squared transverse momenta of its associated tracks.

The reconstruction and identification of electrons and muons is carried out using standard CMS algorithms, described in more detail in Refs. [36–40]. Reconstruction of the muon track starts from two tracks, one built in the silicon tracker and one built in the muon system. Hits used to reconstruct the tracks in the two systems are then used to reconstruct a track spanning over the entire detector [36]. Muon candidates are required to have a transverse momentum of $p_T > 45$ GeV with a measured uncertainty of $\delta(p_T)/p_T < 0.3$ and must fall into the acceptance of the trigger of $|\eta| < 2.1$. The candidate’s track must have transverse and longitudinal impact parameters with respect to the primary vertex position of less than 0.2 cm and 0.5 cm, respectively. At least one hit in the pixel detector, six or more hits in silicon-strip tracker layers, and matched segments in at least two muon detector planes are required to be associated with the reconstructed track. In order to suppress backgrounds from muons within jets, the scalar $p_T$ sum of all other tracks within a cone of size 0.3 in $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$ (where $\phi$ is the azimuthal angle in radians) around the muon candidate’s track is required to be less than 10% of the candidate’s $p_T$.

In the electron reconstruction, ECAL clusters are matched to silicon pixel detector hits, which are then used as seeds for the reconstruction of tracks in the tracker. Electron candidates are built from clusters with associated tracks and must lie within the barrel or endcap acceptance regions, with pseudorapidities of $|\eta| < 1.442$ and $1.56 < |\eta| < 2.5$, respectively, with a transverse energy $E_T > 35$ GeV. The transverse energy is defined as the magnitude of the projection on the plane perpendicular to the beam of the electron momentum vector normalized to the electron energy measured in the ECAL. Misidentification of jets as electrons is suppressed by requiring that the scalar sum of the $p_T$ of all other tracks in a cone of size 0.3 in $\Delta R$ around the electron candidate’s track is less than 5 GeV. In addition, the sum of the $E_T$ of calorimeter energy deposits in the same cone that are not associated with the electron candidate must be less than 3% of the candidate’s $E_T$ (plus a small $\eta$-dependent offset). To minimise the impact of additional pp interactions in the same bunch crossing (pileup) on the selection efficiency, the calorimeter isolation is corrected for the average energy density in the event [41]. Further reduction of electron misidentification is achieved by requiring the transverse profile of the energy deposition in the ECAL to be consistent with the expected electron profile, and the sum of HCAL energy deposits in a cone of size 0.15 in $\Delta R$ to be less than 5% of the electron’s ECAL energy. The transverse impact parameter of the electron candidate’s track with respect to the
primary vertex must not exceed 0.02 cm and 0.05 cm, for barrel and endcap candidates, respectively, and the track must not have more than one missing hit in the layers of the pixel detector it crossed.

The trigger efficiency has been measured using the “tag-and-probe” technique in dimuon events from Z decays described in [36, 38, 39]. The trigger efficiency for muons that pass the selection requirements is 92.9% within $|\eta| < 0.9$, 83.1% within $0.9 < |\eta| < 1.2$, and 80.3% within $1.2 < |\eta| < 2.1$. The muon identification efficiency, including the isolation requirement, is measured with the tag-and-probe technique applied to muons from Z boson decays using tracks in the inner silicon tracker as probes. The same efficiency of $95 \pm 1$% (syst) is obtained in the three pseudorapidity regions $|\eta| < 0.9$, $0.9 < |\eta| < 1.2$, and $1.2 < |\eta| < 2.1$, with corresponding efficiency ratios between data and the simulation of $0.990 \pm 0.005$ (syst), $0.992 \pm 0.005$ (syst), and $0.995 \pm 0.005$ (syst). A $p_T$ range up to 300 GeV has been probed with the tag-and-probe method and the muon identification efficiencies remain constant within the statistical precision, as do the corresponding efficiency ratios between data and simulation. The evolution of the muon reconstruction and identification efficiencies and the muon trigger efficiency for muon $p_T > 300$ GeV is based on simulation. Using dielectron events from Z boson decays [37], the total efficiency to reconstruct and select electrons with $p_T > 100$ GeV is found to be $88 \pm 2$% (syst) in the barrel region and $84 \pm 4$% (syst) in the endcaps. According to Monte Carlo (MC) simulation, the variation of these efficiencies with electron $p_T$ is less than $\pm 1$% in the barrel and $\pm 2$% in the endcaps. The corresponding efficiency ratios for $p_T > 100$ GeV between data and simulation are $0.985 \pm 0.014$ (syst) in the barrel and $0.981 \pm 0.004$ (syst) in the endcaps. These efficiencies and efficiency ratios have been measured up to an electron $p_T$ of 1 TeV in the barrel and 500 GeV in the endcap regions.

In the event selection, at least one isolated muon and one isolated electron that both pass the identification criteria described above are required. After the application of all efficiency scale factors that correct the simulation to the efficiencies measured in data, the combined dilepton reconstruction and identification efficiency for RPV $\tilde{\nu}_\tau$ signal events within the detector acceptance is expected to be 80.6% at $M_{\tilde{\nu}_\tau} = 200$ GeV and the full selection efficiency including the trigger requirement is 71.2%. The MC simulation predicts that this efficiency is constant within 3% for masses between 200 GeV and 3 TeV. The electron and the muon are not required to have opposite charge, in order to avoid a loss in signal efficiency due to possible electron charge misidentification at high electron $p_T$. Since highly energetic muons can produce bremsstrahlung resulting in an associated supercluster in the calorimeter in the direction of the muon’s inner track, they can be misidentified as electrons. Therefore, an electron candidate is rejected if there is a muon with $p_T$ greater than 5 GeV within $\Delta R < 0.1$ of the candidate. Only one $e\mu$ pair per event is considered. For about 1% of the events passing the event selection there is more than one $e\mu$ pair in the event, in which case the pair with the highest invariant mass is selected.

### 4 Signal simulation

The RPV and QBH signal samples are generated with the CALCHEP (v. 3.4.1) event generator [42]. A cross section calculation at next-to-leading order (NLO) in perturbative QCD is used for the RPV signal [43], in which the factorization and renormalization scales are set to $M_{\tilde{\nu}_\tau}$, and the CTEQ6M [44] set of parton distribution functions (PDF) is used. The invariant mass distributions of reconstructed $e\mu$ pairs from simulated QBH signal samples are presented in Fig. 1 for different signal masses and numbers of extra dimensions. A more detailed description of the implemented QBH model including the dependence of the $M_{e\mu}$ spectrum from QBH de-
cays on the model parameters is presented in Ref. [45]. The LFV $Z'$ signal events are produced with the MADGRAPH (v. 5.1.5.9) generator [46]. The effects of the interference resulting from the $M_{Z'} = M_{\gamma'}$ mass degeneracy on the cross section and signal acceptance are taken into account, and the coupling parameters of the model are taken to be the same as in Ref. [3]. All signal samples use the CTEQ6L1 [44] PDF, PYTHIA (v. 6.426) [47] for hadronization with the underlying event tune $Z^*$, and are processed through a simulation of the full CMS detector based on GEANT4 (v. 9.4) [48]. The PYTHIA $Z^*$ tune is derived from the Z1 tune [49], which uses the CTEQ5L PDF set, whereas $Z^*$ adopts CTEQ6L.

The total acceptance times efficiency for each of the three signal models considered in this analysis is determined using MC simulation with selection efficiencies corrected to the values measured in data. The signal acceptance, as defined by the selection on the lepton $p_T$ and $\eta$ applied to the generated leptons in the signal simulation, and the product of acceptance and selection efficiency, are shown in Tables 1 and 2, evaluated for selected signal masses. The acceptance of the RPV $\tilde{\nu}_\tau$ model is that of a generic spin-0 resonance. In the case of the LFV $Z'$ model, the acceptance is more model-specific due to the interference between the $Z'$ and the $\gamma'$. This interference shapes the $\eta$ distributions of the leptons in the final state, which leads to a smaller acceptance compared to a generic spin-1 resonance. Table 3 lists the parameterizations of the acceptance times efficiency as a function of signal mass for the RPV $\tilde{\nu}_\tau$ and LFV $Z'$ resonance signals, resulting from fits in the mass range from 200 GeV to 2.5 TeV. These parameterizations are used later in the statistical interpretation of the resonance search.

![Figure 1](image-url)  
Figure 1: Invariant mass distributions of reconstructed $e\mu$ pairs from simulated QBH signal events that pass the event selection, normalized to unit area. The steps at the threshold masses $M_{th}$ are smeared out by the detector resolution.

### 5 Background estimation

The SM backgrounds contributing to the $e\mu$ final state can be divided into two classes of events. The first class comprises events with at least two prompt, isolated leptons. The second class consists of events with either jets or photons that are misidentified as isolated leptons, and events with jets containing non-prompt leptons. This second class of background is referred to as “non-prompt background” in this paper. The expected SM background from processes with two prompt leptons is obtained from MC simulations. It consists mostly of events from $t\bar{t}$...
Table 1: Signal acceptance ($A$) and the product of acceptance and efficiency ($A\epsilon$) for different signal masses, for the RPV \(\bar{\nu}_\tau\) and LFV $Z'$ models. The acceptance is defined as the fraction of signal events in the simulation passing the selection on lepton $p_T$ and $\eta$ applied to the generated leptons.

<table>
<thead>
<tr>
<th>$M_{\bar{\nu}_\tau}$ (TeV)</th>
<th>$A$</th>
<th>$A\epsilon$</th>
<th>$M_{Z'}$ (TeV)</th>
<th>$A$</th>
<th>$A\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.59</td>
<td>0.42</td>
<td>0.25</td>
<td>0.57</td>
<td>0.39</td>
</tr>
<tr>
<td>0.5</td>
<td>0.80</td>
<td>0.58</td>
<td>0.5</td>
<td>0.72</td>
<td>0.51</td>
</tr>
<tr>
<td>1.0</td>
<td>0.89</td>
<td>0.64</td>
<td>1.0</td>
<td>0.83</td>
<td>0.59</td>
</tr>
<tr>
<td>1.5</td>
<td>0.91</td>
<td>0.65</td>
<td>1.5</td>
<td>0.87</td>
<td>0.61</td>
</tr>
<tr>
<td>2.0</td>
<td>0.92</td>
<td>0.65</td>
<td>2.0</td>
<td>0.89</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table 2: Signal acceptance ($A$) and the product of acceptance and efficiency ($A\epsilon$) for different threshold masses $M_{\text{th}}$, for the QBH models with $n = 0$ and $n = 6$ extra dimensions. The acceptance is defined as the fraction of signal events in the simulation passing the selection on lepton $p_T$ and $\eta$ applied to the generated leptons.

<table>
<thead>
<tr>
<th>$M_{\text{th}}$ (TeV)</th>
<th>$A$</th>
<th>$A\epsilon$</th>
<th>$M_{\text{th}}$ (TeV)</th>
<th>$A$</th>
<th>$A\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.85</td>
<td>0.61</td>
<td>0.5</td>
<td>0.82</td>
<td>0.60</td>
</tr>
<tr>
<td>1.0</td>
<td>0.90</td>
<td>0.63</td>
<td>1.0</td>
<td>0.89</td>
<td>0.64</td>
</tr>
<tr>
<td>2.0</td>
<td>0.93</td>
<td>0.64</td>
<td>2.0</td>
<td>0.93</td>
<td>0.65</td>
</tr>
<tr>
<td>3.0</td>
<td>0.94</td>
<td>0.63</td>
<td>3.0</td>
<td>0.94</td>
<td>0.64</td>
</tr>
<tr>
<td>4.0</td>
<td>0.94</td>
<td>0.62</td>
<td>4.0</td>
<td>0.94</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 3: Parametrization of the product of signal acceptance and efficiency ($A\epsilon$) as a function of signal mass $M$, for the RPV $\bar{\nu}_\tau$ and LFV $Z'$ models. The value of $M$ is expressed in units of GeV.

<table>
<thead>
<tr>
<th>Model</th>
<th>Functional form of $A\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPV $\bar{\nu}_\tau$</td>
<td>$0.76 - 86.9/(61.4 + M) - 3.3 \times 10^{-5} M$</td>
</tr>
<tr>
<td>LFV $Z'$</td>
<td>$0.74 - 141.3/(165.6 + M) - 2.7 \times 10^{-5} M$</td>
</tr>
</tbody>
</table>

production and WW production; the former process is dominant at lower masses and the latter becomes equally important above $M_{\mu\mu} \sim 1$ TeV. Other background processes estimated from MC simulation are the additional diboson processes WZ and ZZ, single top $tW$ production, and Drell–Yan (DY) $\tau\tau$ events with subsequent decay of the $\tau\tau$ pair into an electron and a muon. The $t\bar{t}$, $tW$, and WW simulated samples are generated using POWHEG (v. 1.0) [50–52] with the CT10 PDF [53], and the DY, WZ, and ZZ background samples are generated using the MADGRAPH (v. 5.1.3.30) event generator with the CTEQ6L1 PDF. All background samples use PYTHIA (v. 6.426) for hadronization with the underlying event tune Z2'. The generated events are processed through a full simulation of the CMS detector based on GEANT4 (v. 9.4).  

Pileup interactions are included in the simulation and event-dependent weights are applied in order to reproduce the number of pp interactions expected for the measured instantaneous luminosity. After this procedure, the distribution of the number of vertices per event observed in data is well described by the simulation. The simulated samples are normalized to the integrated luminosity of the data sample, 19.7 fb$^{-1}$. The cross sections are calculated to next-to-next-to-leading order (NNLO) accuracy in perturbative QCD for $t\bar{t}$ [54] and DY [55] and to NLO accuracy for the $tW$ [56], WW, WZ, and ZZ [57] processes.
The main sources of non-prompt background in the $e\mu$ selection arise from $W$+jet and $W\gamma$ production with a jet or photon that are misidentified as an electron. The $Z$+jet, QCD multijet, and $t\bar{t}$ processes yield subleading contributions to the background with non-prompt leptons. The $W\gamma$ background is estimated from simulation based on the MadGraph (v. 5.1.3.30) event generator. A background estimation based on control samples in data, using the jet-to-electron misidentification rate (MR) method explained below, is used to determine the $M_{e\mu}$ distributions from $W$+jet and QCD multijet production. The measurement of the jet-to-electron misidentification rate has been carried out in the context of Ref. [40]. It starts from a sample collected using a prescaled single electromagnetic cluster trigger, in which the presence of an electron candidate with relaxed electron identification criteria is required. The events of the sample must have no more than one reconstructed electron with $E_T > 10$ GeV, in order to suppress the contribution from $Z$ decays. The misidentification measurement can be biased by selecting genuine electrons from $W$+jet events or converted photons from $\gamma$+jet events. Processes that can give a single electron, such as $t\bar{t}$, $tW$, $WW$, $WZ$, $Z \rightarrow \tau\tau$, and $Z \rightarrow ee$ where, if a second electron is produced, it fails to be reconstructed, give another less significant source of contamination. Simulated samples are used to correct for this contamination and its effect on the MR. After these corrections, the electron MR, measured in bins of $E_T$ and $\eta$, is the number of electrons passing the full selection over the number of electron candidates in the sample.

Using the measured electron MR, the $W$+jet and QCD multijet contributions can be estimated from a sample with a muon passing the single-muon trigger and the full muon selection, and an electron candidate satisfying the relaxed selection requirements but failing the full electron selection. Each event in the sample is weighted by the factor $MR / (1 - MR)$ to determine the overall contribution of the jet backgrounds. Contributions from processes other than $W$+jet and QCD multijet are subtracted from the sample to which the MR is applied, to avoid double counting. This subtraction is based on MC simulated background samples. A systematic uncertainty of 30% is applied to the jet background estimate, based on cross-checks and closure tests. An uncertainty of 50% is assigned to the background estimate for the $W\gamma$ process, which is taken from simulation at leading order (LO) in perturbative QCD.

6 Results

After the event selection, 28 925 events are observed in data. The $e\mu$ invariant mass distribution is shown in Fig. 2, together with the corresponding cumulative distribution. A comparison of the observed and expected event yields is given in Table 4. The dominant background process is $t\bar{t}$, which contributes 69% of the total background yield after selection, followed by $WW$ production, contributing 11%. The two selected leptons carry opposite measured electric charge in 26 840 events and carry the same charge in 2085 events. According to the background estimation, 2100 $\pm$ 360 events with same-charge $e\mu$ pairs are expected, most of which stem from the $W$+jet process, followed by $t\bar{t}$ and diboson production $WZ/ZZ$.

The systematic uncertainties assigned to backgrounds obtained from simulation include the integrated luminosity (2.6%) [58] and the acceptance times efficiency (5%). The latter is based on the uncertainties in the various efficiency scale factors that correct the simulation to the efficiencies measured in data. According to simulation, the evolution of the lepton selection efficiencies from the $Z$ pole, where they are measured, to high lepton $p_T$ is covered within this uncertainty. The uncertainty in the muon momentum scale is 5% per TeV. Electron energy scale uncertainties are 0.6% in the barrel and 1.5% in the endcap. These momentum and energy scale uncertainties cumulatively lead to an uncertainty in the total background yield of 2% at $M_{e\mu} = 500$ GeV and 3.5% at $M_{e\mu} = 1$ TeV. Uncertainties in the electron $E_T$ and muon $p_T$
Figure 2: The invariant mass distribution of selected $e\mu$ pairs (left), and the corresponding cumulative distribution, where all events above the mass value on the x-axis are summed (right). The points with error bars represent the data and the stacked histograms represent the expectations from SM processes. The label ‘Jets’ refers to the estimate of the W+jet and QCD multijet backgrounds from data. The ratio of the data to the background for each bin is shown at the bottom. The horizontal lines on the data points indicate the bin width.

Table 4: The number of observed events compared to the background expectation in five invariant mass ranges and in the full invariant mass range. The yields obtained from simulations are normalized according to their expected cross sections. The background label ‘Jets’ refers to the estimate of the W+jet and QCD multijet backgrounds from data.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>$&lt;200$</th>
<th>200–400</th>
<th>400–600</th>
<th>600–1000</th>
<th>$&gt;1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(GeV)</td>
<td>(GeV)</td>
<td>(GeV)</td>
<td>(GeV)</td>
<td>(GeV)</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>20100</td>
<td>15800</td>
<td>4050</td>
<td>260</td>
<td>30</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>±1800</td>
<td>±1400</td>
<td>±450</td>
<td>±44</td>
<td>±7</td>
<td>±0.4</td>
</tr>
<tr>
<td>WW</td>
<td>3150</td>
<td>2400</td>
<td>670</td>
<td>68</td>
<td>13</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>±260</td>
<td>±200</td>
<td>±64</td>
<td>±8</td>
<td>±2</td>
<td>±0.2</td>
</tr>
<tr>
<td>$tW$</td>
<td>2000</td>
<td>1550</td>
<td>430</td>
<td>30</td>
<td>4</td>
<td>&lt;0.2</td>
</tr>
<tr>
<td></td>
<td>±160</td>
<td>±120</td>
<td>±40</td>
<td>±3</td>
<td>±0.5</td>
<td>&lt;0.2</td>
</tr>
<tr>
<td>Jets</td>
<td>1570</td>
<td>1250</td>
<td>280</td>
<td>30</td>
<td>5</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>±470</td>
<td>±400</td>
<td>±83</td>
<td>±9</td>
<td>±5</td>
<td>±0.3</td>
</tr>
<tr>
<td>DY</td>
<td>960</td>
<td>910</td>
<td>40</td>
<td>5</td>
<td>&lt;1</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td></td>
<td>±100</td>
<td>±100</td>
<td>±15</td>
<td>±5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WZ/ZZ</td>
<td>940</td>
<td>670</td>
<td>240</td>
<td>27</td>
<td>5</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>±80</td>
<td>±60</td>
<td>±20</td>
<td>±3</td>
<td>±0.6</td>
<td>±0.1</td>
</tr>
<tr>
<td>W$\gamma$</td>
<td>480</td>
<td>360</td>
<td>100</td>
<td>12</td>
<td>3</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>±240</td>
<td>±180</td>
<td>±50</td>
<td>±6</td>
<td>±1.5</td>
<td>±0.3</td>
</tr>
<tr>
<td>Total bkg</td>
<td>29200</td>
<td>22900</td>
<td>5800</td>
<td>430</td>
<td>60</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>±2300</td>
<td>±1800</td>
<td>±560</td>
<td>±53</td>
<td>±9</td>
<td>±0.6</td>
</tr>
<tr>
<td>Data</td>
<td>28925</td>
<td>22736</td>
<td>5675</td>
<td>448</td>
<td>65</td>
<td>1</td>
</tr>
</tbody>
</table>
resolutions have a negligible impact on the total background yield. The uncertainty associated with the choice of PDF in the background simulation is evaluated according to the PDF4LHC prescription [59, 60] and translates into an uncertainty in the background yield ranging from 5\% at $M_{e\mu} = 200$ GeV to 9\% at $M_{e\mu} = 1$ TeV. Among the uncertainties in the cross sections used for the normalization of the various simulated background samples, the 5\% uncertainty in the NNLO QCD cross section of the dominant $t\bar{t}$ background [54] is the most relevant. Further uncertainties associated with the modelling of the shape of the $e\mu$ invariant mass distribution are taken into account for the two leading backgrounds: $t\bar{t}$ (higher-order corrections on the top-$p_T$ description discussed in [61]) and WW (scale uncertainties studied with the POWHEG generator). These lead to an uncertainty in the total background yield of up to 13\% at $M_{e\mu} = 1$ TeV. A further systematic uncertainty arises from the limited sizes of the simulated background samples at high invariant mass, where the background expectation is small. Taking all systematic uncertainties into account, the resulting uncertainty in the background yield ranges from 9\% at $M_{e\mu} = 200$ GeV to 18\% at $M_{e\mu} = 1$ TeV.

As shown in the cumulative invariant mass distribution in Fig. 2, we observe a deficit in data compared to the background expectation for $M_{e\mu} \geq 700$ GeV. In this invariant mass region, 17 events are observed and the background estimate yields $27 \pm 4$ (syst) events. Combining the systematic and statistical uncertainties, the local significance of this discrepancy is below 2$\sigma$.

No significant excess with respect to the expectation is found in the measured $e\mu$ invariant mass distribution, and we set limits on the product of signal cross section and branching fraction for signal mass hypotheses above 200 GeV. Two types of signal shapes are considered for the limit setting: a narrow resonance and the broader $e\mu$ invariant mass spectrum from QBH decays. The RPV $\tilde{\nu}_\tau$ and $Z'$ signals both result in a narrow resonance. For coupling values not excluded by existing searches, the intrinsic widths of these signals are small compared to the detector resolution. Therefore, Gaussian functions are used to model the signal shapes. For each probed resonance signal mass, the two parameters, acceptance times efficiency (Table 3) and invariant mass resolution, define the signal shape used for limit setting. The invariant mass resolution is derived from fits of Gaussian distributions to the $e\mu$ invariant mass spectra from MC simulated signal samples and ranges from 1.6\% at a resonance mass of $M_{\text{res}} = 200$ GeV to 6\% at $M_{\text{res}} = 3$ TeV. For high values of $e\mu$ pair invariant mass, it is dominated by the resolution on the measurement of the muon $p_T$, which ranges from about 2\% at $p_T = 200$ GeV to 6\% at $p_T = 500$ GeV and 10\% at $p_T = 1$ TeV. These values are obtained from MC simulations and agree within the uncertainties with measurements using cosmic ray muons. This model of the narrow resonance allows for a scan of the invariant mass spectrum with a fine spacing of the signal mass hypothesis that corresponds to the invariant mass resolution.

Unlike the $\tilde{\nu}_\tau$ and $Z'$ signals, the QBH signal exhibits a broader shape with a sharp edge at the threshold mass $M_{\text{th}}$, and a tail towards higher masses (Fig. 1). The QBH signal shapes are obtained directly from simulated samples.

The systematic uncertainties in the signal entering the limit calculation are the 2.6\% uncertainty in the integrated luminosity, the 5\% uncertainty in the product of acceptance and efficiency, and the relative uncertainty in the mass resolution, which ranges from 2\% at $M_{\text{res}} = 200$ GeV to 40\% at $M_{\text{res}} = 3$ TeV. The uncertainty in the signal acceptance times efficiency is dominated by the uncertainty in the trigger, lepton reconstruction, and identification efficiencies, and includes the subleading PDF uncertainty in the signal acceptance.

Upper limits at 95\% CL on the product of cross section and branching fraction are determined using a binned likelihood Bayesian approach with a positive, uniform prior for the signal cross section [62]. The signal and background shapes enter the likelihood with a binning of 1 GeV,
well below the invariant mass resolution for masses above 200 GeV. For the resonant signals $\tilde{\nu}_\tau$ and $Z'$, search regions in the invariant mass spectrum are defined as ±6 times the invariant mass resolution evaluated at the hypothetical resonance mass. Only events in these search regions enter the binned likelihood in the limit calculation. The impact of a further broadening of the signal window size on the median expected limit has been found to be negligible within the uncertainties. For mass hypotheses above 800 GeV, the upper bound of the search region is dropped. In the case of the QBH signal, the search region is defined by a lower bound at $M_{4b} - 6\sigma_M$, where $\sigma_M$ is the invariant mass resolution, and there is no upper bound. The nuisance parameters associated with the systematic uncertainties are modelled with log-normal distributions, and a Markov Chain MC method is used for integration. For each mass hypothesis considered, the posterior probability density function is derived as a function of the signal cross section times branching fraction and yields the 95% CL upper limit on this parameter of interest.

The 95% CL limits on the signal cross section times branching fraction for the RPV $\tilde{\nu}_\tau$ resonance signal are shown in Fig. 3 (left). The signal cross section shown is calculated at NLO in perturbative QCD with the RPV couplings set to $\lambda_{132} = \lambda_{231} = 0.01$ and $\lambda_{311}^\prime = 0.01$. For these couplings, a lower mass limit of 1.28 TeV is obtained. At this mass, the observed limit on the cross section times branching fraction is 0.25 fb. For a comparison with earlier searches at hadron colliders [20, 22], the two coupling benchmarks $\lambda_{132} = \lambda_{231} = 0.07$, $\lambda_{311}^\prime = 0.11$, and $\lambda_{132} = \lambda_{231} = 0.05$, $\lambda_{311}^\prime = 0.10$ are considered. For RPV couplings $\lambda_{132} = \lambda_{231} = 0.07$ and $\lambda_{311}^\prime = 0.11$, we set a mass limit of 2.30 TeV, and improve the lower bound of 2.0 TeV previously set [22]. The lower bound on the signal mass for $\lambda_{132} = \lambda_{231} = 0.05$ and $\lambda_{311}^\prime = 0.10$ is 2.16 TeV. In the narrow width approximation, the cross section times branching fraction scales with the mass resolution evaluated at the hypothetical resonance mass. Only events in these search regions are shown in Fig. 3 (left). The signal cross section shown is calculated at NLO production mechanism of the sneutrino. For comparison, with a signal mass of $M_{\tilde{\nu}_\tau} = 1$ TeV and the assumption $\lambda_{132} = \lambda_{231} = 1$ TeV. The ratio of decay width to mass of the sneutrino is shown in Fig. 4 (left). For the coupling modifier $\kappa = 0.05$, a lower bound on the signal mass $M_{\tilde{\nu}_\tau} = M_{\lambda^\prime}$ of 1.29 TeV is obtained. Figure 4 (right) shows the corresponding limit contour in the $M_{\lambda^\prime}, \kappa$ parameter plane. Since this resonance is produced dominantly in the $d\bar{d}$ initial state, the bound from searches for muon conversion is not as strong as for the RPV $\tilde{\nu}_\tau$ signal, but searches for $K_L^0 \to e\mu$ decays yield a stringent exclusion limit of $\kappa \lesssim M_{\lambda^\prime}/100$ TeV at 90% CL. This can be compared to our bound of $\kappa = 0.031$ at 90% CL for $M_{\lambda^\prime} = M_{\lambda} = 1$ TeV.
Figure 3: Left: The 95% CL upper limit on the product of signal cross section and branching fraction for the RPV $\tilde{\nu}_\tau$ signal as a function of the mass of the resonance $M_{\tilde{\nu}_\tau}$. Right: The 95% CL limit contours for the RPV $\tilde{\nu}_\tau$ signal in the $(M_{\tilde{\nu}_\tau}, \lambda'_{311})$ parameter plane. The values of the parameter $\lambda_{132} = \lambda_{231}$ are fixed to 0.07 (red dashed and dotted), 0.05 (green small-dashed), 0.01 (blue dashed), and 0.007 (black solid). The regions above the curves are excluded.

Figure 4: Left: The 95% CL exclusion limit on the product of signal cross section and branching fraction for the $Z'$ signal as a function of the mass $M_{Z'}$. Right: The 95% CL limit contour for the $Z'$ signal in the $(M_{Z'}, \kappa)$ parameter plane.
In the QBH search, we set limits on the mass threshold for QBH production, $M_{\text{th}}$, in models with $n = 0$ to $n = 6$ extra dimensions. The 95% CL limits on the signal cross section times branching fraction for the QBH signal are shown in Fig. 5. For $n = 0$ in a model with a Planck scale at the TeV scale from a renormalization of the gravitational constant, we exclude QBH production below a threshold mass $M_{\text{th}}$ of 1.99 TeV. For $n = 1$, two signal cross sections are considered with the Schwarzschild radius evaluated in the RS and PDG conventions. The resulting limits on $M_{\text{th}}$ are 2.36 TeV and 2.81 TeV, respectively. For ADD-type black holes with $n > 1$, we obtain lower bounds on $M_{\text{th}}$ ranging from 3.15 TeV for $n = 2$ to 3.63 TeV for $n = 6$. A summary of the 95% CL lower mass limits set for all signal models is presented in Table 5.

7 Summary

A search has been reported for heavy states decaying promptly into an electron and a muon using 19.7 fb$^{-1}$ of proton-proton collision data recorded with the CMS detector at the LHC at a centre-of-mass energy of 8 TeV. Agreement is observed between the data and the standard model expectation with new limits set on resonant production of $\tau$ sneutrinos in R-parity violating supersymmetry with subsequent decay into $e\mu$ pairs. For couplings $\lambda_{132} = \lambda_{231} = 0.01$ and $\lambda'_{311} = 0.01$, $\tau$ sneutrino lightest supersymmetric particles for masses $M_{\tilde{\nu}_\tau}$ below 1.28 TeV are excluded at 95% CL. For couplings $\lambda_{132} = \lambda_{231} = 0.07$ and $\lambda'_{311} = 0.11$, masses $M_{\tilde{\nu}_\tau}$ below 2.30 TeV are excluded. These are the most stringent limits from direct searches at high-energy colliders. For the $Z'$ signal model, a lower mass limit of $M_{Z'} = M_{\gamma'} = 1.29$ TeV is set at 95% CL for the coupling modifier $\kappa = 0.05$. This direct search for resonant production of an $e\mu$ pair at the TeV scale does not reach the sensitivity of dedicated low-energy experiments, but complements such indirect searches and can readily be interpreted in terms of different signals of new physics involving a heavy state that decays promptly into an electron and a muon. Lower bounds are set on the mass threshold for the production of quantum black holes with subse-
Table 5: The 95% CL observed and expected lower bounds on the signal masses of \( \tau \) sneutrinos in RPV SUSY, resonances in the LFV \( Z' \) model, and QBHs, each with subsequent decay into an \( e\mu \) pair. For the QBH signal with \( n = 1 \), two signal cross sections are considered with the Schwarzschild radius evaluated in either the Randall-Sundrum (RS) or the Particle Data Group (PDG) convention.

<table>
<thead>
<tr>
<th>Signal model</th>
<th>Lower limit signal mass (TeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>observed</td>
</tr>
<tr>
<td>RPV ( \tilde{\nu}<em>\tau ) ( (\lambda</em>{132} = \lambda_{231} = \lambda'_{311} = 0.01) )</td>
<td>1.28</td>
</tr>
<tr>
<td>RPV ( \tilde{\nu}<em>\tau ) ( (\lambda</em>{132} = \lambda_{231} = 0.05 , \lambda'_{311} = 0.10) )</td>
<td>2.16</td>
</tr>
<tr>
<td>RPV ( \tilde{\nu}<em>\tau ) ( (\lambda</em>{132} = \lambda_{231} = 0.07 , \lambda'_{311} = 0.11) )</td>
<td>2.30</td>
</tr>
<tr>
<td>LFV ( Z' ) ( (\kappa = 0.05) )</td>
<td>1.29</td>
</tr>
<tr>
<td>QBH ( n = 0 )</td>
<td>1.99</td>
</tr>
<tr>
<td>QBH ( n = 1 ) (RS)</td>
<td>2.36</td>
</tr>
<tr>
<td>QBH ( n = 1 ) (PDG)</td>
<td>2.81</td>
</tr>
<tr>
<td>QBH ( n = 2 )</td>
<td>3.15</td>
</tr>
<tr>
<td>QBH ( n = 3 )</td>
<td>3.34</td>
</tr>
<tr>
<td>QBH ( n = 4 )</td>
<td>3.46</td>
</tr>
<tr>
<td>QBH ( n = 5 )</td>
<td>3.55</td>
</tr>
<tr>
<td>QBH ( n = 6 )</td>
<td>3.63</td>
</tr>
</tbody>
</table>

sequent decay into an \( e\mu \) pair in models with zero to six extra dimensions, assuming the threshold mass to be at the Planck scale, ranging from \( M_{th} = 1.99 \text{ TeV} \) \( (n = 0) \) to \( 3.63 \text{ TeV} \) \( (n = 6) \). These are the first limits on quantum black holes decaying into \( e\mu \) final states.
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