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Abstract

The mass of the top quark is measured using a sample of tt candidate events with one
electron or muon and at least four jets in the final state, collected by CMS in proton-
proton collisions at

√
s = 8TeV at the LHC. The candidate events are selected from

data corresponding to an integrated luminosity of 19.7 fb−1. For each event the
top-quark mass is reconstructed from a kinematic fit of the decay products to a
tt hypothesis. In order to minimize the uncertainties from jet energy corrections,
the top-quark mass is determined simultaneously with a jet energy scale factor
(JSF), constrained by the known mass of the W boson decaying to quark-antiquark
pairs. A joint likelihood fit taking into account multiple interpretations per event
– the ideogram method – is used. From the simultaneous fit, a top-quark mass
of 172.15 ± 0.19 (stat.+JSF) ± 0.61 (syst.) GeV is obtained. Using an additional
constraint from the determination of the jet energy scale in γ/Z+jet events yields
mt = 172.38± 0.16 (stat.+JSF)± 0.49 (syst.) GeV. The results are discussed in the
context of different event generator implementations. Possible kinematic biases are
studied by performing the measurement in different regions of the phase space.

Zusammenfassung

Die Masse des Topquarks wird in Ereignissen mit einem Myon oder einem Elektron
und mindestens vier Jets gemessen, die vom CMS-Experiment in Proton-Proton-
Kollisionen bei

√
s = 8TeV am LHC aufgezeichnet wurden und einer integrierten

Luminosität von 19.7 fb−1 entsprechen. Für jedes Ereignis wird die Topquarkmasse
durch einen kinematischen Fit der Zerfallsprodukte rekonstruiert. Um die Unsi-
cherheit durch die Jetenergiekorrekturen zu minimieren, wird die Topquarkmasse
gleichzeitig mit einem Jetenergie-Skalenfaktor (JSF) bestimmt, der aus der bekann-
ten Masse desW -Bosons, das in Quark-Antiquark-Paare zerfällt, gewonnen wird. Die
Ideogrammethode berücksichtigt dabei mehrere mögliche Ereignisinterpretationen.
Aus dem simultanen Fit wird eine Topquarkmasse von 172.15 ± 0.19 (stat.+JSF)
±0.61 (syst.)GeV bestimmt. Wird der JSF zusätzlich entsprechend der Jetener-
giekalibration aus γ/Z+Jet-Ereignissen eingeschränkt, ergibt sich eine gemessene
Topquarkmasse von 172.38 ± 0.16 (stat.+JSF) ± 0.49 (syst.)GeV. Diese Ergebnis-
se werden im Kontext verschiedener Simulationen diskutiert. Die Abhängigkeit des
Ergebnisses vom betrachteten Phasenraum wird bestimmt.
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1. Introduction

Particle physics probes the fundamental building blocks of matter and the interac-
tions between them, which combine to form the substances of our daily life. The
top quark was discovered at the Fermilab Tevatron in the year 1995 [1,2], and is the
heaviest known fundamental particle to date. Due to its large mass, the production
of top quarks requires particle collisions at very high energies. The CERN Large
Hadron Collider (LHC) [3] achieves a higher energy and collision rate compared to
the Tevatron, thus making it a top-quark “factory”. The large number of top-quark
events recorded by the LHC experiments therefore allows for an unprecedented pre-
cision in the determination of the top-quark properties and interactions.

The top-quark mass (mt) being measured at the Tevatron and the LHC is an essen-
tial parameter of the Standard Model of particle physics (SM). Since the discovery
of a Higgs-Boson at the LHC in 2012 [4, 5], the precise knowledge of the top-quark
mass allows for probing the internal consistency of the Standard Model [6–8]. In
addition, the instability scale of the electroweak vacuum was calculated to higher
precision than before [9, 10], commonly interpreted as the energy scale at which
Physics beyond the Standard Model (BSM) is needed for a consistent description
of nature. So far, no BSM phenomena have been directly observed in high-energy
collider physics.

Different methods are employed for the measurement of the top-quark mass. They
all commonly require an advanced understanding of the experiment used for detect-
ing the decay products of the unstable top quark. Every possible decay mode of the
top quark provides its own challenges for top-quark reconstruction, and constitutes
a benchmark for detector performance and calibration by itself.

The measurement presented in this thesis is performed in the “lepton+jets” chan-
nel, shown in Figure 1.1, where the two top quarks decay via t → bW and one W
boson decays into a quark-antiquark pair while the other one decays into a charged
lepton and the corresponding neutrino. This final state therefore consists of a lepton,
at least four jets (two bottom jets and two light jets from the top-quark decays),
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1. Introduction

Figure 1.1.: Top-quark pair production and decay in the muon+jets channel.

and an undetected neutrino. The lepton+jets channel combines good rejection of
background processes with the ability to fully reconstruct the event kinematics.

The analysis employs a kinematic fit of the decay products to a tt̄ hypothesis
that enhances the fraction of correctly reconstructed top quarks. For each event,
two-dimensional likelihood functions are used to estimate simultaneously the top-
quark mass and a jet energy scale factor (JSF) from the reconstructed masses of
both the top quark and the W boson in a 2D approach. The top-quark mass is also
extracted with fixing the JSF to unity (1D approach), and with a hybrid approach
that combines all available information and gains from anti-correlated systematic
uncertainties between the 2D and 1D approaches. As the measurement presented
in this thesis is not limited by statistical precision, there is the unique possibility to
access its phase-space dependence.

In this thesis, the measurement using the lepton+jets channel at a center-of-mass
energy of

√
s = 8TeV is described, where a preliminary version is already publicly

available [11]. In addition, the methods presented here have been successfully applied
in the following analyses: the measurement of the top-quark mass at

√
s = 7TeV [12,

13], its phase-space dependence [14], and the CMS measurements in the all-jets
channel [15–17]. The analysis setup was also used as benchmark for improving the
energy resolution of bottom jets using a regression technique [18].
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This thesis is structured as follows: Chapter 2 gives an overview of the Standard
Model describing the fundamental particles and interactions, the role of the top
quark in this theory, and its phenomenology. The calculation of physical observables
is performed by event generators described in Chapter 3. The experimental setup is
depicted in Chapter 4. Chapter 5 is devoted to the event reconstruction. Chapter 6
describes the selection of a pure sample of tt events and the kinematic fit. Using
the selected events, the measurement of the top-quark mass is performed with the
ideogram method portrayed in Chapter 7. Systematic uncertainties are discussed
in Chapter 8. The result is presented in Chapter 9, in which also the compatibility
with other measurements is discussed. Chapter 10 is devoted to the study of top-
quark reconstruction at generator level using different setups and to the tuning of
the b-fragmentation function. The phase-space dependence of the measurement is
investigated in Chapter 11. A summary and an outlook for future measurements of
the top-quark mass are given in Chapter 12.
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2. The top quark in the Standard
Model

2.1. The Standard Model of particle physics

The Standard Model of particle physics (SM) describes the interactions of fundamen-
tal particles and has been experimentally verified up to the TeV energy scale, which
corresponds to probing distances of the order of 10−19 m, four orders of magnitude
below the size of a proton.

Units

As usual in high-energy physics, energies are given in the unit of electron volts, where
1 eV = 1.6 × 10−19 J is the kinetic energy an electron gains when it is accelerated
through a potential difference of 1 V. Using natural units, the speed of light c and
reduced Planck constant ~ are equal to 1. Momenta and masses are then also given
in eV, according to the relativistic energy-momentum relationship E2 = p2 + m2.
The relation between energy and length is determined by 1 = ~c ≈ 200 MeV fm, so
that lengths have a unit of inverse energy.

In energy-momentum space, a particle is characterized by its momenta in the
three spatial dimensions and either its mass or total energy. If the z–axis is chosen
to be along the beam axis in a collider experiment, it is convenient to define a
particle with its total energy, the momentum component transverse to the beam
axis pT =

√
p2
x + p2

y, and its direction in η−φ space, where φ is the azimuthal angle
around the beam and the pseudo-rapidity η is − ln tan (θ/2) with the polar angle
θ measured from the beam axis. The difference in the direction of flight of two
particles is given as their distance in η − φ space ∆R =

√
∆η2 + ∆φ2.
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2. The top quark in the Standard Model

Figure 2.1.: The particles of the Standard Model. Graphic by [21].

Basic structure of the Standard Model

The fundamental matter particles consist of fermions, while forces are described by
bosons, as shown in Figure 2.1. Distinct combinations of color-charged quarks form
nucleons (protons and neutrons), other hadrons and atomic nuclei, tied together
by the strong force that is mediated by gluons. Quarks and charged leptons like
the electron carry electromagnetic charge that allows interaction with photons. Un-
charged leptons (neutrinos) only interact via the weak force that is responsible for
nuclear decay and fusion processes. The weak force is the only force that allows
transitions between the fermions through the decay of heavier to lighter quarks or
leptons. The Brout-Englert-Higgs mechanism of electroweak symmetry breaking in-
troduces an additional Higgs boson, and gives mass to the W and Z bosons of the
weak force, as opposed to the massless gluons and the photon. Modern introductory
texts of varying depth can be found in the literature, the following presentation is
based on [19,20].
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2.1. The Standard Model of particle physics

The SM is a renormalizable quantum field theory defined by the gauge group

SU (3)C × SU (2)L × U (1)Y .

SU (3)C describes Quantum Chromodynamics (QCD), the strong interaction be-
tween quarks and gluons, where C stands for the “color” charge. SU (2)L × U (1)Y
is the gauge group of electroweak interactions, the unification of the weak force and
electromagnetism. The L stands for “left-handed”, indicating the chirality of weak
interactions, and Y for “hypercharge” in order to distinguish the group from the
U (1)EM of Quantum Electrodynamics (QED).

Gauge theories

Gauge theories are based on the concept of invariance under specific symmetry
transformations. Noether’s theorem states that continuous symmetries of a theory
give rise to conserved quantities. The simplest example for a symmetry and an
associated conservation law is that the equations of motion for a free particle do
not depend on its space-time coordinates (translational invariance), as there are no
interactions of any kind. Then the conserved quantities are energy and momentum
of the particle.

Continuous symmetry transformations are described in the framework of group
theory by Lie groups. One important Lie group is the Lorentz group that is generated
by rotations and boosts in 4-dimensional space-time. Lorentz transformations Λ

obey ηµνΛµ
ρΛν

λ = ηρλ, where ηµν = ( 1
−1 ) is the metric tensor of special relativity and

1 is understood to be the 3×3 identity matrix. This defines Lorentz transformations
to preserve the dot product of four-vectors: for a four-vector vµ = (t, x, y, z)T the
dot-product with itself is ηµνvµvν = t2 − x2 − y2 − z2, giving the same value for an
observer of the physical system in any moving or rotated reference frame. Another
important four-vector is wµ = (E, px, py, pz)

T , where the dot-product with itself,
E2− ~p2 = m2, is exactly the squared invariant mass of the particle. The underlying
algebra of the Lorentz group SO (1, 3) reveals that it contains two copies of the
group SU (2) that also describes quantum mechanical spin. Therefore, the quantum
fields describing the particles have well-defined transformation properties, depending
on their spin. There are scalar fields for spin-0 particles that are invariant under
Lorentz transformations, as well as spinor fields (spin-1/2) and vector fields (spin-1)
with more complex transformation properties.

13



2. The top quark in the Standard Model

hh jh
i

ji
ij

Figure 2.2.: Feynman diagrams of a self-interacting scalar field, showing particle
propagation and two possible types of interaction.

The classical dynamics of each particle field are given by the Euler-Lagrange
equation

∂µ

(
∂L

∂ (∂µφ)

)
− ∂L
∂φ

= 0,

where the Lagrangian density L = T − V is the difference of kinetic and potential
energy density. The Lagrangian is required to be invariant under Lorentz trans-
formations. For free particles, Lfree contains a kinetic term like ∂µφ∂µφ (from the
requirement of invariance under translations and boosts – Poincaré invariance) and
a mass term quadratic in the field, m2φ2 for the example of a scalar field. The Euler-
Lagrange equation then recovers the Klein-Gordon equation for scalar bosons, the
Dirac equation for fermions, and the Proca equation for vector bosons from the
respective Lagrangian.

Interactions can be included in the theory by adding terms like λ3φ
3 or λ4φ

4 to
the Lagrangian, where λ denotes the coupling constant. Note that the mass can be
interpreted as the coupling strength of a particle with itself when propagating from
one point to another. These terms can be represented as Feynman diagrams, joining
multiple particles in an interaction vertex, as shown in Figure 2.2. In principle one
could add further interaction terms, involving also other particles, “by hand”.

A consistent interacting theory is achieved by requiring local gauge invariance of
the free fermion field under transformations of a certain Lie group. Then the force
is generated by the specifying group, as an interaction term with a gauge field is
required to maintain local gauge invariance. Furthermore, a kinetic term for the
(massless) gauge field needs to be added. The transformations of the Lie group can
be written as eiαiXi , where the αi are continuous parameters (for example angles
for rotation groups) and the Xi are matrices called the generators of the group.
The bosonic gauge fields can be expressed in terms of linear combinations of the
generators of the Lie group. The eigenvectors of diagonal (“Cartan”) generators
correspond to particle states, and the eigenvalues to the charges. The non-Cartan
generators are combined such that they shift particles from one state to another,
like gluons or W bosons.
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2.1. The Standard Model of particle physics

Quantization

Canonical quantization of a field theory is done by promoting the (scalar) field φ

and its momentum Π = ∂L
∂φ̇

to operators obeying the commutation relation

[φ (x) ,Π (x′)] = iδ(4) (x− x′) .

This is the field version of Heisenberg’s uncertainty principle, stating that it is im-
possible to determine both the field’s value and momentum with arbitrary precision.
Expansion of the fields in plane waves (that are solutions to the equations of motion)
leads to the creation and annihilation operators a†p and ap, where p is the particle
momentum. These allow for the construction of the Fock space of multiparticle
states by acting repeatedly on the vacuum state |0〉. Complex fields give rise to par-
ticles and antiparticles with opposite electromagnetic charge. For the quantization
of fermion fields Ψ, an anticommutation relation is imposed, so that the resulting
multiparticle state is antisymmetric under the exchange of two particles. The scat-
tering amplitude for a process is then given by the vacuum expectation value of
the time-ordered product of the involved particle fields (one for each in/outgoing
particle) and a term containing the interaction Hamiltonian HI ,

〈p1 . . . pn | iT | k1 . . . km〉

∝
ˆ
d4x1 . . . d

4xm+ne
i(p1x1+···+pnxn−k1xn+1−···−kmxm+n)

×
〈
0
∣∣T {φ (x1) . . . φ (xm+n) exp

[
−i ∫ d4xHI

]} ∣∣ 0〉 ,
where k denote the incoming and p the outgoing momenta, andHI contains the same
interaction term as the Lagrangian. Using Wick’s theorem, this expression can be
evaluated in orders of the coupling λ, and systematic study of the result leads to a
set of Feynman rules for the theory. These rules can be seen as intermediate steps
in the calculation of the amplitude that is graphically represented as a Feynman
diagram.

The path integral quantization treats particles as being in a superposition of all
possible states. The amplitude for a particle at q1, t1 going to q2, t2 is then given by

〈q2, t2 | q1, t1〉 =

ˆ ∞∏
i=1

dqie
i
´ t2
t1
dtL =

ˆ
DqeiS,
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2. The top quark in the Standard Model

qDgg

q�
gvgg

gu
gvug

guvg

Figure 2.3.: Interaction terms of QCD: Quark/antiquark annihilation/creation or
gluon radiation (left, depending on direction of time), gluon→gluon
splitting (center), and four-gluon interaction (right).

where Dq represents the summation over all possible paths of the particle. The
most probable path is then the one that minimizes the action S, which recovers
the principle of least action from classical mechanics. For small couplings λ, the
expression can be evaluated order-by-order in perturbation theory, resulting in the
same Feynman rules as the canonical quantization. In addition, the amplitudes of
the path integral formulation can be evaluated non-perturbatively using a lattice of
space-time points.

Quantum Chromodynamics

The underlying group of QCD is SU (3)C in the fundamental representation of eight
3× 3 Gell-Mann matrices. There are three “color” charges denoted “red”, “blue” and
“green” that are acted on by the gluons corresponding to the generators. As the
gluons are color-charged they can interact with themselves, the basic QCD vertices
are shown in Figure 2.3. The gluon self-interaction leads to an effective coupling
constant αs that is small for high energies (asymptotic freedom) and large for low
energies, corresponding to distances of the order of fm, as shown in Figure 2.4. As
a result, the potential energy between spatially separated color charges becomes so
large that new quark-antiquark pairs are created and form color-neutral hadrons
with the original quarks (confinement).

Electroweak interactions and symmetry breaking

The electroweak force is described by the gauge group SU (2)L × U (1)Y with four
initially massless vector boson gauge fields. In addition there is a complex scalar
Higgs field with a “wine bottle” potential VH = µ2φ†φ− λ(φ†φ)2, where the vacuum
expectation value is ∼ 246 GeV. Below the energy scale of electroweak unification,
the SU (2)L × U (1)Y symmetry of the Higgs field is broken, and the effective low-
energy theory contains linear combinations of the original vector fields, of which
three gain masses (the W+/− and Z0 bosons) while one remains massless (the pho-
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2.1. The Standard Model of particle physics
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Figure 2.4.: The value of the strong coupling αs depending on the energy scale. The
running of αs has been verified over three orders of magnitude. Plot
from [22].

ton). Their interactions are shown in Figure 2.5. In addition, a massive scalar Higgs
boson emerges that couples to all particles, giving them a gauge invariant mass term.
The Higgs self-coupling is similar to that of the scalar field in Figure 2.2.

Weak decays of quarks are mediated byW bosons. The branching ratios are given
by the squared elements |Vij|2 of the CKM matrix [23,24] that describes the mixing
of the mass eigenstates q and the electroweak eigenstates q′:d

′

s′

b′

 =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb


ds
b

 =

0.9743 0.2253 0.0035

0.2252 0.9735 0.0410

0.0086 0.0403 0.9992


ds
b

 .
The CKM matrix can be parametrized by three mixing angles and one CP-

violating complex phase as1 0 0

0 c23 s23

0 −s23 c23


 c13 0 s13e

−iδ13

0 1 0

−s13e
iδ13 0 c13


 c12 s12 0

−s12 c12 0

0 0 1



=

 c12c13 s12c13 s13e
−iδ13

−s12c23 − c12s23s13e
iδ13 c12c23 − s12s23s13e

iδ13 s23c13

s12s23 − c12c23s13e
iδ13 −c12s23 − s12c23s13e

iδ13 c23c13


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2. The top quark in the Standard Model

fDgZ/γ

f�
fDgW

f ′�
VvgV

Vu
VvuV

VuvV

fDhH

f�
VvhH

Vu
Figure 2.5.: Interaction terms of the electroweak and Higgs sector: Annihila-

tion/creation of fermion/antifermion pairs or radiation of a Z-boson
or photon off fermions (left, depending on direction of time), flavor-
changing charged currents of W± bosons, self-interactions of the heavy
vector bosons W± and Z (where charge conservation is understood),
Higgs-fermion coupling, and Higgs–W/Z coupling.

kFk ⇒ F+ yffFf+kfyfFfykf+ . . .

Figure 2.6.: Examples for loop contributions to the fermion propagator.

where sij and cij denote the sine and cosine of the mixing angles θ12 = 13.04±0.05◦,
θ13 = 0.201 ± 0.011◦, θ23 = 2.38 ± 0.06◦, and the value of the complex phase is
δ13 = 1.20± 0.08 rad.

As the CKM matrix differs from the identity matrix, the mass and electroweak
eigenstates are not identical, and the charged currents of the weak interaction couple
to quarks from different generations.

2.2. Top-quark mass and electroweak fits

Renormalization and mass schemes

When the perturbative expansion for the scattering amplitude is taken above the
leading order (LO), the Feynman graphs contain closed particle loops. Evaluation
of these loops results in divergences that can be canceled by a renormalization
procedure for couplings, fields and masses. The quantities then become dependent
on an energy scale Λ used to regulate divergences at either high or low energy
scales, dependent on the theory. A theory is renormalizable when the Lagrangian
contains only couplings that are dimensionless or have a dimension of positive mass.
The Fermi theory of weak interactions (GF ∝ 1/m2

W ) or gravity (G ∝ 1/m2
Pl) are

not renormalizable but still useful effective field theories for energies below their
characteristic mass scale.
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2.2. Top-quark mass and electroweak fits

The need for renormalization of particle masses arises from loop contributions to
the particle propagator, shown in Figure 2.6, that change the (fermion) propagator
in the following way:

i

p/−m0
⇒ i

p/− m0 (Λ)︸ ︷︷ ︸
’bare’ mass

− δm0 (Λ)︸ ︷︷ ︸
divergent

− Σ′ (m0 (Λ))︸ ︷︷ ︸
finite

:=
i

p/−mpole

There are divergent and finite terms in the denominator of the propagator. Now the
particle mass in the pole mass scheme can be redefined as absorbing all additional
terms. This corresponds to the mass of a free particle measured from a large distance,
or at E → 0. Thus, the pole mass scheme is convenient for particles like leptons that
are subject only to electroweak (and gravitational) interactions, where the potential
approaches zero at infinite distance and the coupling becomes small.

On the other side, the pole mass of the strongly-interacting quarks carries a renor-
malon ambiguity of the order of ΛQCD ≈ 200 MeV [25]. Below this energy, the
strong coupling αs becomes numerically large and perturbation theory is not appli-
cable anymore. It is therefore more convenient to define a short-distance mass like
the one in the MS scheme. This scheme absorbs only the divergent terms into the
mass definition, so that the renormalized mass m̄ depends on the scale Λ.

The difference between the top-quark pole and MS mass when taking into account
QCD corrections up to O (α3

s) is calculated to be [26]

{
m̄t −mpole

t

}
QCD

= mpole
t

[
−4

3

αs
π
− 9.125

(αs
π

)2

− 80.405
(αs
π

)3
]
,

where αs and m̄t are evaluated at the scale mpole
t . For a pole mass of 173.5 GeV,

this results in a difference of −10.38 GeV. However, the inclusion of electroweak
corrections at O (α) and O (ααs) yields{
m̄t −mpole

t

}
SM

=
{
m̄t −mpole

t

}
QCD

+mpole
t

[
0.0664− 0.00115×

( mH

1 GeV
− 125

)]
,

where the largest contribution stems from “tadpole” diagrams [27]. With a top-quark
pole mass mpole

t = 173.5 GeV and mH = 125GeV the electroweak corrections have a
numerical value of +11.52GeV. Thus, the QCD corrections are approximately com-
pensated and the numerical difference between the pole and MS mass shrinks to the
order of 1 GeV, so thatmpole

t = 173.50GeV corresponds to m̄t

(
mpole
t

)
= 174.64GeV.
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2. The top quark in the Standard Model

Figure 2.7.: Relation between the top-quark mass in pole and MS schemes, including
either QCD or electroweak corrections, or both (=total). Plot from [28].

A generalization is the MSR scheme, where another scale R is associated with
the scheme, so that mpole

t = mMSR
t (R, µ) + δmt (R, µ) [29]. For R = mt, the MS

scheme is reproduced, while R = 0 leads to the pole mass scheme with renormalon
ambiguity.
Experimental determinations of the top-quark mass (like the one presented in

this thesis) are based on fits to mass-sensitive distributions that extract the input
mass of the MC event simulation setup (see Chapter 3). It is now argued that
the mass implemented in the simulation, mMC

t , corresponds to the one in the MSR
scheme, where R is on the order of the scale above which a perturbative parton
shower description is used: mMC

t = mMSR
t (R = 1 GeV) ± O (1 GeV) [30]. Future

analysis comparing simulation and hadron level QCD predictions are expected to
reduce the uncertainty, and will provide a well-defined conversion. Another analysis
MC→MSR(R = 3+6

−2 GeV)→MS→pole mass conversion [31] arrives at a numerical
difference of 0.05+0.32

−0.62 ± 0.50GeV with uncertainties from the choice of the scale R
and unknown higher order corrections. Therefore, the result of the measurement
presented in this thesis is expected to be close to mpole

t .

Electroweak fit and vacuum stability

The value of the top-quark mass influences the values of other observables or pa-
rameters of the Standard Model. The first indication for its large mass was the
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Figure 2.8.: Next-to-leading order vertex corrections containing top quarks in γ/Z
boson decays (left), and sensitivity of the branching ratio γ/Z → bb̄ on
the top-quark mass (right). Plot from [33] .

observation of B0− B̄0 mixing in Υ (4S) decays in 1987 [32]. The mixing is mediated
via the weak interaction and top-quark loops, and the unexpectedly high rate set a
lower bound of mt > 50 GeV. A particularly sensitive observable is the branching
ratio of Z bosons into bottom quarks. The branching ratio is changed by the pres-
ence of top quarks in vertex corrections at next-to-leading order (NLO) and strongly
depends on the top-quark mass, shown in Figure 2.8. Using global fits of electroweak
precision observables, the correct range of the top-quark mass was known even be-
fore it was measured directly. A historical overview of mass determinations is shown
in Figure 2.9.

Quantum corrections from top quarks enter the propagators of the W , Z and
Higgs bosons and modify their mass (Figure 2.10). Recently, a new scalar boson
was discovered at the LHC [4, 5]. Under the assumption that the discovery corre-
sponds to a SM Higgs boson, all electroweak parameters of the Standard Model have
been measured. As the top-Higgs coupling is large, this allows for a more precise in-
direct determination of the top-quark mass, which is in good agreement with direct
measurements, and an improved consistency check of the Standard Model [8], both
shown in Figure 2.11. At the current level of precision, there is no sign of failure in
the electroweak sector.

After the Higgs discovery, the determination of the top-quark mass gained ad-
ditional interest as the top quark modifies the Higgs quartic coupling λ such that
it could attain negative values at very large energy scales (Figure 2.12, left). This
would lead to a second minimum of the Higgs potential, rendering the electroweak
vacuum potentially unstable if there is a lower-energy state into that it could de-
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2.3. Top-quark phenomenology

Figure 2.12.: The Higgs quartic coupling as function of the energy scale (left), and
the SM phase diagram in the mt −mH plane (right). The red-dotted
lines show the instability scale in GeV. Plots from [10].

cay [10, 35, 36]. The current measured values of top-quark and Higgs-boson masses
suggest an instability scale ΛI on the order of 1011 GeV (Figure 2.12, right) with an
uncertainty spanning several orders of magnitude. This magnitude of the instability
scale means that our universe is meta-stable, i.e., the half-life of the vacuum exceeds
the current age of the universe. Imposing that λ is positive at all scales, ΛI is the
scale where the Standard Model breaks down and a new theory of particle physics is
required, containing the SM as a low-energy effective theory. This conclusion would
be even more evident if mt were larger than 178 GeV, where the life-time of the SM
vacuum becomes shorter than the current age of the universe.
The peculiar relationship between the masses of the top quark and the Higgs boson

with regard to vacuum stability and the hierarchy problem might point to a missing
piece in our understanding of particle masses. Therefore, the precise measurement
of both masses is an important aspect of the LHC program.

2.3. Top-quark phenomenology

Top-quark production

At hadron colliders, top quarks can be produced either in tt pairs or singly. The LO
pair production modes are induced by either two gluons or a quark-antiquark pair,
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Figure 2.13.: The LO tt̄ production processes at hadron colliders:
(a) gluon-gluon fusion, (b) quark-antiquark annihilation

shown in Figure 2.13. The inclusive cross section for tt production at a proton-proton
collider with the center-of-mass energy

√
s is given by

σtt̄h1h2 (s,mt) =
∑
i,j

ˆ 1

0

dx1dx2fi (x1, µF ) fj (x2, µF ) σ̂ij,

where σ̂ij (ŝ = x1x2s,mt, αs (µR) , µR, µF ) is the cross section for the partonic process
ij → tt (with i, j = g, q, q̄) convolved with the parton distribution functions (PDFs)
fi (x, µF ) of the proton. At leading order, the parton distribution functions describe
the probability for finding a parton i with momentum fraction x inside the proton, at
a factorization scale µF . Like the renormalization scale µR, the factorization scale is
set to a typical scale associated with the process. A suitable choice is µF = µR = mt.
The dependence of the cross section on these artificial scales is a remnant of fixed-
order perturbation theory, and commonly the theory uncertainty is evaluated by
variation of the scales by factors of 1/2 and 2. The uncertainty decreases with the
inclusion of higher order corrections, where the state-of-the-art is next-to-next-to-
leading order (NNLO) [37]. At the LHC, being a proton-proton collider, antiquarks
can enter the process only as sea quarks, so that 90% of tt production are due to
gg → tt, and 10% originate from qq̄ → tt̄. The measurement of the tt production
cross sections is an integral part of the physics program of the colliders operating at
the TeV scale. So far, the rate of tt events agrees with the expectations, shown in
Figure 2.14 for an assumed top-quark mass of 172.5GeV. In turn, the cross-section
measurement can be used to extract the top-quark mass in the MS or pole scheme
with a precision of about 3GeV [38].

The single-resonant production of top quarks occurs via weak interactions. The
LO diagrams are shown in Figure 2.15. The t and s channels have a similar structure
with different virtuality of the mediatingW boson. In the tW channel, the top quark
is produced in association with a W boson, requiring a bottom quark in the initial
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state. As bottom quarks need to come in bb̄ pairs inside the proton, the tW process
interferes with tt production at NLO. The measured cross sections show no deviation
from the SM expectation, shown in Figure 2.16.

Top-quark decays

The large value of the top-quark mass distinguishes it from other quarks and results
in a rich phenomenology of the top-quark decays [40].

As the top-quark mass exceeds that of theW boson, it decays weakly via t→ b′W+

with a lifetime of τt ≈ 5 × 10−25 s, where b′ can be any down-type quark. The
lifetime of the top quark is expected to be an order of magnitude smaller than the
hadronization time τhad ≈ 1/ΛQCD ≈ 3 × 1024 s which would be required to form
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bound states (top mesons or baryons) with other quarks. This means that the top
quark can be studied in the same state as it was produced, like a “bare” quark.

The inverse of the lifetime is the width of the invariant mass distribution of the
top-quark decay products Γt = 1/τt. The decay width was determined indirectly
from the CKM matrix element Vtb and the single-top production cross-section in
the t-channel to be Γt = 1.36+0.14

−0.11 GeV [41] which is in excellent agreement with
the NLO prediction of Γt = 1.33 GeV for mt = 172.5 [42]. A larger value from the
experimental determination would be a sign of new top decay modes, possibly into
particles beyond the Standard Model. Mass measurements based on the reconstruc-
tion of the invariant mass are typically not sensitive to the exact value of the decay
width, as the detector resolution is one order of magnitude larger.

The relative probabilities of the decay modes are given by the squares of the
corresponding elements of the CKM matrix:

BR
(
t→ dW+

)
≈ 1× 10−4,

BR
(
t→ sW+

)
≈ 1.6× 10−3,

BR
(
t→ bW+

)
≈ 0.998.

26



2.3. Top-quark phenomenology

Table 2.1.: Decay modes of top-quark pairs, depending on the approximateW -boson
branching ratios: dilepton (1/9), lepton+jets (4/9), and all-jets (4/9)
channel. Decay modes containing τ leptons pose additional experimen-
tal challenges so that they are rarely used in the analysis of top-quark
properties.

BR
(
tt̄→ bb̄+X

)
e+νe µ+νµ τ+ντ qq̄′

e−ν̄e 1/81 1/81 (1/81) 6/81
µ−ν̄µ 1/81 1/81 (1/81) 6/81
τ−ν̄τ (1/81) (1/81) (1/81) (6/81)
qq̄′ 6/81 6/81 (6/81) 36/81

The subsequent decay of the W boson can occur in the following decay modes:

BR
(
W+ → `+ν`

)
= 0.108, ` = e, µ, τ,

BR
(
W+ → qq̄′

)
= 0.337× |Vqq′ |2 ,

where the hadronic decays are enhanced with a color factor of 3.

Top-quark pair events can thus be classified into three event categories: “dilep-
ton”, “lepton+jets” and “all-jets”, as shown in Table 2.1. The dilepton events allow
the selection of a clean sample of top quarks after suppression of the Drell-Yan back-
ground, achieved by a veto on invariant dilepton masses in a window around the
Z-boson mass. The event and mass reconstruction is difficult due to the presence
of two hard neutrinos, and the branching ratio is small, especially as usually only
electrons and muons are selected in the analysis. The lepton+jets channel (usually
electron+jets and muon+jets) features a large branching fraction, a clean selection
after b-jet identification, and constrained kinematics, which makes it a good candi-
date for experimental analysis. The all-jets channel has the largest branching ratio,
no “loss” by decays into τ leptons and overconstrained kinematics since no neutrino
from W decay is present. The challenge lies in reduction of the non-resonant mul-
tijet background. For the measurement presented in this thesis, tt candidate events
in the lepton+jets decay mode are selected.

As the top quark does not hadronize, its spin information is imprinted on the
decay products, predicting angular correlations. These spin correlations can be
measured using the angles between the decay products of the two W bosons [43,
44]. A supersymmetric spin-0 partner of the top quark, the “stop” would decay
isotropically. Thus, the measurement of top spin correlations can exclude a light
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2. The top quark in the Standard Model

stop with mt̃ ≈ mt [45]. Currently, a stop with mt ≤ mt̃ ≤ 191 GeV is excluded
with 95% confidence level [44].
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3. Event simulation

Cross-section integrals need to be carried out over a high-dimensional phase space.
For their calculation, random-number based Monte-Carlo (MC) methods are chosen
that can converge for arbitrary dimensions statistically with 1/√n, where n is the
number of randomly sampled phase-space points. Each sampled point corresponds
to a possible event with a weight proportional to the function value, i.e., the ma-
trix element and a phase-space factor. Using these generated events, MC methods
deliver predictions for any observable at a particle collider. These predictions are
vital for the estimation of unobservable parameters as the top-quark mass, and the
estimation of signal acceptance and selection efficiencies. The precision of the pre-
diction depends on the level of sophistication of the employed methods. The core
of event simulation is the matrix-element calculation of the process under interest.
For obtaining observable hadrons and possibly passing them on to a detector sim-
ulation, parton shower and hadronization models are needed. All these stages are
implemented in publicly available codes [46–58]. This summary is based on the
contents of [46,59].

3.1. Parton density functions

The processes under investigation are induced by the interaction between high-
energetic (anti-)proton beams. The protons consist not only of the three valence
quarks (up, up, down) that define the quantum numbers of the proton, but a large
“sea” of gluons, quarks and antiquarks from quantum fluctuations inside the proton
contributes as well. In a leading order picture, the parton density function (PDF)
can be seen as the probability to find a certain parton with the momentum fraction
x. As shown in Figure 3.1, at low momentum transfer Q2 = 10 GeV2 (corresponding
to a distance of the order of 0.1 fm) the valence quarks carry a large portion of the
momentum. When the proton is probed with higher momentum transfer, smaller
quantum fluctuations can be resolved, leading to an increased contribution of gluons
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Figure 3.1.: The MSTW2008LO parton distribution function [63] for different Q2

(left, center). The gluon density is scaled by a factor 1/10. The right fig-
ure shows the x,Q2 values accessible at fixed-target experiments, HERA
and the LHC.

at high energies. The PDFs are usually evaluated at a factorization scale µF which is
chosen to be of the order of the characteristic scale of the hard process, which could
e.g. be the mass of a resonance under investigation. This ensures that the PDFs
contain those fluctuations that are relevant for the initial state of the hard process.
The DGLAP equations [60–62] are used for extrapolation between measurements at
different Q2, and is based on evolution kernels that contain the matrix elements for
gluon radiation and splitting. The DGLAP equations are essential for predicting
the PDF at higher Q2, as needed for the LHC (see Figure 3.1, right), from the data
collected at lower Q2. At the LHC energy of

√
s = 8 TeV, a minimal momentum

fraction of x =
√
x1x2 ≥ 2mt/

√
s ≈ 0.04 is needed to produce top-quark pairs. There

are multiple collaborations that provide PDF sets based on different parametrization
and experimental data. Using different PDF sets usually has only a small impact
on the kinematics of the final state at the LHC.
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3.2. Hard matrix element

3.2. Hard matrix element

The differential cross section for a final state F (like tt) in perturbation theory is
given by

dσF =

legs∑
k=0

dΦF+k

∣∣∣∣∣
loops∑
`=0

M(`)
F+k

∣∣∣∣∣
2

,

where ΦF+k denotes a specific momentum configuration, and M(`)
F+k is the matrix

element for the final state F plus k additional outgoing partons (“legs”) and ` loops in
the corresponding diagram. The matrix element with k = ` = 0 corresponds to the
tree level, usually implemented in general-purpose generators like Pythia [56, 57]
and Herwig [54, 55].
For k > 0, the matrix element contains an accurate description of additional

quarks and gluons (or photons) in the final state. With current methods, about
k ≈ 5 additional partons are calculable. As the cross sections suffer from infrared
divergences from soft and collinear partons, the calculation requires cuts on angles or
transverse momenta. The highest-multiplicity matrix elements are implemented in
Alpgen with k = 6 additional partons in tt production [50]. MadGraph [64] and
Sherpa [51] contain methods for the automated calculation of matrix elements for
user-defined processes, where in practice k = 3 or k = 4 is possible for tt production.
NLO matrix elements are typically defined as k + ` = 1, containing one loop and

one real emission. The KLN theorem [65, 66] states that due to unitarity the IR
divergences of the loop amplitudes cancel against those from the soft and collinear
real emissions for constant k + ` as the singularity structure is similar. The NLO
cross section can thus be rewritten with process-independent functions (Catany-
Seymour dipole [67] or antenna [68] functions) that contain the singularities and are
subtracted from the real emission and added to the loop integral of the calculation.
The newest versions of MadGraph [47] and Sherpa [69] contain (interfaces to)

loop amplitude generators [70–72] so that matrix elements with multiple emissions
can be evaluated at the 1-loop level. For more than 1 additional leg, the infrared
divergences are not fully canceled so that they need to be regulated by cuts.

3.3. Parton shower

The dipole or antenna functions are extracted from the ratio of the squared ampli-
tudes |MF+1|2 / |MF |2 of any reference process and include the divergent terms

31



3. Event simulation

proportional to 1/sij = 1/ (2EiEj (1− cos θij)) for splitting of an initial parton
into nearly on-shell massless partons i and j. For similar color structures, the
dipole/antenna functions can be used in a parton shower to approximate the higher-
leg matrix elements by recursion. The parton shower is characterized by its evolution
variable which can be a dipole mass or the transverse momentum with respect to the
dipole (Ariadne [73], Sherpa [74], Vincia [75]), angle between initial parton and
emission (Herwig 6/++) or pT with regard to the emitting parton (Pythia 6/8).
The behavior close to the collinear divergences is similar for all ordering variables
but there are differences in the other regions of the emission phase space. The parton
shower generates all real emissions until the hadronization scale Q0, where perturba-
tion theory cannot be applied anymore. Imposing unitarity yields an approximation
of the all-order loop corrections as well, so that the integral is finite over the whole
phase space. Such parton showers have leading-logarithm (LL) accuracy.

The probability of no emission of an event between two scales Q1 > Q2 is given
by the Sudakov factor

∆ (ΦF , Q1, Q2) = exp

[
−
∑
r

ˆ Q1

Q2

dΦr
F+1

dΦF

Sr (ΦF+1)

]
,

where the radiation functions Sr can either be the DGLAP splitting kernels or
dipole/antenna functions:

DGLAP: q → qg, q → gq, g → gg, g → qq̄,

dipole/antenna: qq̄ → qgq̄, qg → qgg, gg → ggg, qg → qq′q̄′, gg → gqq̄.

Technically, the parton showers are implemented as iterative Markov chains. Start-
ing with the scale Q1 of the hard process, the radiation scale Q2 is found by solving
the Sudakov factor for a random number between 0 and 1, and an emission is gen-
erated according to the radiation functions. This process is iterated, starting with
Q2 and evolving down to the cutoff scale Q0.

For the initial state radiation, the incoming parton momenta are fixed by the hard
process, so that backwards evolution is necessary to generate the initial-state shower.
The Sudakov factor then contains the ratio of the PDFs at the different scales, so
that the backwards evolution is suppressed when no matching “mother” partons are
available in the PDF.
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3.4. Matching matrix element and parton shower

For matching multi-leg LO matrix elements with parton showers, CKKW(-L) [76,77]
or MLM [78] matching is employed. These methods ensure that parton shower
emissions from MF+0 do not overlap in phase space with the partons contained
in the 1-additional-leg matrix elementMF+1, and so forth for higher k, effectively
removing the double-counting of emissions. Above some matching scale (that should
not be more than one order of magnitude lower than the scale of the hard process),
the shower is suppressed so that emissions are described by the matrix element.
Sudakov factors ensure smooth matching between both phase-space regions and
add the LL approximation of the loop corrections. As an additional unweighting is
needed, such procedures typically have an efficiency of around 30% with respect to
the number of events generated at matrix-element level.
There are two methods used for matching a NLO (k + ` = 1) matrix element

with a parton shower. In the MC@NLO method [49, 79], the radiation functions
of the parton shower enter as subtraction terms in the 1-leg and 1-loop matrix
elements. Applying the same parton shower as used in the ME subtraction then gives
the correct distributions with NLO+LL accuracy. This approach yields negative
weights for phase-space points where the shower approximation is larger than the
exact matrix element, degrading the statistical accuracy of a generated sample by
20− 60%.
In the Powheg method [80] the matrix element contains the hardest emission and

positive virtual corrections so that no negative-weight events occur. This approach
yields NLO+LL accuracy given a pT-ordered shower like Pythia is used to evolve
the event. An angular-ordered shower like Herwig might generate a harder emission
at lower angle, unless a truncated shower is implemented for the specific process.
Currently, there is no such implementation for top-quark pair production.
Both methods have been generalized to the matching of multi-leg one-loop matrix

elements with parton showers [69,81,82].

3.5. Hadronization

After evolution of the parton shower down to the cutoff scale in the order of 1 GeV,
hadrons are formed via Lund string [83] or cluster fragmentation [84,85] models.
In the Lund string model implemented in Pythia [56, 83], a color-connected

quark-antiquark pair q0q̄0 from the parton shower spans a color string with a tension
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κ ≈ 1 GeV/fm. Gluons are treated as “kinks” in the color strings. The potential
energy between the color charges is lowered by production of a new pair q1q̄1 out
of the QCD vacuum with a probability proportional to exp (−πm2/κ), implying a
suppression of heavier quark flavors. Then z, the fraction of (E + pz) taken by the
hadron q0q̄1, is distributed according to the fragmentation function f (z), where the
z–axis is aligned in direction of the color string. The momentum transverse to the
string direction is smeared by a Gaussian distribution with σ ≈ 0.3 GeV. For light
quark flavors, the symmetric Lund fragmentation function is given by

f (z) ∝ 1

z
(1− z)a exp

(−bm2
⊥

z

)
,

where the tunable Lund parameters have default values of a = 0.3 and b = 0.58GeV−2,
and m2

⊥ = E2−p2
z is the transverse mass of the new hadron. For heavy quark flavors

(charm and bottom), the fragmentation function is modified [86] to

f (z) ∝ 1

z1+r·bm2
⊥

(1− z)a exp

(−bm2
⊥

z

)
,

introducing an additional parameter r which typically has a value between 0 and 1,
and can be set for charm (rc) and bottom (rb) fragmentation separately.

The cluster model, with different implementations in Herwig and Sherpa, starts
with forcing g → qq̄ branchings. After that, color singlet clusters are formed. If
the cluster mass is above some threshold, it decays to two lighter clusters, until all
clusters are decayed to a pair of hadrons.

Both models include hadron decay tables that contain the available experimental
information [87]. They also need to include predictions of well-motivated unobserved
hadron states and the rates of unobserved decay modes.

Hadronization models cannot be derived from first principles of perturbative QCD
and typically have a large number of parameters that have been tuned to e.g. e+e−

data. Similar tunes may lead to different predictions in LHC events [88], where
the detector response depends on the momentum distributions and types of stable
particles.
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CR−→

Figure 3.2.: An example for a color reconnection that is likely to alter the kinematics
of the bottom jet in a top-quark pair event. For simplicity of the figure,
the color connections are attached to large-scale partons. In the real
model, their ends are sitting at low-scale branchings further down the
parton shower evolution.

3.6. Underlying event

A hard scattering process is accompanied by additional parton interactions of the
protons, called the underlying event (UE). The UE is enhanced by the fact that there
is a large geometrical overlap between the colliding protons when a hard scattering
occurs. The additional interactions are mainly due to the process gg → gg. The
available models are tuned to collision data, c.f. [89, 90].

3.7. Color reconnection

Color reconnection models allow non-perturbative changes in the color configuration
of the event before the hadronization stage, typically reducing the total potential
energy between QCD color charges [91]. This empirical mechanism improves the
description of the mean transverse momentum of charged particles vs. their mul-
tiplicity in minimum-bias events. Still, the current models are not able to give a
consistent tune to data in all pT ranges. A new set of color reconnection models
was recently implemented in Pythia 8 [92]. An example for color reconnection is
illustrated in Figure 3.2.
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4.1. Large Hadron Collider

The Large Hadron Collider (LHC) [93] at the European Organization for Nuclear
Research (CERN) is a storage ring for counter-rotating proton or lead-ion beams
with a design energy of 7 TeV per beam. With a circumference of 26.7 km it is the
largest collider of the CERN accelerator complex, shown schematically in Figure 4.1.
The LHC tunnel lies in a depth of 45 − 170 m below the earth’s surface. It is
divided into eight straight sections and eight arcs. One octant is composed out of
a straight section and the neighbored half arcs. The four experiments ATLAS [94]
(multi-purpose detector), ALICE [95] (optimized for heavy-ion collisions), CMS [96]
(multi-purpose), and LHCb [97] (B physics experiment) are located at the centers
of the octants 1, 2, 5, and 8, where the beams are brought to collision.

The protons are produced by a duoplasmatron source that ionizes hydrogen gas
with an electron beam. The protons have a kinetic energy of about 100 keV af-
ter leaving the source. They enter the Linac2 linear accelerator that uses radio-
frequency (RF) cavities to increase the proton energy to 50 MeV. The Proton Syn-
chrotron Booster (PSB) then accelerates the protons to 1.4 GeV, from where they
are injected into the Proton Synchrotron (PS). The PS accelerates the protons to
25 GeV and splits the beam into smaller bunches of 4 ns length with a spacing of
25 or 50 ns as required for LHC operation. The Super Proton Synchrotron (SPS)
increases the proton beam energy to 450 GeV before the beams are finally injected
into the LHC for further acceleration, storage and collisions.

The number of events per second for a certain process is given by dN/dt = σ×L,
where σ is the cross section of the process of interest, and L denotes the instantaneous
luminosity. The LHC was operated at

√
s = 7 TeV in the years 2010 and 2011, and

at
√
s = 8 TeV in 2012, yielding large cross sections for processes involving heavy

particles like the top quark. For protons in this energy regime, synchrotron radiation
is still negligible, so that the maximum energy is limited by the bending power of
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the dipole magnets. The 1232 super-conducting LHC dipole magnets were designed
for a maximum field strength of 8.33 T, allowing a maximum center-of-mass energy
of
√
s = 14 TeV. The eight RF cavities for each beam are operated at 400.8 MHz,

providing an energy gain of 485 keV per turn and proton, and bunch lengths of
about 10 cm.

The instantaneous luminosity L is given by

L =
γfrevkbn1n2

4πε∗β∗
F (θc, σz, σ

∗) .

The enumerator contains the relativistic γ factor, the revolution frequency frev,
the number of bunches kb, and ni which is the number of particles per bunch of the
colliding beams. The denominator specifies the beam profile at the interaction point
(IP), commonly given as the product of emittance ε∗ and the beta-function β∗. The
emittance is a measure of the beam phase space. A low ε∗ means that the protons in
a bunch are concentrated in a small area and are nearly collinear. The beta-function
at the interaction point is the distance where the beam is twice as large compared
to the IP, so a low β∗ corresponds to a good focusing of the beam. F is a geometric
reduction factor due to the crossing angle θc between the beams, and also depends
on the bunch profile in longitudinal (σz) and transverse (σ∗) direction. A crossing
angle chosen too small would lead to unwanted beam-beam interactions before the
nominal IP.

In proton-proton mode, the LHC is designed for a peak instantaneous luminos-
ity of L = 1034 cm−2 s−1. During the operation in 2012, a peak luminosity of
7.7 × 1033 cm−2 s−1 was achieved with 1368 bunches at 50 ns spacing, each con-
taining 1.6× 1011 protons, an emittance of approximately 2.4 µm, β∗ = 0.6 m, and
F ≈ 0.8. The evolution of the daily peak luminosity delivered to the CMS experi-
ment is shown in Figure 4.2. An integrated luminosity L corresponding to 6.1 fb−1

at
√
s = 7TeV and 23.3 fb−1 at

√
s = 8TeV was delivered to the CMS experiment.

4.2. CMS detector

The Compact Muon Solenoid (CMS) experiment [96] at the LHC was built as a
multi-purpose particle detector to study proton-proton, proton-lead, or lead-lead
collisions at the TeV scale. It has large dimensions of 22 m in length and 15 m in
diameter, and a weight of 14 000 metric tons. The CMS detector has an “onion”
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Figure 4.1.: CERN accelerator complex. Source: [98].
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Figure 4.3.: An overview of the CMS detector. Source: CMS collaboration [100].

structure, where each layer is specialized on detecting different types of particles. It
covers nearly the full solid angle of 4π around the nominal interaction point.

The central feature of the CMS apparatus is a superconducting solenoid. Con-
tained within the field volume are a silicon pixel and strip tracker, a crystal electro-
magnetic calorimeter (ECAL) and a brass/scintillator hadron calorimeter (HCAL).
Muons are measured in gas-ionization detectors embedded in the steel return yoke.
An overview is given in Figure 4.3.

Coordinate system

CMS uses a right-handed coordinate system, with the origin at the nominal inter-
action point, the x axis pointing to the center of the LHC ring, the y axis point-
ing up (perpendicular to the plane of the LHC ring), and the z axis along the
counterclockwise-beam direction. The polar angle, θ, is measured from the positive
z axis and the azimuthal angle, φ, is measured in the x-y plane. The pseudorapidity
η = − ln tan (θ/2) is regularly used instead of θ.
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4.2. CMS detector

Solenoid magnet

The name-giving solenoid magnet is 12.9 m long and has an internal diameter of
5.9 m. It provides a magnetic field of 3.8 T and thus bending power for the precise
measurement of charged particle momenta in the tracking system. It is built of 50 km
of superconducting cable with a cross section of 64×22 mm2 in 2168 windings. The
magnet is operated with a current of 19.5 kA, storing a total energy of 2.7 GJ. The
magnetic return flux in the iron yoke has a field strength of 2 T, bending the path
of muons into the opposite direction.

Tracker

The CMS tracker consists of silicon pixel and silicon strip detector modules, covering
the pseudorapidity range |η| < 2.5. It is designed to provide high momentum reso-
lution and reconstruction efficiency for charged tracks, as well as the identification
of primary and secondary vertices. A schematic overview of the tracker system is
shown in Figure 4.4, and its performance at

√
s = 7TeV is described in [101].

The pixel tracker is located closest to the beam pipe, consisting of three barrel
layers at radii of 4.4 cm, 7.3 cm and 10.2 cm, and four endcap disks located at
distances of ±34.5 cm and ±46.5 cm from the nominal interaction point. It is orga-
nized in 1440 modules with in total 66 million hybrid pixel sensors. The pixel size
is 100 × 150 µm, providing a resolution of approximately 10 µm in transverse and
20− 40 µm in longitudinal track impact parameters. After alignment using cosmic
muon data, the position of each pixel is precisely known. This results in a precise
three-dimensional determination of the hit coordinates.

The silicon strip tracker built around the pixel detector is 5.8 m long and has an
outer diameter of 1.1 m. It comprises 9.6 million silicon microstrip channels that
are ordered in four layers of the inner and six layers of the outer barrel tracker
(TIB/TOB) parallel to the beam line, as well as in three inner disks (TID) and
nine endcap disks (TEC) perpendicular to the beam. The strip detectors have a
resolution of 23−52 µm perpendicular to the strip direction, giving two-dimensional
hit information. The first two TIB and TOB layers, the first two TID and TEC
rings, and the fifth TEC ring are equipped with additional strips that are slightly
tilted (100 mrad) and provide “stereo” position information in strip direction with
a resolution of 230− 530 µm.
The material budget of the inner tracking system needs to be minimized so that

track directions are not altered by multiple scattering. The depth reaches from
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0.4 radiation lengths in the barrel to two radiation lengths in the transition region
between barrel and endcaps.

Calorimeters

The electromagnetic calorimeter (ECAL) is designed to provide excellent photon
and electron energy resolution. It is composed by 61 200 scintillating lead tungstate
(PbWO4) crystals in the barrel region (|η| < 1.5) and 7 324 crystals in each end-
cap, covering 1.5 < |η| < 3.0. The ECAL in the barrel (EB) has an internal
diameter of 1.29 m. The barrel crystals have a length of 23 cm and are directed
towards the nominal interaction point with a tilt of 3°. They have a front area
of 22 × 22 mm2 and thus cover 0.0174 in ∆φ and in ∆η for η ≈ 0. The endcap
calorimeters (EE) are located 3.14 m away from the IP at each side of the detector,
where the 28.6× 28.6× 220 mm3 crystals are arranged on an x− y grid in a circular
form.

The lead tungstate crystals have a short radiation length of X0 = 0.89 cm, so
that the length of the barrel crystals corresponds to 25.8 radiation lengths. Their
scintillation light is detected by silicon avalanche photodiodes (APDs) in the bar-
rel, and vacuum phototriodes (VPTs) in the endcaps. Measurements of the ECAL
performance at

√
s = 7TeV can be found in [102]. The relative energy resolution
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measured from an electron test beam is

σ

E
=

2.8%√
E (GeV)︸ ︷︷ ︸

stochastic

⊕ 12%

E (GeV)︸ ︷︷ ︸
noise

⊕ 0.3%︸︷︷︸
constant

,

yielding 0.4% for a 100 GeV electron. During irradiation, the transparency of the
ECAL crystals decreases, resulting in a lower energy response. The crystals recover
during low-luminosity runs and technical stops. Their transparency is continuously
monitored using laser and LED light and the response is corrected accordingly.

Preshower detectors (ES) based on lead absorbers and silicon strip detectors are
installed in front of the endcaps to distinguish between prompt photons and π0

mesons.

The hadronic calorimeter (HCAL) is built to provide good resolution for dijet
events and the determination of the missing transverse momentum. As it is con-
tained within the solenoid, maximization of absorber material is crucial to catch
the complete hadronic showers. Therefore, the HCAL consists of alternating layers
of brass as absorber (thickness of 5 cm) and plastic scintillator as active material
(0.37 cm). The scintillation light is converted by wavelength-shifting fibres and
channeled to hybrid photodiodes (HPDs) via clear fibres.

The barrel HCAL (HB) contains 15 brass plates and covers a pseudorapidity region
of |η| < 1.4. It is divided into 2304 segments (“towers”), each covering 0.087 in ∆φ

and ∆η. Within |η| < 1.26, additional scintillator layers outside the magnet coil,
called the hadron outer calorimeter (HO), increase the thickness of the calorimetry
system to about 10 hadronic interaction lengths.

The endcap hadronic calorimeters (HE) cover the region 1.3 < |η| < 3.0 and are
composed out of 2304 towers. Depending on the tower positions, the segmentation
in φ is 5° (small |η|) or 10° (large |η|), respectively, and 0.087−0.35 in η, with coarser
segmentation at high |η|.
Forward HCALs (HF) are installed at 3.0 < |η| < 5.0, in a distance of 11.2 m

from the interaction point. Steel is used as an absorber and has a total depth of
1.65 m. Quartz fibres are inserted as active material. The particles emit Cerenkov
light that is detected by HPDs. In total, the two HF modules contain 900 towers,
having a segmentation in η of 0.1 − 0.3 and 10° − 20° in φ. Each HF tower has
two readout channels at different depths (8.2 and 9.5 hadronic interaction lengths)
allowing for a separation of the electromagnetic and hadronic shower components.
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Muon system

The muon system is designed to provide a high muon identification efficiency and
charge determination up to momenta of 1TeV. As shown in Figure 4.5 (left), it
consists of four cylindrical muon barrel (MB) stations, and four muon endcap (ME)
disks at each side of the detector.
The MB stations are located at distances of 4.0, 4.9, 5.9, and 7.0 m from the

beam axis. They contain 250 aluminum drift tube chambers (DTs) covering the
pseudorapidity range |η| < 1.2. Each DT station provides a resolution of 100 µm
in position and 1 mrad in direction. A DT is accompanied by 1 − 2 resistive plate
chambers (RPCs) operated in avalanche mode. The RPCs have a coarse position
resolution but provide fast response and a good time resolution to assign a muon to
the correct bunch crossing.
The RPCs are also used in the endcaps so that they cover a region of |η| < 1.6,

with the possibility of an extension to |η| < 2.1 in the future. The spatial resolution
in the endcaps is provided by 486 cathode strip chambers (CSCs) that span a region
of 0.9 < |η| < 2.5. The CSCs are optimized for the large neutron background and
high muon rate in the forward region, and have a spatial resolution of 100− 200 µm
and an angular resolution of 10 mrad.
In total, the muon system covers an active area of 25 000 m2 and has 1 million

readout channels. The time resolution for all muon subdetector systems is around
3 ns, providing excellent trigger capabilities. In combination with the inner tracker,
the muon system improves the momentum resolution in the barrel for muons with
pT > 200GeV, as shown in Figure 4.5 (right). A detailed study of the muon perfor-
mance in collisions at

√
s = 7TeV is available in [103].

Trigger

At LHC design luminosity, 1 billion interactions are expected per second, with bunch
crossings every 25 or 50 ns. As only 1000 events per second can be written to
permanent data storage, a two-tier trigger system is employed to select the most
interesting collision events for use in physics analyses.
The Level-1 (L1) trigger is built of custom hardware processors using information

from the calorimeters and the muon system. Using reduced granularity and reso-
lution, the L1 trigger scans the events for high-energetic photons, electrons, muons
and jets, and calculates the total (missing) transverse energy of an event. The L1
decision is faster than 1 µs. For a total time of 3.2 µs, the whole detector data is
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Figure 4.5.: The CMS muon system (left) and momentum resolution for muons
(right). Source: CMS collaboration [100,103].

stored in a buffer, before it is discarded or passed on to further processing. The L1
trigger is designed for reducing the data rate to 16− 100 kHz.
The high-level trigger (HLT) reduces the data rate further using a farm of standard

processors. The HLT software reconstructs events using data with higher granularity
than the L1 trigger and algorithms similar to those used in the offline reconstruc-
tion. The total rate of events passing the HLT in the 2012 run was 920 Hz, where
prescales were applied to keep the rate approximately constant as the instantaneous
luminosity increased during the run. Data corresponding to a rate of 550 Hz were
fully reconstructed and available for analysis within 48 hours. The data from the
remaining rate of 370 Hz was “parked” for reconstruction after data taking [104,105].
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In order to analyze the data, physics objects are reconstructed from the track can-
didates and calorimeter clusters recorded by the detector using the particle-flow
algorithm. Lepton candidates and jets are required to be compatible with a com-
mon primary interaction vertex.

5.1. Primary vertex identification

Given the high instantaneous luminosity in the 2012 data-taking, on average 21
interactions are expected per bunch crossing. The single interaction leading to the
triggered event needs to be identified, so that particles stemming from the additional
pileup events can be excluded from the event interpretation.

The interaction vertices are reconstructed in CMS as follows [101]: Charged par-
ticle tracks are selected that stem from the interaction region, having an impact
parameter significance below 5σ. The impact parameter is the distance between the
track and the beam spot at closest approach. Each track needs to be fitted from
at least five hits in the inner tracking system, with at least two hits in the pixel
tracker. The normalized χ2 of the track fit is required to be below 20.

The adaptive vertex fitter [101, 106] is used to cluster the tracks to vertex can-
didates. The algorithm tries to find as many vertices as possible without splitting
true vertices. It assigns a weight (or probability) w between 0 and 1 to each con-
nection between a track and a vertex candidate, based on their positions on the
z-axis and the corresponding uncertainties. A minimal weight of 0.5 is required for
each connection, and at least two tracks of a candidate vertex must be incompatible
(w < 0.5) with other vertices. As figure of merit for a fitted vertex, the number of
degrees of freedom is defined as

ndof = −3 + 2
tracks∑
i=1

wi,
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so that a large number of compatible tracks results in a high value.

Using CMS data at
√
s = 7TeV, the primary-vertex resolution was found to be

below 50 µm in the x/y– and z–directions for vertices with more than ten associated
tracks [101].

The mean number of fitted primary vertex candidates per event in 2012 data is
14.55, corresponding to a vertex identification efficiency of about 70%, including the
loss from vertices with neutral particles only. For each event, the vertex with the
highest

∑
p2

T of the associated tracks is regarded as the primary interaction vertex.
It is required to be within 24 cm in longitudinal and 2 cm in transverse direction
from the nominal interaction point, and to have ndof > 4.

5.2. Particle flow reconstruction

Events are reconstructed using the particle-flow (PF) algorithm [107,108] that com-
bines the information from all CMS sub-detectors to identify and reconstruct indi-
vidual objects. As illustrated in Figure 5.1, muons are traversing the whole detector,
leaving signals in the inner tracker and the muon system. Electrons leave a track
and an energy deposit in the ECAL, while photons are detected only by the ECAL.
The momentum of charged hadrons can be accurately measured in the tracker, and
their energy is deposited mainly in the calorimeters. The energy of neutral hadrons
is measured in the calorimeters only.

Muons are easily identified and their tracks are not considered as candidates for
charged hadrons or electrons. The PF algorithm then connects the remaining tracks
with the calorimeter clusters. If the energy of connected calorimeter clusters is
significantly larger than the corresponding track energies the excess is attributed
to an overlapping neutral hadron in the HCAL and to a photon in the ECAL.
Calorimeter deposits without an associated track are also identified with neutral
particles. The energy deposits of hadrons in the calorimeters are corrected for a
different response in the ECAL (compared to electrons and photons) and the non-
linear response of the HCAL.

Jets typically consist out of 65% charged hadrons, 25% photons and 10% neutral
hadrons. Using the list of particle-flow candidates for clustering (cf. Section 5.4)
improves the measurement of jet energy and directions significantly with regard to
calorimeter jets, as shown in Figure 5.2. The PF jets are closer to their “true” energy
due to the energy calibration of the individual identified particles. The energy and
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Figure 5.1.: Slice through the CMS detector, illustrating the signatures of different
types of particles. Source: CMS collaboration [109].
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Figure 5.2.: Jet response (upper left), energy resolution (upper right), η resolution
(lower left), and φ resolution (lower right) for jets using calorimeter
clusters only or particle flow candidates as input. No additional pp
interactions are included in this preliminary study. From [107].

angular resolution is improved over the whole pT range, demonstrating that possible
misassignments of tracks and calorimeter clusters are well under control.

5.3. Lepton reconstruction

In this analysis, exactly one high-energetic lepton is required for the event selection.
Due to the special challenges of τ -lepton reconstruction, only muons and electrons
are considered as leptons here.

Muons

The performance of the CMS muon reconstruction is described in [103,110]. Muons
are reconstructed in both tracker and muon system (so-called global muons) with
valid hits in at least 5 tracker layers, one pixel layer, and one of the muon stations.
A χ2/ndf smaller than 10 is required for the global track fit. In order to assure that
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5.3. Lepton reconstruction

the muon is coming from the hard interaction, its impact parameter with respect to
the beam spot is required to be |dB| < 0.02 cm, and the distance to the primary
vertex in z–direction needs to be smaller than 0.5 cm.

The particle-flow isolation I within a radius R is defined as

I (R) =

∑
ch(R)

pT + max

∑
nh(R)

pT +
∑
γ(R)

pT −
1

2

∑
chPU(R)

pT , 0


 /p`T,

where ch (R) denotes all charged hadrons in a radius R around the lepton direction,
nh stands for the neutral hadrons, γ for the photons, and chPU for the charged
hadrons stemming from other vertices. This expression reduces the influence of
pileup events by assuming that the contribution from neutral pileup particles is
approximately half of that from charged pileup. Muons are selected if I < 0.12 in a
cone of ∆R < 0.4.

The muon momentum scale is calibrated from the J/Ψ and Z boson resonance
masses with a precision of 0.2%. The relative muon momentum resolution is in the
range of 1.5% . σ(pT)/pT . 5% and has been validated in data [103,110].

Electrons

Electrons are reconstructed from a charged track matched to energy deposited in the
ECAL [111]. Due to the tracker material, electrons radiate a significant amount of
their energy by bremsstrahlung even before reaching the calorimeters. Therefore, the
electron energy is not fully contained in a 5 × 5 crystal cluster around the largest
energy deposit used as seed. In the barrel, the bremsstrahlung yields additional
energy deposits in φ direction, so a supercluster is built by extending an initial
window of 5 × 1 crystals in η × φ into the φ direction. The extension is stopped
when a rise in energy deposit is encountered in newly added crystals, or 17 steps
(corresponding to 0.3 rad) are reached.

In the endcaps, the supercluster is built from 5×5 clusters around the seed crystal
in a range of ±0.07 in η and ±0.3 rad in φ. The energy deposits from the preshower
are added in a range of up to ±0.45 rad in φ and a range of ±0.15 in pseudorapidity.

The reconstruction of electron tracks can be done with the standard Kalman filter
(KF) approach. However, the energy losses due to bremsstrahlung lead to a change
in curvature as the electron travels into the outer tracker regions, and the KF track
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Figure 5.3.: Electron performance for the CMS experiment: relative difference in
reconstructed resonance mass as a function of the electron pT (left) and
relative resolution as a function of the electron energy (right). Source:
CMS collaboration [111].

cannot be fitted very well. The Gaussian sum filter (GSF) is able to take into
account the change in curvature and is used to improve poorly fitted KF tracks.

Electrons are then identified by a multi-variate analysis [112] that uses information
on the quality of the track-to-cluster matching, the shower shape, additional HCAL
deposits, and the difference between the KF- and GSF-fitted track.

Electrons from photon conversions are rejected by looking for missing hits in the
inner tracker layers and fitting two electron candidates to a common vertex compat-
ible with a photon. The electrons are excluded from analysis if the pseudorapidity of
their supercluster is within the transition region 1.4442 < |η| < 1.5660 between the
barrel and endcap calorimeters, where the electron identification is very inefficient.

As for the selected muons, the electron impact parameter with regard to the beam
spot needs to be |dB| < 0.02 cm, with a distance to the primary vertex in z–direction
less than 0.5 cm. A particle-flow isolation I < 0.1 within a cone of ∆R < 0.3 is
required.

From the decays of the Υ (1S), J/Ψ and Z resonances to e+e− pairs, the electron
energy scale in simulation was found to agree with data within 0.5% in the barrel
and endcap regions, as shown in Figure 5.3 (left). The combined energy resolution
from tracker and ECAL is better than 4% and agrees with the expectations from
simulation shown in Figure 5.3 (right).
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5.4. Jet reconstruction

5.4. Jet reconstruction

Jets are the signatures of the partonic quarks and gluons, and are composed out of
the hadrons formed in the fragmentation process. Their energies need to be corrected
for additional particles from pileup and detector effects. The use of b-tag algorithms
allows to identify the jets stemming from the bottom quarks of the top-quark decay.

Jet clustering

Jets are formed from the particle-flow candidates using the anti-kT cluster algo-
rithm [113, 114]. The anti-kT algorithm belongs to a class of infrared-safe and
collinear-safe jet algorithms described in the following. An algorithm is infrared-safe
when the resulting jets are unchanged by additional infinitesimally soft radiation.
It is collinear-safe when an input particle can be split into two particles with nearly
the same direction without changing the result. Both requirements arise from the
singularity structure of QCD described in Chapter 3, in order to obtain an observ-
able that is meaningful in perturbation theory and does not depend on the (parton
shower) cutoff employed in the calculation.
A class of sequential cluster algorithms can be defined by the two quantities

dij = min
(
p2k
T,i, p

2k
T,j

) ∆2
ij

R2
,

diB = p2k
T,i,

where ∆ij denotes the distance in η− φ space, R is the radius parameter giving the
characteristic cluster scale, and k steers the behavior of the algorithm. Both diB

and dij are calculated for all input objects or pairs of objects, respectively. If the
smallest one is a dij those both objects are clustered together. If a diB is smallest, the
corresponding object is considered to be a jet and excluded from further clustering.
The clustering stops when no objects are left.
With k = 1 one obtains the Durham kT algorithm [115], with k = 0 the Cambridge-

Aachen (CA) algorithm [116, 117], and with k = −1 the anti-kT algorithm. These
algorithms result in very different jet shapes, shown in Figure 5.4. At hadron col-
liders, the kT and CA algorithms tend to cluster a significant amount of soft contri-
butions from pileup or the underlying event in an irregular shape around the center
of the jet. The anti-kT algorithm results in cone-shaped jets with a maximum size
defined by the radius R.
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5. Event reconstruction

Figure 5.4.: Sensitivity of different jet cluster algorithms to soft radiation, Durham
kT (left), Cambridge-Aachen (center), anti-kT (right). The effectively
covered area in the η−φ plane is shown for the same event with several
jets. From [114].

Figure 5.5.: Jet energy correction scheme used in the CMS collaboration. From [119].

The default jet reconstruction at CMS employs the anti-kT algorithm with R = 0.5

clustered from particle-flow candidates. Charged particles are excluded if they are
associated to another vertex than the selected primary vertex. Isolated leptons are
excluded from the clustering.
In order to suppress fake jets, jet candidates are required to have an energy fraction

from charged hadrons larger than 0.0 and smaller than 0.99, an energy fraction from
neutral hadrons and photons each smaller than 0.99, and at least 2 jet constituents,
where at least one is required to be a charged hadron, an electron, or a muon.

Jet energy corrections

Jet energy corrections (JEC) are employed to bring the energy (or rather the trans-
verse momentum) of reconstructed particle-flow jets into agreement with the energy
of the corresponding GenJets. The GenJets are defined as the “true” jets at the
hadron level accessible in simulated events, excluding neutrinos and pileup contri-
butions. The JEC scheme used in CMS [118] is shown in Figure 5.5.
Additional pileup events are found to add a transverse momentum of about

0.6GeV per unit area in η − φ space and additional interaction. This amounts
to 0.5GeV on average per interaction for anti-kT jets with R = 0.5, shown in Fig-
ure 5.6 (left). The impact of pileup events is reduced by rejecting tracks that stem
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Figure 5.6.: Jet energy corrections at CMS: L1 pileup offset correction in dependence
of the number of interaction vertices and the jet η (left), and the L2L3
MC truth correction in dependence of the jet pT and η (right). Source:
CMS collaboration [121].

from other vertices than the selected primary one. This charged hadron subtraction
(CHS) is applied in this analysis. The L1 pileup offset correction adds a correction
factor depending on the jet transverse momentum pT, the jet pseudorapidity η, the
offset momentum density ρ calculated from kT jets with R = 0.6, and the jet area
A, using an extension of the hybrid jet area method [113, 120]. The correction can
be determined in MC simulation by comparing identical events with and without
pileup events, and has a size of −15% or −25% for 30GeV jets in the barrel with
and without CHS, respectively. The data-to-simulation scale factor is determined
using the Random Cone method that extracts the momentum offset density ρ from
Zero Bias events [118].

The L2L3 MC truth response R is defined as 〈precoT 〉 / 〈pgenT 〉 binned in pgenT and η.
The reconstructed jet momenta are evaluated in a QCD dijet sample after detector
simulation and L1 correction. The corresponding GenJets are found by requiring a
distance ∆R < 0.25 between the jet axes. The simulation predicts a pT-dependent
correction factor of 5 − 15% needed in the barrel, accounting for the non-linear
response in the calorimeter and tracking inefficiencies. The increase of inactive
material in the endcap and forwards regions requires a correction factor of up to
70%, as shown in Figure 5.6 (right). The L1 and L2L3 MC truth corrections are
applied to both data and simulated events.
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5. Event reconstruction

Remaining data-MC differences are corrected using the pT balance and theMissing
ET Projection Fraction (MPF) methods that calibrate the jets relative to reference
objects, like leptonically decaying Z bosons, photons or jets in the barrel. The cor-
rection factor for jets in collision data is then given by the response ratio Rsim/Rdata

in γ/Z+jet and dijet events. The pT balance method imposes that the pT of the
probed jet should be equal to the reference pT in the limit of no additional event
activity α and defines the jet response as

RpT
jet =

〈
pprobeT

prefT

〉∣∣∣∣∣
α→0

, α =
p′T
prefT

,

where p′T is here defined as the transverse momentum of the first additional jet.
The MPF response takes advantage of the fact that any missing transverse en-
ergy/momentum in the probed event topologies should stem from a mismeasurement
of jet momenta. The MPF response is defined as

RMPF
jet =

〈
1 +

~Emiss
T · ~prefT

(~prefT )
2

〉∣∣∣∣∣
α→0

and is found to have improved stability against additional radiation compared to the
pT balance method. The L2 residual correction is obtained from dijet events using
the MPF method, and corrects for the η-dependence of the jet response, binned in
pT [18, 119]. The absolute scale and its pT-dependence is then corrected by the L3
residual correction, obtained from γ/Z+jet events using the pT balance and MPF
methods in a range of 30 < pT < 700GeV. Extrapolation to even higher jet pT

is done using the multijet balance (MJB) method, where the reference object is a
system of multiple calibrated lower-pT jets.

As shown in Figure 5.7 (left), the size of the L2 residual corrections is up to 15% in
the transition region between endcap and forward calorimeters but below 3% in the
region covered by the tracker. The absolute L3 correction and its extrapolation to
α→ 0 is shown in Figure 5.7 (right). The Winter14_V5 residual corrections applied
in this analysis were derived as a function of the jet pT. The pT-dependence is fitted
from the combination of the measurements in the γ+jet, Z (→ µ+µ+)+jet, and
Z (→ e+e+)+jet channels, taking into account the pT uncertainties of the respective
reference objects.
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Figure 5.7.: Residual data–MC jet energy corrections at CMS: Relative L2 correction
depending on η (left) and the absolute L3 correction with extrapolation
to no additional jet activity (right). Source: CMS collaboration [121].

Jet energy uncertainties

For jets with pT = 30GeV, the total JEC uncertainty is about 2% in the barrel and
slightly larger at higher η, shown in Figure 5.8 (left). The time stability component
is omitted as the analysis is performed on the complete 2012 data. The relatively
large flavor uncertainty is given for a generic QCD sample, and will be recalculated
for the flavor composition of the sample selected in the analysis. Excluding these
two sources, the uncertainty is 1.5% in the barrel. The pT-dependence is shown in
Figure 5.8 (right). The uncertainty is lowest, below 0.5%, for jets with transverse
momenta 100GeV < pT < 300GeV, where most of the γ/Z+jet data reside. At low
pT, the dominant uncertainty comes from the difference between the pileup pT offset
density ρ in simulated events and as obtained from the Random Cone method in
data.

The flavor uncertainty is determined for each jet flavor separately from a com-
parison of jets simulated with Pythia 6 Z2* and Herwig++ EE-3C, resulting
in Figure 5.9. The flavor uncertainties are given relative to the constraints from
data so that the uncertainty is lowest for the γ+jet, Z+jet and QCD (dijet) fla-
vor mixtures at those pT/η where the respective measurements of the absolute jet
energy scale are most precise. Thus, shifting all jet momenta in a simulated sam-
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Figure 5.8.: Summary of the uncertainties on the Winter14_V5 jet energy corrections
at CMS: the uncertainty in dependence of η for jets with pT = 30GeV
(left), and the pT-dependent uncertainty for central jets (right).

ple by their signed flavor-dependent uncertainties corresponds to changing both the
sample of interest and the reference sample for derivation of JEC from Pythia to
Herwig++, with regard to the jet response. The large uncertainty for gluon jets
of up to 2.5% therefore is a consequence of the sizable response difference found
for gluons between Pythia and Herwig++ and of the dominance of light quarks
in the data sample, so that the constraints for the gluon jets are weaker. The re-
sponses for quark jets are found to be in good agreement between both generators.
Together with the good constraint from data, this results in a low uncertainty for
light quarks on the order of 0.2%, with an opposite sign compared to gluons. The
flavor uncertainty for bottom jets is approximately 0.5% and was recently validated
using Z+b data [122]. The flavor uncertainties enter this analysis as a pT-dependent
component due to the uncertainty on the flavor composition of the Z+jet sample,
and as relative uncertainties on the jet energies of each individual jet flavor in the
tt sample.
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Figure 5.9.: Flavor uncertainties on the Winter14_V5 jet energy corrections at CMS
in dependence of η for jets with pT = 30GeV (left), and in dependence
of pT for central jets (right).

Jet energy resolution

The jet energy resolution (JER) was measured with the dijet asymmetry method [118,
123] which uses the pT asymmetry distribution for dijet pairs defined as

A =
|p1

T − p2
T|

1/2 · (p1
T + p2

T)
.

As shown in Figure 5.10 (left), the resolution in data was found to be worse than
in simulation by about 10% on average and up to 40%, at most depending on the
detector region. The pT-dependence of the resolution in data was found to be well
modeled by the simulation. The later is shown in Figure 5.10 (right). Also shown
is the impact of pileup events on the jet energy resolution. The JER uncertainty
varies from 3% to 5% in the tracker region. A cross-check analysis performed in
γ+jet events confirmed the results with slightly larger uncertainties.

B tagging

As tt events contain two bottom quarks, the identification of jets containing bottom
hadrons is very useful for separating signal and background processes.
Algorithms for b-jet identification exploit the unique properties of the bottom

hadrons, i.e., a mass of mB ' 5GeV and a lifetime τB in the order of 10−12 s. The
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Figure 5.10.: Corrections for the jet energy resolution at CMS in dependency of η
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pileup events µ (right) [124].

flight distance of a B hadron in the detector is then d = γBβBτB ≈ 7 mm with the
relativistic Lorentz factor βBγB ≈ 0.4 · mt/mB as typical for a top-quark decay. The
CMS detector is able to resolve the secondary vertices of B hadron decays using the
pixel tracker. Typical observables used for b tagging are the flight distance (or its
significance) to the secondary vertex, or reconstructed invariant mass of all charged
particles assigned to the secondary vertex, which is of order mB/2. Even without
a reconstruction of a secondary vertex, observables like the number of tracks with
large impact parameters associated to the primary vertex give good discrimination
power against other jet flavors.

There are several algorithms implemented in CMS that usually use different sensi-
tive observables combined into a (likelihood) discriminator value. Their performance
expected from simulation is shown in Figure 5.11 (left) where the b-tag efficiency
is plotted against the probability for falsely tagging a light jet (mistag). Working
points are defined as loose/medium/tight, corresponding to 10%/1%/0.1% mistag
rate. The Track Counting High Purity (TCHP), Jet Probability (JP) and Com-
bined Secondary Vertex (CSV) algorithms are used in CMS analyses at

√
s = 8TeV.

Their performance at the different working points has been evaluated in data and
pT-dependent scale factors accounting for the different efficiencies in data and simu-
lation were determined, shown in Figure 5.11 for the CSV algorithm at the medium
working point (right) [125].
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5.5. Missing transverse momentum
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Figure 5.11.: Performance of the b-tag algorithms implemented in CMS [126] (left),
data-MC scale factors for the b-tag efficiency (upper right), and mistag
rate (lower right) of the CSV tagger at the medium working point in
dependence of the jet pT [125].

5.5. Missing transverse momentum

Neutrinos from the W -boson decays interact only weakly and thus leave no direct
evidence in the detector. Still their pT can be estimated by summing the vectorial
transverse momenta of all other objects in the event. The imbalance

~Emiss
T = −

∑
i∈particles

~pT,i

is called the missing transverse momentum or energy (MET). The MET reconstruc-
tion is improved by the so-called Type-I corrections, where effectively the momenta
of the uncalibrated jets in the expression above are replaced with the momenta of
the corresponding calibrated jets if their pT is larger than 10GeV.
As a significant amount of MET is also a signature in many searches for BSM

physics, the MET performance of CMS has been carefully validated [127]. This
analysis uses the MET as an estimate for the transverse momentum of the undetected
neutrino from the leptonic W decay. No selection requirement on MET is imposed
as the other selection steps already yield a very clean sample of tt events, as shown
in Chapter 6.
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6. Lepton+jets selection and
top-quark reconstruction

The goal of the event selection is to obtain a pure sample of tt events in the
muon+jets and electron+jets channels. Such events are expected to contain one
high-energetic charged lepton, one undetected neutrino, and at least four quarks
that give rise to jets. The charged lepton is required to be isolated, i.e., the amount
of event activity in its vicinity is not allowed to exceed some threshold. Due to
the large phase space available at the LHC, additional initial-state radiation jets
are very likely to occur, potentially adding ambiguities to the event reconstruction.
The identification of jets stemming from the bottom quarks in the top-quark decay
is an important step to reduce the background from W+jets production. Finally,
a kinematic fit is employed that checks the compatibility of a selected event with
the tt hypothesis, using the precise knowledge of the W -boson mass but no a-priori
assumption on the top-quark mass.

6.1. Datasets

The analysis is performed on both real collision data and simulated events, described
in the following.

Collision data

For the presented measurement of the top-quark mass, the full 2012 data sample
at
√
s = 8 TeV is analyzed. The runs where all detector systems were working as

expected∗ correspond to an integrated luminosity of 19.7 fb−1. Events are required
to pass a single-muon trigger or a single-electron trigger, so that the analysis is

∗The datasets are filtered to contain only certified runs using the following JSON file:
Cert_190456-208686_8TeV_22Jan2013ReReco_Collisions12_JSON.txt
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6. Lepton+jets selection and top-quark reconstruction

performed on the following SingleMu and SingleElectron datasets that were recon-
structed with the latest detector calibration and alignment after the data taking:

• /SingleMu/Run2012A-22Jan2013-v1/AOD

• /SingleMu/Run2012B-22Jan2013-v1/AOD

• /SingleMu/Run2012C-22Jan2013-v1/AOD

• /SingleMu/Run2012D-22Jan2013-v1/AOD

• /SingleElectron/Run2012A-22Jan2013-v1/AOD

• /SingleElectron/Run2012B-22Jan2013-v1/AOD

• /SingleElectron/Run2012C-22Jan2013-v1/AOD

• /SingleElectron/Run2012D-22Jan2013-v1/AOD

Simulation

Simulated events are used to develop and validate the analysis method. The sim-
ulation of tt signal events is done with the MadGraph 5.1.5.11 matrix element
generator [64], MadSpin [128] for the decay of heavy resonances, Pythia 6.426
parton showering [56] using the Z2∗ tune [129], and Tauola [130] for decays of τ
leptons. The nominal top-quark mass used for MC production is 172.5GeV. Addi-
tional tt samples are produced with the nominal mt and different generator setups
in order to explore systematic variations. W/Z+jets background events are gen-
erated with MadGraph 5.1.3.30. The single-top-quark background is simulated
using Powheg 1.0 r1380 [48,80,131–133], assuming a top-quark mass of 172.5GeV.
All samples are part of the Summer12 central production campaign at CMS and
the detector response is simulated using Geant4 [134]. The tt, W/Z+jets, and
single-top-quark samples are normalized to the theoretical predictions described
in Refs. [37, 135–139]. The simulation includes effects of additional overlapping
minimum-bias events (pileup) that are weighted to match the distribution expected
in data. The complete list of MC samples used for analysis is given in Table 6.1.
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6. Lepton+jets selection and top-quark reconstruction
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6. Lepton+jets selection and top-quark reconstruction
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6.2. Trigger

6.2. Trigger

The minimum trigger threshold on the transverse momentum (pT) of an isolated
muon is 24 GeV.‡ The electron trigger requires one isolated electron with pT > 27 GeV.§

Scale factors for the lepton trigger, reconstruction, and selection efficiencies have
been determined via the tag-and-probe method in Z → `+`− events in [140,141] in
the context of differential tt cross section measurements. The tag lepton is required
to fire the trigger and fulfill tight selection criteria. The probe lepton candidate
is then reconstructed using the inner tracker only and required to be oppositely-
charged, where the invariant mass of the lepton pair has to be within a window
of 15 GeV around the Z-boson mass. Efficiencies are determined relative to these
candidates by applying identification, selection, and trigger criteria to the probe
leptons. The data-to-MC scale factors are the ratios of the efficiencies, and depend
on the lepton pT and η. The combined average scale factor is determined to be
0.966± 0.001 (stat.) for muons and 0.976± 0.001 (stat.) for electrons.

6.3. Preselection

Events pass the preselection if they contain one high-energetic lepton associated to
the primary vertex. In the muon+jets channel, a single muon trigger is required,
and an isolated muon with transverse momentum pT > 33 GeV and pseudorapidity
|η| < 2.1 is selected in the offline reconstruction. The selection in the electron+jets
channel requires a single electron trigger and an electron with ET > 33 GeV and
|η| < 2.1 in the offline reconstruction.

In order to suppress the contributions from Z+jets processes and the tt dilepton
decay channel, events fail selection in both sub-channels if at least one additional
isolated lepton is detected. The veto is applied if an additional muon is recon-
structed globally or in the tracker with pT > 10 GeV, |η| < 2.5 and an isolation
I (R = 0.4) < 0.2. The thresholds for veto electrons are ET > 20 GeV, |η| < 2.5 and
an isolation I (R = 0.3) < 0.15, with relaxed requirements on the electron identifi-
cation.

An event passes the preselection if at least 4 jets with pT > 30GeV and |η| < 2.4

are present. No b tag is required at this stage.

‡Trigger path HLT_IsoMu24_eta2p1_v*
§Trigger path HLT_Ele27_WP80_v*
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6. Lepton+jets selection and top-quark reconstruction

Table 6.2 shows the preselection results in the column "preselection". In data,
582 584 events are selected. The fraction of tt signal as estimated from simulation
is 57%. The largest background source is the W+jets process that has a similar
signature and contributes a fraction of 29%.
Lepton observables are well described by the simulation within the systematic

uncertainties, as shown in Figure 6.1 for pT, η, φ, and the flavor of the lepton. The
lepton η distribution is wider for the background processes than for tt because the
leptonically decaying W bosons can be produced at smaller ŝ = x1x2s. Therefore,
the ratio x1/x2 can take more extreme values and the produced W bosons can get
a higher boost in ±z–direction. The pp initial state also results in a larger cross
section for W+ than for W− production, leading to an enhancement of positively
charged leptons. This predicted charge asymmetry is in good agreement with the
data. At this stage, more electron than muon events are selected due to non-prompt
electrons from QCD multijet background. Individual simulated QCD events with
large event weights lead to spikes in the flat lepton φ distribution.
Figure 6.2 shows the number of b-tagged jets among the four leading in pT

(that will later be used for top quark reconstruction), and the number of jets with
pT > 20 GeV. The jets are tagged with the CSV algorithm that combines recon-
structed secondary vertices and track-based lifetime information, using the medium
working point (cf. Section 5.4). Figure 6.3 shows the distribution of missing trans-
verse momentum, and the distance in η-φ space between the selected lepton and the
nearest jet.
The preselection plots include uncertainties from the number of pileup events and

from the cross section of signal and background processes. The following uncertain-
ties on the cross sections are assumed: 5.3% for tt, 20% for V+jets (from the heavy
flavor component), 10% for single top, 100% for QCD multijet, and 5% for diboson
background [142]. The discrepancies at higher jet multiplicities are expected to be
covered by shape uncertainties of the tt signal, as shown later in Section 6.4.
The data excess at low ∆R between lepton and nearest jet is a feature of the

electron+jets channel and can have different sources. One possibility is a con-
tribution from processes with a very high cross-section, e.g. QCD multijet back-
ground. Isolated electrons overlapping with jets can be faked by topologies where
a high-momentum track is surrounded by additional particle-flow candidates within
0.3 < ∆R < 0.5. Another possible source is spread of bremsstrahlung from a real
electron due to interactions with the tracker that might be larger than simulated.
These topologies are fostered by the relatively small isolation cone used for electrons.
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6.3. Preselection
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6. Lepton+jets selection and top-quark reconstruction
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Figure 6.1.: Preselection: Upper row: reconstructed lepton pT (left) and η (right).
Lower row: lepton flavor (left; −13 = µ+,−11 = e+, 11 = e−, 13 = µ−)
and φ (right). The plots are normalized to luminosity. The hatched
area indicates the quadratic sum of statistical uncertainties from finite
MC sample sizes, as well as systematic uncertainties from process cross
sections and number of pileup events.
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6.3. Preselection
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Figure 6.2.: Preselection: Number of b-tagged jets among the four leading jets with
pT > 30 GeV, (left), and number of jets with pT > 20 GeV.
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Figure 6.3.: Preselection: Missing transverse momentum (left), and minimum dis-
tance between the selected lepton and a jet with pT > 20 GeV (right).
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6. Lepton+jets selection and top-quark reconstruction

As the jet axis is usually close to the electron direction, an additional selection cri-
terion of min (∆R (`, jet)) > 0.3 with pjetT > 20GeV is applied to remove this class
of events.

6.4. Baseline selection

As shown in Figure 6.2, the signal fraction can be enhanced by identifying jets
stemming from a bottom quark. Exactly two b-tagged jets are required among the
four leading jets. The event weight applied to simulation for the b-tag efficiency
correction is derived as w = P (data)/P (MC) with

P (MC) =
∏

i=tagged

εi ×
∏

j=not tagged

(1− εj),

P (data) =
∏

i=tagged

SFiεi ×
∏

j=not tagged

(1− SFjεj),

where εi is the tagging efficiency in simulation, and SFi the data/MC scale factor
shown in Figure 5.11. SFi and εi are functions of the jet flavor, pT and η. The
indices i, j run over the four leading jets.

After baseline selection, 104 580 tt candidate events are selected in data, while
101 890 events are expected from simulation. The estimated selection efficiency for
the tt signal is 2.2%. From simulation, the event composition due to tt is expected to
be > 90%, as shown in Table 6.2, column "baseline selection". Hence, the selection
leads to a very clean sample of tt events (see also [143,144]).

The same control distributions as for the preselection are shown in Figs. 6.4 –
6.6, and demonstrate that a very pure sample of top-quark pairs is obtained. The
origin of the data excess at large ∆R (`, jet) is presently unknown. The transverse
momenta of the four leading jets are shown in Figure 6.7. The uncertainty bands
take into account statistical uncertainties from finite MC sample sizes, as well as
systematic uncertainties from process cross sections, the number of pileup events, jet
energy scale and resolution, renormalization and factorization scales, ME-PS match-
ing threshold, ME generator, and top-pT weighting described in detail in Chapter 8.
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6.4. Baseline selection
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Figure 6.4.: Baseline selection: Upper row: reconstructed lepton pT

(left) and η (right). Lower row: lepton flavor (left;
−13 = µ+,−11 = e+, 11 = e−, 13 = µ−) and φ (right). The
plots are normalized to luminosity. The hatched area indicates statis-
tical uncertainties from finite MC sample sizes, as well as systematic
uncertainties from process cross sections, the number of pileup events,
jet energy scale and resolution, renormalization and factorization scales,
ME-PS matching threshold, ME generator, and top-pT weighting.
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6. Lepton+jets selection and top-quark reconstruction
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Figure 6.5.: Baseline selection: Number of b-tags among the four leading jets with
pT > 30 GeV, (left), and number of jets with pT > 20 GeV.
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Figure 6.6.: Baseline selection: Missing transverse momentum (left), and minimum
distance between the selected lepton and a jet with pT > 20 GeV (right).
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6.4. Baseline selection
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Figure 6.7.: Baseline selection: Reconstructed transverse momenta of the four lead-
ing jets.
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6. Lepton+jets selection and top-quark reconstruction

6.5. Mass reconstruction

The invariant mass of the jets stemming from the hadronically decaying top quark
is the most sensitive observable for measuring the top-quark mass. The four leading
jets are used for the reconstruction of the top quarks in the tt hypothesis. The
two b-tagged jets serve as candidates for the b quarks, while the two untagged jets
build a W -boson candidate. This leads to two possible jet-parton permutations per
event as the W candidate can be associated to either of the bottom jets to form
a top-quark candidate. Both permutations are considered from now on. The mass
distributions of reconstructed W candidates mreco

W and of reconstructed top-quark
candidates mreco

t are shown in Figure 6.8. For simulated tt events, the four-momenta
of the top-quark decay products are known. The jet-parton assignments then can
be classified as

• correct permutations (cp): The four quarks i from the tt decay can be matched
unambiguously to the four leading jets j within a distance ∆Rij < 0.3. The
correct W candidate is identified and associated to the correct bottom jet to
form the top-quark candidate.

• wrong permutations (wp): The correct jets are selected but not correctly as-
sociated to the partons, e.g. by confusing the two bottom jets. Events can
completely consist of wrong permutations if one or both bottom jets are not
tagged and one or two mistags (especially from charm jets) occur instead.

• unmatched permutations (un): Events and their permutations are unmatched
if one of the four leading jets cannot be matched to a quark from the tt decay.
This happens when high-energetic initial state radiation leads to one of the four
leading jets, two or more partons from the tt decay are within the matching
radius of a jet, at least one of the correct jets fails the selection criteria, or the
initial parton direction is out of the detector acceptance.

It is observed that the mass distributions for the correct permutations have Gaussian
shapes around the true masses of the W boson and the top quark. The wrong and
unmatched permutations tend to contribute to a large tail at higher masses.
As the classification is based on parton-level information, it is not accessible in

data. It is however useful to optimize the selection for correct permutations that are
expected to be closest to the LO parton-level configuration for reconstructed masses
and other observables.
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6.6. Kinematic fit and final selection
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Figure 6.8.: Baseline selection: Reconstructed masses of the W bosons decaying to
qq pairs (left) and the corresponding top quarks (right). The number
of permutations in simulation is normalized to the number observed in
data.

6.6. Kinematic fit and final selection

A constrained kinematic fit [145,146] is employed to suppress wrong and unmatched
permutations, and to improve the resolution of the reconstructed observables. The
inputs to the fit are the four-momenta of the 4 leading jets, the charged lepton `,
and

~kT = ~Emiss
T + ~pT (`) +

∑
jets

~pT (jet) ,

where the sum runs over the 4 leading jets. The ~kT quantity effectively removes the
lepton and the leading jets from the ~Emiss

T definition (c.f. Section 5.5), so that the
fit input quantities are uncorrelated.

The reconstructed tt system is described by the six four-vectors of the top-quark
decay products. Six constraints are given by the known particle masses, where
charged leptons, neutrinos and light quarks are assumed to be massless, and the
mass of the b quark is set to 4.7GeV. Additional 5× 3 constraints are provided by
the measured momenta of the charged lepton and the jets, and 2 constraints stem
from the ~Emiss

T of the event. The invariant mass of the two untagged jets mjj and
that of the lepton and the neutrino m`ν are fixed to the mass of the W boson of
mW = 80.4GeV, yielding two additional constraints. The natural width of the W
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6. Lepton+jets selection and top-quark reconstruction

Table 6.3.: Permutation fractions for different signal classes.

Permutation type baseline final effective
Pgof > 0.2 ×Pgof

tt correct 12.8 % 41.7 % 43.8 %
tt wrong 15.9 % 21.1 % 20.8 %
tt unmatched 71.3 % 37.2 % 35.4 %

boson is neglected as it is smaller than the experimental resolution. The uncertainty
on mW of 0.02% is negligible in the context of this analysis. The last constraint is
the requirement of equal top-quark masses in the event which also neglects the finite
decay width of the top quark but is true when averaging over a larger sample. In
total, there are 26 constraints for 24 quantities, yielding 2 degrees of freedom.
For technical reasons, the kinematic fit needs starting values for all quantities,

including the unmeasured z–component of the neutrino momentum, pνz . Imposing
the equality of the top-quark mass at both decay branches results in a quadratic
equation for pνz that has two solutions. The number of permutations in the event is
doubled by the possibility of 2 initial pνz values for each b-jet assignment.
The HitFit program [145] then minimizes χ2 = (x− xm)T G (x− xm) where xm

is the vector of measured observables, x the vector of fitted observables, and G is
the inverse error matrix which is given by the resolutions of the observables. The
goodness-of-fit (gof) probability for the kinematic fit with two degrees of freedom is
Pgof = exp

(
−1

2
χ2
)
.

Figure 6.9 shows χ2 and Pgof of the kinematic fit, the fraction of combination
types, and signal-to-background performance. The number of permutations in sim-
ulation is normalized to the number observed in data, so that the uncertainty band
is given solely by shape uncertainties. The correct permutations have a flat Pgof

distribution, while the two other permutation types cluster at lower values of Pgof .
Imposing a minimum requirement of Pgof therefore enhances the fraction of correct
permutations. The signal fraction S/ (S +B) and the signal significance S/

√
B

are shown as a function of the selection requirement on Pgof , where S denotes the
number of correct permutations, while B is the sum of wrong and unmatched per-
mutations. Both measures are shown with and without weighting by Pgof . The
signal fraction rises constantly while the significance has a maximum and steeply
falls as the number of permutations goes to 0 for Pgof → 1.
In order to increase both the signal (correct tt permutations) fraction and sig-

nificance, the goodness-of-fit probability is required to be at least 0.2. This final
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6.6. Kinematic fit and final selection
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Figure 6.9.: Baseline selection: χ2 of the kinematic fit (upper left), goodness-of-fit
probability Pgof (upper right), fraction of permutation types in depen-
dency of Pgof (lower left), and signal-to-background performance for a
selection requirement on Pgof (lower right). The number of permuta-
tions in simulation is normalized to the number observed in data. The
signal significance S/

√
B is scaled by a factor 1/250 to be shown on the

same axis as the signal fraction S/ (S +B).
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Figure 6.10.: Final selection: The reconstructed W-boson masses (left) and the fit-
ted top-quark masses (right) after the goodness-of-fit selection. The
binning is identical to that used in Figure 6.8. The number of permu-
tations in simulation is normalized to the number observed in data.

selection yields 28 199 events for the mass measurement, containing 69 880 permu-
tations passing this requirement. As shown in Table 6.3, the fraction of correct
permutations estimated from simulation improves from 13% to 42%. The non-tt
background is reduced to 3.6%, see Table 6.2. In the mass extraction, the permu-
tations are weighted by their Pgof values, yielding an effective fraction of correct
permutations of 44%.
Figure 6.10 shows the distributions of the W boson mass as reconstructed from

the qq pair mreco
W and the top-quark mass after the kinematic fit mfit

t and the Pgof se-
lection, exhibiting an improved reconstruction compared to the distributions shown
in Figure 6.8. The reconstructed W -boson mass after the kinematic fit (but using
the original four-momenta of the light jets) is chosen as observable here as the fitted
W -boson mass mfit

W is always equal to 80.4GeV due to the mass constraint. Fig-
ure 6.11 zooms in at the peak regions and demonstrates good agreement between
data and simulation. These distributions will be used to extract the top-quark mass
as described in the following chapters. No Pgof weighting is applied in the figures.
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Figure 6.11.: Final selection: Reconstructed W-boson masses (left) and the fitted
top-quark masses (right) with finer binning after the goodness-of-fit
selection. The number of permutations in simulation is normalized to
the number observed in data.
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7. Methodology

Measurements of the top-quark mass are typically very sensitive to the uncertainties
on the jet energy calibration if the invariant mass of several jets is used as main
observable. In previous experiments and in the beginning of the CMS data taking,
the jet energy scale was known only with an accuracy of about 2%. Scaling all jet
energies by 2% directly yields a 2% uncertainty on the top-quark mass reconstructed
from correct permutations (cf. Figure 6.8), which is about 3.3GeV. Using the
knowledge of the W -boson mass in a kinematic fit improves the precision. Still, a
2% shift in jet energy scale moves the mean of the fitted top-quark mass mfit

t by
1.5GeV. Therefore, the reconstructed mass of the W boson mreco

W shall be used
here to extract a jet scale factor (JSF). Both the top-quark mass and the JSF
are then determined simultaneously with a joint-likelihood fit taking into account
multiple permutations per event, called the ideogram method. This is called the
“2D approach” in the following, in contrast to the “1D approach” that does not use
the mreco

W information. A “hybrid approach” is developed for maximum use of the
information available.

7.1. Ideogram method

The ideogram method was previously employed for measuring the W -boson mass at
the CERN LEP collider [147], and for a measurement of the top-quark mass at the
Fermilab Tevatron collider [148,149]. The method provides a convenient framework
for including estimators from different sources, combining them into one likelihood.
In this analysis, the likelihood in the ideogram method is built of analytic expressions
that are obtained from simulation.
The probability distribution for measuring the top-quark mass mt and the jet

scale factor JSF given a data sample is given by Bayes’ theorem:

P (mt, JSF|sample) = P (sample|mt, JSF)× P (mt)P (JSF)

P (sample)
.
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In the 2D approach, no prior knowledge is included, and the second factor becomes
a constant.
However, a useful prior knowledge is the jet energy scale as determined from

γ/Z+jet events using the methods described in Section 5.4. By setting P (JSF) = δ (1),
the JSF is fixed to unity and the 1D approach is obtained.
In a hybrid approach, the prior knowledge about the jet energy scale is incorpo-

rated by choosing P (JSF) to be a Gaussian constraint with JSF = 1±σcJSF. The rela-
tive weight of the 1D approach is then given by w1D

hyb =
(
σ2DJSF

)2
/
{(
σ2DJSF

)2
+ (σcJSF)2

}
,

where σ2DJSF is the statistical uncertainty obtained for the JSF in the unconstrained
2D approach and depends on the integrated luminosity of the analyzed sample. It
is evident that the 2D approach is recovered in the limit σcJSF → ∞, and the 1D
approach in the limit σcJSF → 0, so that the choice of σcJSF allows for extrapolating
between both approaches. A default weight w1D

hyb = 0.5 will be used for the hybrid
approach in this thesis, giving equal weight to the JSF determined from W -boson
decays and the jet energy scale from γ/Z+jet events.
Denoting an unnormalized probability a “likelihood”, the likelihood used to esti-

mate the top-quark mass mt and the JSF from the data sample is defined as the
product over all single-event likelihoods

L (mt, JSF|sample) = L (sample|mt, JSF) =
∏
events

L (event|mt, JSF)C×wevent ,

wevent =
n∑
i=1

Pgof (i) , Pgof (i) > 0.2,

C = Nevents /
∑
events

wevent

where i runs over the n selected permutations of an event, and C is a normalization
constant. The event weight wevent is introduced to reduce the impact of events
without correct permutations.
The ideogram method can easily be illustrated as shown in Figure 7.1. Single

ideograms can include multiple distinct solutions for the event reconstruction, of-
ten visible by eye. The multiplication of the ideograms results in a very precise
determination of the parameters under study.
The event likelihoods or ideograms are given by the sum of two-dimensional per-

mutation probability densities P that encapsulate the dependency of the observed
quantities mfit

t and mreco
W on the input top-quark mass and JSF obtained from sim-

ulated events. Each permutation is weighted by the goodness-of-fit probability Pgof
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7.1. Ideogram method

Figure 7.1.: Illustration of the ideogram method showing the multiplication of event
likelihoods (ideograms) to form the sample likelihood L. The color-
coded z–axis has arbitrary units.

so that the expression reads

L (event|mt, JSF) =
n∑
i=1

Pgof (i)P
(
mfit
t,i,m

reco
W,i |mt, JSF

)
.

The observables mfit
t and mreco

W have a low correlation coefficient of 0.02 as the light-
quark jets in mfit

t are constrained to an invariant mass of 80.4GeV by the kinematic
fit. Therefore, the permutation probability density P can be factorized into one-
dimensional expressions and is given by the sum over the different permutation
types:

P
(
mfit
t,i,m

reco
W,i |mt, JSF

)
=

∑
j

fjPj

(
mfit
t,i|mt, JSF

)
× Pj

(
mreco
W,i |mt, JSF

)
,

where j represents the correct (cp), wrong (wp) and unmatched (un) permuta-
tion types, and fj their relative fraction taken from the simulated sample with
mt,gen = 172.5GeV. Similarly, a background term could be included – without de-
pendency on the true top-quark mass – but the background fraction of 3.7% can
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safely be neglected at this stage of the analysis and left to the calibration of the
method described in Section 7.2.

The relative fractions fj and probability density distributions Pj are determined
separately for the muon and electron channels from simulated tt events. These were
generated for nine different top-quark mass values mt,gen between 166.5GeV and
178.5GeV using the default MadGraph + Pythia 6 setup. The jet energies are
scaled to obtain for all masses samples with different JSF values (0.96, 0.98, 1.00,
1.02, and 1.04).

The weighted mfit
t distributions of correct permutations in the muon+jets channel

are shown in Figure 7.2 for different values of mt,gen and JSF. They can be fitted
with a Voigt distribution (Breit-Wigner distribution convolved with a Gaussian res-
olution) characterized by the mean µ, the Gaussian resolution σ and the width Γ,
where the latter is fixed to a value of 2GeV, accounting for the natural top-quark
width and non-Gaussian resolution effects:

Voigt: V (x;µ, σ,Γ) =

ˆ
dx′BW (x′;µ,Γ)×G (x;x′, σ) ,

Breit-Wigner: BW (x;µ,Γ) =
1

2π
· Γ(

(x− µ)2 + Γ2/4
) ,

Gauss: G (x;µ, σ) =
1

σ
√

2π
· exp

(
(x− µ)2

2σ2

)
.

The two free fit parameters are determined as a function of both mt,gen and JSF
by first fitting both parameters as a linear function of (JSF− 1) for fixed mt,gen,
shown in Figure 7.3, where the dependence of both mean and resolution on the
JSF is clearly visible. The constant and slope parameters of the first iteration of
linear fits are then again fitted linearly as a function of (mt,gen − 172.5GeV) as
shown in Figure 7.4. As expected and needed for the analysis, the mean of the
distribution is extremely sensitive to the value of the input top-quark mass. Also
the total value of the resolution depends on mt,gen. The parameters extracted from
the second set of linear fits determine the expected Voigt distribution of mfit

t for
correct permutations as a function of mt,gen and JSF, and can be identified with the
term Pcp

(
mfit
t,i|mt, JSF

)
in the likelihood expression.

Similarly, the probability densities for the wrong and unmatched permutations
(Figures 7.5 and 7.6) are parametrized using the asymmetric Crystal-Ball distribu-
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Figure 7.2.: Simulated mfit
t distributions of correct tt permutations, for three gener-

ated masses mt,gen with JSF = 1 (left), and for three jet scale factors
with mt,gen = 172.5GeV (right). The vertical dashed line corresponds
to mfit

t = 172.5GeV.
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Figure 7.5.: Simulated mfit
t distributions of wrong tt permutations, for three gener-

ated masses mt,gen with JSF = 1 (left), and for three jet scale factors
with mt,gen = 172.5GeV (right). The vertical dashed line corresponds
to mfit

t = 172.5GeV.

tion defined as

C (x;µ, σ, α, n) = N ·

exp
(
− (x−µ)2

2σ2

)
, for x−µ

σ
> −α

A ·
(
B − x−µ

σ

)−n
, for x−µ

σ
6 −α

,

A =

(
n

|α|

)n
· exp

(
−|α|

2

2

)
, B =

n

|α| − |α| ,

where the Gaussian mean µ and resolution σ as well as the exponential threshold α
are left free floating with the fixed exponents nwp = 15 and nun = 3.

The distribution of the reconstructed W -boson mass, shown in Figures 7.7 and
7.8 for different JSF, is distorted by the Pgof selection. It is found that it can be
described well by an asymmetric Gauss distribution

AG (x;µ, σ1, σ2) =


1

σ1
√

2π
· exp

(
(x−µ)2

2σ2
1

)
, for x−µ

σ1
< 0

1
σ2
√

2π
· exp

(
(x−µ)2

2σ2
2

)
, for x−µ

σ1
> 0

,

where the mean µ and the resolutions σ1 and σ2 are again parametrized in terms of
mt,gen and JSF, with a negligible dependence on the top-quark mass.

91



7. Methodology

 [GeV]fit
t,unm

100 120 140 160 180 200 220 240

F
ra

c
ti
o
n
 o

f 
e
n
tr

ie
s
 /
 1

0
 G

e
V

0

0.05

0.1

0.15

0.2

0.25  = 166.5 GeVt,genm

 = 172.5 GeVt,genm

 = 178.5 GeVt,genm

JSF = 1.00

+jetsµ = 8 TeV, sCMS simulation,  

 [GeV]fit
t,unm

100 120 140 160 180 200 220 240

F
ra

c
ti
o
n
 o

f 
e
n
tr

ie
s
 /
 1

0
 G

e
V

0

0.05

0.1

0.15

0.2

0.25
JSF = 0.96

JSF = 1.00

JSF = 1.04
 = 172.5 GeVt,genm

+jetsµ = 8 TeV, sCMS simulation,  

Figure 7.6.: Simulated mfit
t distributions of unmatched tt permutations, for three

generated masses mt,gen with JSF = 1 (left), and for three jet scale
factors with mt,gen = 172.5GeV (right). The vertical dashed line corre-
sponds to mfit

t = 172.5GeV.
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Figure 7.7.: Simulated mreco
W distributions of correct tt permutations, for three gen-

erated masses mt,gen with JSF = 1 (left), and for three jet scale factors
with mt,gen = 172.5GeV (right). The vertical dashed line indicates the
known W -boson mass of mW = 80.4GeV.
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Figure 7.8.: Simulated mreco
W distributions of wrong (left) and unmatched (right)

tt permutations, for three jet scale factors with mt,gen = 172.5GeV.
The vertical dashed line indicates the known W -boson mass of
mW = 80.4GeV.

Separate probability densities are obtained for the muon+jets and electron+jets
channels with very similar parameters. In order to combine the two channels, the
likelihoods are multiplied: L` = Lµ × Le. In the 2D approach, the most likely
top-quark mass m2D

t and JSF are obtained by maximizing the two-dimensional like-
lihood. For the 1D and hybrid approaches the corresponding JSF constraints are
taken into account. Technically, a minimization of the negative logarithm of the
likelihood is performed.∗ The statistical uncertainty is then given by the condition
−2∆ lnL (mt, JSF|sample) = 1.

7.2. Calibration of the ideogram method

The presented ideogram method contains some simplifications, like the fixed values
of fj and the neglection of the background contribution. Therefore, the method has
to be checked for possible biases and for the correct estimation of the statistical
uncertainty. This calibration is performed for the 2D approach. The calibration is
also valid for the 1D and hybrid approaches as these are special cases of the 2D
approach.

∗Using the ROOT::Math::Minimizer class.
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For each combination of the nine mt,gen values and three JSF scales (0.98, 1.00,
1.02), 10 000 pseudo-experiments are conducted, resulting in 27 calibration points
in the (mt, JSF) plane. The number of simulated events contained in each pseudo-
experiment is given by a Poisson distribution around the number of events observed
in data for the individual or the combined channel, respectively. All background
processes are included in the pseudo-experiments. The following steps are done to
draw events from a combined sample of N signal and background events that were
normalized to luminosity and have some maximum MC event weight max (wMC)†:

1. Draw a random integer number in the interval [0, N − 1] to choose an event.
2. Draw a random number in the interval [0,max (wMC)]. Pick the event for the

pseudo-experiment if its event weight is larger than the random number.
3. Increase the counter of drawn events by 1, or decrease if the event has a

negative weight given by the MC@NLO method.
4. Repeat until the number of drawn events is equal to the desired number of

events.

This prescription ensures that every pseudo-experiment is based on a correctly un-
weighted MC sub-sample that can be treated exactly like data by the ideogram
method.

The distribution of the extracted values mt,extr and JSFextr follows a Gaussian
around the generated values, smeared by the statistical uncertainty of the method,
as shown in Figure 7.9. The biases are defined as

mass bias =
〈
mt,extr −mt,gen

〉
,

JSF bias =
〈

JSFextr − JSF
〉
.

The biases in mass and in JSF are shown in Figure 7.10 as a function of mt,gen for
the three values of JSF, together with linear fits for each value of JSF. A constant
fit of the calibration points serves as a quality estimator of the overall calibration.
The extracted values are found to be within 0.5GeV and 0.5% of the input top-
quark mass and JSF, respectively, and the biases are nearly independent of the
input values.

†Weight for simulated events containing luminosity and cross section information, pileup, trigger
and b-tag scale factors. Not to be confused with the analysis weight based on Pgof .
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Figure 7.9.: Extracted top-quark masses mt,extr for different mt,gen and JSF = 1
(left), and extracted jet scale factors JSFextr for different JSF and
mt,gen = 172.5GeV (right), from pseudo-experiments in the combined
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lines correspond to straight line fits. The black solid line corresponds
to an assumption of a constant calibration for all mass and JSF points
in each channel.
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7. Methodology

Corrections for the extracted values are obtained by fitting the biases with a
2-dimensional function

f (mt,extr, JSFextr) = p0 + p1 × (mt,extr − 172.5) + p2 × (JSFextr − 1)

+p3 × (mt,extr − 172.5)× (JSFextr − 1) ,

where the pi are the calibration parameters. Applying this calibration to the ex-
tracted values yields the final calibrated top-quark mass mt,cal and the jet scale
factor JSFcal that agree well with the input values leading to biases close to zero, as
shown in Figure 7.11.
For validating the statistical uncertainty returned by the method, the pull distri-

bution for the top-quark mass is defined as:

pull =
mt,cal −mt,gen

σ (mt,cal)
,

where σ (mt,cal) is the statistical uncertainty of an individual mt,cal for a pseudo-
experiment generated at mt,gen, and accordingly for the JSF. Using the calibrated
pseudo-experiments, a Gaussian function is fitted to the pull distributions, as for
instance shown in Figure 7.12. A pull width smaller/larger than unity means that
the mean statistical uncertainty returned by the extraction method is larger/smaller
than the variance of the bias which is the true statistical uncertainty. As depicted
in Fig. 7.13, mass pull widths of 1.042 for the muon+jets channel and 1.030 for
the electron+jets channel are found. The method therefore slightly underestimates
the statistical uncertainty of the measurement, and the required corrections are
incorporated into the evaluation of the final likelihood by scaling lnL with a factor
(pull width)−2.
After applying the full single-channel calibration for biases and the pull width, ad-

ditional pseudo-experiments are generated for the combination of the two channels.
As shown in Fig. 7.14, no additional corrections are needed.
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7.2. Calibration of the ideogram method
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Figure 7.11.: Mean difference between the extracted mass mt,extr and each gener-
ated mass mt,gen and between JSFextr and JSFgen for the muon+jets
(left) and the electron+jets channel (right), after the calibration, as a
function of different mt,gen and three values of JSF.
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Figure 7.13.: Width of the pull distribution for the calibrated measurement of mt
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lines correspond to fits of constants to all calibration points, assuming
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8. Systematic uncertainties

The systematic uncertainties considered as relevant for this measurement, and the
methods used to evaluate them are described in this chapter. The contributions
from the different sources of systematic uncertainties are shown in Table 8.1, for the
combined fit to the entire lepton+jets data set using the 2D, 1D, and hybrid (using
w1D
hyb = 0.5) approaches.
In general, the absolute values of the largest observed shifts in mt and JSF, de-

termined from changing the parameters of interest by ±1 standard deviations in
simulated pseudo-experiments, are assigned as systematic uncertainties on the final
measurement.
In order to avoid accidentally small uncertainties from samples with limited size,

the statistical significance is calculated for each comparison between uncorrelated
samples. The statistical uncertainties on the mass and JSF extracted from pseudo-
experiments based on a simulated sample containing Nsample weighted events is given
by

σsample = σPE ×
√

NPE

Nsample
×mean

(
w2
MC,norm

)
,

where σPE andNPE are the mean uncertainty and number of events used for conduct-
ing the pseudo-experiments corresponding to 19.7 fb−1. The mean of the squared
normalized MC event weight wMC,norm accounts for the degradation of statistical
precision stemming from the usage of weights for b-tagging, trigger and pileup. The
statistical uncertainty on the observed difference in mass or JSF is used as systematic
uncertainty if it is larger than the shift itself.

8.1. Experimental uncertainties

Method calibration: The method is developed and calibrated on simulated sam-
ples. This uncertainty accounts for the limited size of the calibration samples
and the residual biases after calibration.
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8. Systematic uncertainties

Table 8.1.: List of systematic uncertainties for the combined fit to the entire lep-
ton+jets data set. Uncertainties evaluated from uncorrelated samples
are determined with limited statistical precision. The numbers in brack-
ets are not added to the total uncertainty. A minus-sign (–) in the δmt

1D

column indicates that the uncertainty is anti-correlated to the corre-
sponding one on mt

2D. The “JEC: Flavor” subcomponents are added
linearly, therefore the sign is given for the up variation of each source.
The hybrid approach is performed with w1D

hyb = 0.5 and effectively takes
the average of the 1D and 2D approaches.

2D approach 1D approach Hybrid
δmt

2D (GeV) δJSF δmt
1D (GeV) δmt

hyb (GeV)
Experimental uncertainties
Method calibration 0.04 0.001 0.04 0.04
Jet energy corrections (quad. sum) (0.16) (0.006) (–0.42) (0.19)
– JEC: InterCalibration <0.01 (<0.001) –0.02 0.01
– JEC: MPFInSitu 0.01 (0.003) –0.24 0.12
– JEC: Uncorrelated non-pileup 0.11 (0.005) –0.32 0.13
– JEC: Uncorrelated pileup 0.12 (0.002) –0.12 0.06
Lepton energy scale 0.01 <0.001 0.01 0.01
MET 0.04 <0.001 0.03 0.04
Jet energy resolution 0.11 0.002 –0.05 0.03
b tagging 0.06 <0.001 0.04 0.06
Pileup 0.12 0.002 –0.05 0.04
Non-tt background 0.05 <0.001 0.01 0.03
Modeling of hadronization
JEC: Flavor (linear sum) (0.40) (0.001) (0.30) (0.35)
– light quarks (uds) +0.11 –0.002 –0.02 +0.05
– charm +0.03 <0.001 –0.01 +0.01
– bottom –0.32 <0.001 –0.31 –0.32
– gluon –0.22 +0.003 +0.05 –0.08
b-jet modeling (quad. sum) (0.17) (0.001) (0.17) (0.16)
– b fragmentation 0.06 0.001 –0.06 <0.01
– Semi-leptonic B hadron decays 0.16 <0.001 0.15 0.16
Modeling of perturbative QCD
PDF 0.09 0.001 0.06 0.04
Ren. and fact. scale 0.17±0.08 0.004±0.001 –0.24±0.06 0.09±0.07
ME-PS matching threshold 0.11±0.09 0.002±0.001 –0.07±0.06 0.03±0.07
ME generator 0.07±0.11 0.001±0.001 0.16±0.07 0.12±0.08
Top-quark transverse momentum 0.16 0.003 –0.11 0.02
Modeling of soft QCD
Underlying event 0.15±0.15 0.002±0.001 0.07±0.09 0.08±0.11
Color reconnection modeling 0.11±0.13 0.002±0.001 –0.09±0.08 0.01±0.09
Total systematic 0.61 0.007 0.65 0.49
Statistical (expected) 0.20 0.002 0.12 0.16
Total (expected) 0.64 0.007 0.66 0.52
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8.1. Experimental uncertainties

Jet energy corrections: The uncertainty on the jet energy corrections is evaluated
by scaling the energies of all jets up and down according to their individual
data/MC uncertainties [118] (cf. Subsection 5.4), that are given by 23 in-
dividual sources and depend on both pT and η of the jet. The uncertainty
sources are mapped to the correlation groups defined by the top LHC work-
ing group [150]. The “JEC: Intercalibration” and “JEC: MPFInSitu” groups
contain the modeling uncertainties of the L2 and L3 residual corrections, re-
spectively, that are partially correlated between different experiments. The
remaining flavor-independent JEC uncertainties, e.g., the statistical uncertain-
ties of the residual corrections and detector-specific effects, are uncorrelated
between experiments. This “JEC: Uncorrelated” group also contains uncer-
tainties due to the effect of additional pileup events. As the pileup component
has a specifically large pT-dependence, it is listed separately here. The largest
difference in the measured top-quark mass is taken as a systematic uncertainty.
The corresponding shifts on the JSF in the 2D approach are given for infor-
mation only, as the JSF is measured for the specific flavor composition and pT

spectrum of the selected tt sample.

Lepton energy scale: The muon [103] energies in simulation are scaled up and
down by their uncertainty of 0.2%. The electron [102] energies are known
with uncertainties of 0.6% in the barrel and 1.5% in the endcap region.

Missing transverse momentum: All changes in jet and lepton energies are prop-
agated to the MET. For the remaining MET uncertainty evaluated here, the
energy of particle-flow candidates not clustered into a jet with pT > 10GeV is
scaled up and down by 10% [151].

Jet energy resolution: The jet energy resolution in simulation is degraded by 8

to 25% depending on η to match the resolutions measured in data shown
in Subsection 5.4. In order to account for the resolution uncertainty, the jet
energy resolution in the simulation is modified by ±1 standard deviations with
respect to the degraded resolution [123].

b tagging: The events are weighted to account for the pT-dependent uncertainty
of the b-tag efficiencies and mis-identification rates of the CSVM tagger [125]
shown in Subsection 5.4. As an alternative approach, the discriminator value
is changed from the nominal CSVM working point of 0.679 to 0.655 or 0.71,
respectively. The b-tag efficiency in the nominal tt sample is altered by 1.2%
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8. Systematic uncertainties
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Figure 8.1.: Number of pileup events in Summer12 simulation and data with
up/down uncertainties (left), and number of reconstructed primary ver-
tices after baseline selection (right). The hatched area indicates the
uncertainties from signal/background normalization and pileup.

and the mis-tag efficiency by 15%, both corresponding to a 1σ variation of the
scale factor. The resulting variation of the c-tag efficiency is 5%, corresponding
to two standard deviations. As the second method results in a larger shift on
the result, this is quoted as a systematic uncertainty.

Pileup: The number of pp interactions per bunch crossing is given by the instan-
taneous luminosity multiplied with the total inelastic pp cross section. The
inelastic pp cross section was determined from the number of reconstructed
vertices in Z → µ+µ− events as 69.4± 4.2 mb. The uncertainty of that mea-
surement is propagated to the expected number of pp interactions in simu-
lation. Figure 8.1 shows the number of pileup events in simulation and the
number of reconstructed vertices NPV in both data and simulation. The in-
fluence of pileup on the energy measurement of low-pT jets is accounted for by
JEC uncertainties (see above).

Non-tt background: The normalizations of the background samples are varied by
their inclusive cross-section uncertainties obtained from scale variations in the
theory calculation, i.e., 20% for W/Z+jets (uncertainty for W/Z + bb̄ produc-
tion), 10% for single top, and 5% for diboson background. The amount of
QCD multijet background is varied by 100%. For the dominating background,
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8.2. Modeling of hadronization

single-top production, in addition the renormalization and factorization scales
in the simulation are varied by factors of 1/2 and 2 to take into account the un-
certainties on the extrapolation from the inclusive to the selected phase space.
For the second-largest background,W+jets production, no fully simulated sys-
tematics samples were available. It is found that more than 90% of the selected
W+jets events stem from theW+4 partons subprocess at matrix-element level,
that gives a contribution of 0.7% to the total cross section. Therefore, the
contribution of the W + 4 partons subprocess was determined in particle-level
samples with variations of renormalization/factorization scales and matching
threshold. Scale factors of 0.56 (scale up), 2.24 (scale down), 0.61 (matching
up), and 2.11 (matching down) were determined. Applying these scale factors
as additional uncertainties to the W+jets contribution gives a more realistic
uncertainty estimate in the selected phase space. Shape uncertainties are still
neglected but the impact of the matching threshold variations is likely to be
overestimated as reducing/enlarging the phase space for matrix-element emis-
sions is enlarging/reducing the phase space for corresponding parton shower
emissions.

8.2. Modeling of hadronization

Similar tunings of string and cluster fragmentation models to e+e− data may still
lead to different predictions in top-quark events [88]. The comparison of the reference
implementations in Pythia and Herwig is non-trivial due to further differences in
the parton shower, ME-PS matching and the underlying event, that may add up or
compensate each other, as discussed in Section 10.1.
In this analysis, the impact of switching between Pythia and Herwig is impor-

tant for the jet energy corrections, because the detector response depends on the
momenta and types of stable particles. In addition, the impact of b-fragmentation
hardness and of the neutrino fraction in b jets is evaluated using weights calculated
on particle level.

Flavor-dependent JES: The difference in jet energy response between Pythia 6
and Herwig++ is determined for each jet flavor with respect to the nominal
calibration point, as described in Subsection 5.4. In order to evaluate possible
differences between the measured JSF (from light quarks with gluon contam-
ination) and the b-JES, the flavor uncertainties for jets stemming from light
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8. Systematic uncertainties
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Figure 8.2.: Semi-leptonic branching ratio of B hadrons and the corresponding
uncertainty.

quarks (uds), charm quarks, bottom quarks, and gluons are evaluated sepa-
rately and added linearly. In the framework defined by the top LHC working
group, this is called the “JEC: Flavor” correlation group and is assumed to be
largely correlated between the experiments. The jet energy response in Z + b

events was found to agree with the expectation from MadGraph + Pythia 6
with similar uncertainties [122].

b fragmentation: The Bowler-Lund fragmentation function for B hadrons is re-
tuned to agree with the xB data measured by the ALEPH [152] and DEL-
PHI [153] collaborations, see Sec. 10.3. The difference between Pythia Tune
Z2* and the retuning is taken as the systematic uncertainty, as it is larger than
the uncertainties on the retuning.

Semi-leptonic B hadron decays: The semi-leptonic branching ratio of B hadrons
corresponds directly to the abundance of undetected neutrinos inside b jets
that lower the response with respect to the original bottom quark. The branch-
ing ratio B → `νX (where ` is defined in the literature as either muon or elec-
tron) is 0.105 for B0/B+ decays in Pythia 6. The branching ratio is varied
by −0.45% and +0.77% to give an envelope of the existing measurements and
their uncertainties [87], shown in Figure 8.2.
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8.3. Modeling of the hard scattering process

8.3. Modeling of the hard scattering process

Parton distribution functions: The simulated signal events are generated using
the CTEQ6L1 parton distribution functions (PDFs) [154]. The uncertainty
due to the choice of PDF is calculated using the PDF4LHC prescription [155],
creating an envelope of the CT10 [156], MSTW2008 [63], and NNPDF 2.3 [157]
PDFs, including their individual PDF and αs uncertainties. In total, the mass
and JSF shifts for 147 PDF variations are evaluated so that the speed of
the ideogram method is crucial. The maximum difference between CTEQ6L1
and the lower or upper boundary of the envelope, respectively, is taken as a
systematic uncertainty. The αs uncertainty is not propagated to the matrix
element generator, as the Q2 scale is varied separately.

Renormalization and factorization scales: The amount of QCD radiation in tt

events affects top-quark reconstruction and selection efficiencies. Theory-
inspired scale variations by factors of 1/2 and 2 are found to be generous
envelopes of jet multiplicity and gap fraction measurements in tt events per-
formed by ATLAS [158,159] and CMS [160,161], shown in Figures 8.3 and 8.4.
Final-state radiation inside resonance decays is described at NLO accuracy and
is tightly constrained by measurements of event shapes at LEP [162–165]. A
measurement of jet shapes in tt events has been performed by the ATLAS
collaboration [166], where the results can be compared to simulation in the
Rivet framework, as done for Figure 8.5.

ME-PS matching threshold: In the tt simulation, the QCUT matching thresh-
olds used for interfacing the matrix-elements prediction generated with Mad-

Graph and the Pythia parton showering are changed from the default value
of 40GeV down to 30GeV and up to 60GeV. These variations cover the pa-
rameter range in which the pT distributions of the first three additional jets
match smoothly on both sides of the threshold. Figures 8.3 and 8.4 show only
small impact on jet observables.

ME generator: The guidelines of the Top LHC working group [167] recommend the
comparison of central predictions from different MC generators, using at least
one multi-leg and one NLO generator setup. Therefore, the difference between
simulating the hard scattering process with MadGraph (LO multi-leg, tt
with up to 3 jets) and Powheg (NLO tt) is evaluated. Both matrix-element
generators are interfaced to Pythia 6.
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8.4. Modeling of soft QCD
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Figure 8.5.: Momentum distribution of particles inside jets (“jet shapes”) measured

by the ATLAS collaboration in tt events, given by the mean pT fraction
〈ρ (r)〉 at the jet radius r ±∆r for light (left) and bottom (right) jets,
compared to MadGraph + Pythia 6 simulation. Data from [166].

Top-quark transverse momentum: Recent calculations suggest that the top-quark
pT spectrum is affected by NNLO effects [168]. Also, differential tt cross-section
measurements indicate a softer transverse momentum (pT) distribution than
the MadGraph predictions [140, 141, 169–172]. It was suggested that the
agreement of data and simulation can be improved by choosing a different
reshuffling scheme in the parton shower for assigning virtuality to the massless
parton from the matrix element [173]. Different schemes are implemented in
Herwig++ and Pythia 8. For evaluating the uncertainty, the top-quark pT

in simulation is varied to match the distribution measured by CMS [170–172].

8.4. Modeling of soft QCD

Underlying event: Soft QCD effects are taken into account by tuning Pythia to
measurements of the underlying event [129]. The uncertainties are estimated
by comparing the Perugia 2011 tune with the Perugia 2011 mpiHi and Perugia
2011 Tevatron (TeV) tunes [174]. As shown in comparison to CMS data in
Figure 8.6 (left), the underlying event model was tuned to a larger summed
transverse momentum in the mpiHi variation, while the TeV tune has a de-
creased underlying event activity.
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8. Systematic uncertainties

Color reconnection: The uncertainties that arise from ambiguities in the modeling
of color reconnection effects [175] are estimated by comparing in simulation
Pythia 6 underlying event tunes with and without color reconnection: the
Perugia 2011 and Perugia 2011 noCR tunes [174]. The right plot of Figure 8.6
shows variations of the Perugia 2012 tune for the description of the mean
transverse momentum of charged particles in dependence of their number in
minimum-bias events. It is equivalent to the Perugia 2011 family for this
observable but features an additional “loCR” tune with medium color recon-
nection that agrees with the presented CMS data. The loCR variation is not
used in this analysis as it fails to match the ATLAS data measured at a higher
minimum particle pT [176], suggesting that the model fails to described higher
moments of the distribution. The new models implemented in Pythia 8 [92]
will be studied in the future as the experimental collaborations are moving to
Pythia 8 for the LHC run 2.
This uncertainty is expected to be closely related to the inherent ambiguity
of O(ΛQCD) in determination of mt from kinematic reconstruction, that is
caused by the ambiguous assignment of radiation due to the color connection
between the bottom jet and the beam remnant. This suggests a dependence
of the measurement of mt on the event kinematics that is further studied in
Sec. 11.

8.5. Discussion

Improvement with regard to previous measurements

The total uncertainties expected for the 2D and 1D approaches are of similar size,
0.64GeV and 0.66GeV, respectively. The published 2011 analysis at

√
s = 7TeV [13]

is based on the work in this thesis and has a total uncertainty of 1.07GeV in the 2D
approach. Apart from the reduction in statistical uncertainty due to the larger data
set, this is achieved by the following improvements: The jet energy corrections and
the jet energy resolution are determined more precisely, and larger simulated samples
improve the statistical significance of systematic variations and reduce statistical
fluctuations. Improving the understanding and the factorization of the systematic
uncertainties is highly beneficial. So the hadronization uncertainty is reduced by
deriving the individual uncertainty associated to each jet flavor from the comparison
of Pythia 6 and Herwig++, while the 2011 analyis used the full difference between
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Figure 8.6.: The summed transverse momentum (left) and the average pT vs.
the charged particle multiplicity measured in minimum-bias events at
CMS [129,177]. Plots created using mcplots.cern.ch [178].
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8. Systematic uncertainties

light-quark and gluon jets as an upper estimate of the uncertainty for bottom jets.
In turn, b-jet specific uncertainties in the Lund string model are added to this new
result.

The preliminary CMS result at
√
s = 8TeV [11], also based on this thesis, has

a total uncertainty on the top-quark mass of 0.77GeV in the 2D approach. The
improvements in the analysis presented here are due to the usage of the (close-to)
final jet energy corrections and resolutions, as well as due to a correction for the
estimation of the statistical significance of the systematic samples.

Comparison of 2D, 1D and hybrid approaches

Comparing the 2D and 1D approaches, the uncertainties from jet energy corrections
are reduced for the 2D approach as expected. As the JEC uncertainties are larger
for low-pT jets (cf. Section 5.4) and the pT spectrum of the light jets from the W
boson is softer than the spectrum of the bottom jets from the top-quark decays, the
top-quark mass in the 2D fit tends to be slightly overcorrected by the flat JSF. This
yields an opposite sign for the JEC uncertainties of the 1D and 2D approaches.

A similar effect is observed for the radiation uncertainties, i.e., renormaliza-
tion/factorization scales and matching threshold. Additional radiation enhances
the fraction of unmatched permutations that have on average larger reconstructed
invariant masses by picking wrong jets for the tt reconstruction. As the shift in mreco

W

is larger than needed to compensate the effect on mfit
t , the top mass result in the

2D approach gets overcorrected, so that the radiation uncertainties acquire opposite
signs with regard to the 1D approach.

In the 1D approach, the flavor-dependent JEC uncertainty is mainly driven by
the bottom uncertainty because the invariant mass of the two untagged jets is fixed
to mfit

W = 80.4GeV. In the 2D approach, a significant contribution from the fla-
vor uncertainties of the light quarks and gluons enters the analysis through their
contribution to the reconstructed W -boson mass.

The hybrid approach has an expected overall uncertainty of 0.52GeV as it makes
use of all information available on the jet energy scale and thus reduces the overcom-
pensation effects in the 2D approach. The choice of setting w1D

hyb = 0.5 is a posteriori
justified by

• the similar precision of the 2D and 1D approaches
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8.5. Discussion

• the similar precision of the JSF extracted in this analysis (±0.007) compared
to the jet energy scale from γ/Z+jet events, as seen by evaluating the JEC
uncertainty on the JSF (±0.006)

Therefore, assigning an equal weight to the 2D and 1D approaches is a natural
choice. While the JEC uncertainty becomes slightly larger compared to the 2D
approach, there is a net gain for the jet energy resolution, the flavor-dependent
JEC, the radiation uncertainties, and the uncertainty on the top-quark transverse
momentum. The hybrid approach also yields an improved statistical uncertainty
that, while beneficial on its own, reduces the statistical uncertainty on the observed
systematic shifts.

Hadronization uncertainties

In all approaches, the sum of the modeling uncertainties is larger than the experimen-
tal ones. The hadronization uncertainties are most frequently debated, c.f. [3, 179].
In principle, they can be considered to be semi-experimental as they are related to
the jet composition in terms of stable particle types and momenta. Different predic-
tions for the jet composition result in different extrapolation from the well-measured
Z+jet reference flavor composition to pure flavor samples. Experimentally, this issue
can be tackled either by an improved determination of the jet compositions or by
constraining the jet response for samples enriched with certain jet flavors. The first
approach has extremely high demands on hadron discrimination, while the latter
requires efficient flavor tagging and a large integrated luminosity. As demonstrated
by CMS, a good precision can be achieved from Z+ b events with the existing b-tag
algorithms and the data sample collected at

√
s = 8TeV [122].

At the generated particle level, a comparison of string and cluster fragmentation in
Sherpa is performed as shown in Section 10.2. The jet-parton response as well as the
reconstructed top-quark and W -boson masses are in good agreement, suggesting no
significant genuine hadronization effects if all particles could be measured perfectly.

Differences between Pythia and Herwig generators

The comparison of different Pythia and Herwig setups using the full analysis at
reconstruction level yields the shifts documented in Table 8.2. It is evident that the
shift, e.g., between Powheg + Pythia 6 Z2* and Powheg + Herwig 6 AUET2
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8. Systematic uncertainties

is of the same order of magnitude as the total uncertainty of the presented mea-
surement for all three approaches. Furthermore, the selection efficiency in Powheg

+ Herwig 6 AUET2 is found to be larger by about 15%, spoiling the good agree-
ment of the event yield in data and simulation shown in Table 6.2. A priori, such
differences are no surprise, as the jet energy calibration and scale factors for b-
tag/mistag efficiencies are determined in CMS with respect to Pythia 6 Z2*, so
these constraints are not valid for Herwig 6 AUET2 without additional corrections
or scale factors.
In order to exclude the detector effects, different generator setups are studied us-

ing a simplified top-quark mass analysis at particle level, as discussed in detail in
Section 10.1. One of the findings is that the reconstructed top-quark and W -boson
masses differ significantly at particle level. E.g., the difference between Powheg

+ Pythia 6 Z2* and Powheg + Herwig 6 AUET2 for a 2D approach is found
to be δm2D

t,particle = 1.43GeV, which is even larger than at reconstruction level. The
difference is likely to stem from the parton showers that might give different pre-
dictions for the radiation from the top and bottom quarks. To study the impact of
possible issues in the radiation modeling, the matrix-element corrections to the first
emissions in the decays of top quarks and W bosons are switched off in Pythia 8.
This results in a difference of up to 0.9GeV, supporting the hypothesis of differ-
ent t → bWg radiation patterns in Pythia and Herwig as possible explanation.
Comparisons of samples generated without underlying event and hadronization may
shed additional light on the issue.
The difference between Herwig 6 and Herwig++ interfaced to Powheg is

found to be in the order of 1GeV, while Pythia 6 and Pythia 8 agree within
0.3GeV for different setups. The stability of the Pythia-based setups is motivation
for defining the top-quark mass implemented in Pythia as the mass to be mea-
sured in this analysis. The issue of different radiation treatment may be related
to the issue of the top-quark mass definition itself (c.f. 2.2) so that advancements
in the translation between the MC and field-theory mass definitions could finally
compensate the differences between the generator setups used for the measurement.
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8.5. Discussion

Table 8.2.: List of additional comparisons for the combined fit to the entire lep-
ton+jets data set. A minus-sign (–) in the δmt

1D column indicates that
the shift is anti-correlated to the corresponding one on mt

2D.

2D approach 1D approach Hybrid
δmt

2D (GeV) δJSF δmt
1D (GeV) δmt

hyb (GeV)
Cross-checks

MadGraph + Pythia 6 Z2* 0.21±0.10 0.003±0.001 –0.04±0.07 0.08±0.08vs. MadGraph + Pythia 6 P11
Powheg + Pythia 6 Z2* 0.74±0.14 0.003±0.001 0.50±0.08 0.62±0.10vs. Powheg + Herwig 6 AUET2
Powheg + Pythia 6 Z2* 0.12±0.13 0.010±0.001 0.97±0.08 0.55±0.10vs. MC@NLO + Herwig 6
MC@NLO + Herwig 6 0.62±0.13 0.013±0.001 –0.48±0.08 0.07±0.10vs. Powheg + Herwig 6 AUET2
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9. Results

9.1. Top-quark mass result

After full calibration of the measurement method using simulated events and the
estimation of all systematic uncertainties, the measurement is performed on the
28 199 lepton+jets events selected in the collision data at

√
s = 8TeV, corresponding

to an integrated luminosity of 19.7 fb−1. All three approaches (2D, 1D, and hybrid)
are evaluated. The resulting values of the top-quark mass are understood to be the
optimal parameters for MC simulations using the Pythia parton shower and may
be numerically different for other parton showers.

Using the 2D approach, the following result is obtained:

m2D
t = 172.15± 0.19 (stat.+JSF)± 0.61 (syst.)GeV,

JSF = 1.006± 0.002 (stat.)± 0.007 (syst.).

Figure 9.1 shows the 2D likelihood obtained from data and compares the uncertainty
of the measurement with the expected precision from the pseudo-experiments. As
the top-quark mass and the JSF are measured simultaneously, the statistical un-
certainty on mt combines the statistical uncertainty arising from both components
of the measurement. The overall uncertainty is 0.64GeV on the top-quark mass
from adding the components in quadrature. Within systematic uncertainties, the
measured JSF is compatible with a value of JSF = 1, so it provides an independent
cross-check of the jet energy scale obtained from γ/Z+jet events (c.f. Section 5.4).
The measurements using only muon+jets or electron+jets events are found to agree
within their statistical uncertainties, as expected from the small size of the lepton
uncertainties:

µ+jets: m2D
t = 172.06± 0.27 (stat.+JSF)GeV, JSF = 1.007± 0.003 (stat.),

e+jets: m2D
t = 172.25± 0.28 (stat.+JSF)GeV, JSF = 1.004± 0.003 (stat.).
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Figure 9.1.: The 2D likelihood (−2∆ log (L)) measured for the lepton+jets final state
(left). The ellipses correspond to statistical uncertainties onmt and JSF
of one, two, and three standard deviations. The statistical uncertainty
distribution obtained from 10 000 pseudo-experiments is compared to
the uncertainty of the measurement in data (right).

The 1D approach sets JSF = 1, and therefore relies solely on the external jet
energy calibration. It yields a result of

m1D
t = 172.63± 0.12 (stat.)± 0.65 (syst.)GeV.

The total precision of 0.66GeV is close to that of the 2D approach as the jet energy
corrections for the CMS data at

√
s = 8TeV were determined very precisely by

analyzing the complete data set (c.f. Section 5.4).

The hybrid approach combines the information from the simultaneous JSF fit
with the external jet energy calibration, yielding a result of

mhyb
t = 172.39± 0.16 (stat.+JSF)± 0.49 (syst.)GeV,

JSFhyb = 1.003± 0.001 (stat.)± 0.005 (syst.).

With a total uncertainty of 0.52GeV, the hybrid approach presented here is the cur-
rently most precise determination of the top-quark mass, albeit under the premise
that the differences between Pythia and Herwig masses are either understood or
obsolete in the future. The two-dimensional hybrid likelihood is shown in Figure 9.2
(left). Figure 9.2 (right) shows the uncertainty on mhyb

t as a function of the weight
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9.1. Top-quark mass result
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w1D
hyb associated to the 1D approach. As the statistical uncertainty contains a JSF

component, it is largest for w1D
hyb = 0 and constantly falling for higher w1D

hyb. The
minimum JEC uncertainty is obtained at low w1D

hyb, where the anti-correlated effects
approximately cancel. The sum of the remaining systematic uncertainties is mini-
mized at larger w1D

hyb. It is shown that the initial choice of w1D
hyb = 0.5 is close to the

value of minimal total uncertainty.
An overview of the measurements of the top-quark mass in the lepton+jets chan-

nel stemming from the work in this thesis is given in Table 9.1. The uncertainties
in the 2D approach were mainly reduced by the improvement of details in the esti-
mation of the systematic uncertainties and increased sizes of simulated systematics
samples. In contrast, the 1D approach became competitive due to advancements
in the determination of the jet energy corrections at CMS. Once the uncertainty in
both approaches is of similar size, their combination in the hybrid approach yields
a further improvement.
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9. Results

Measurement Method mt [GeV] stat. [GeV] syst. [GeV]
CMS [13] 2D 173.49 0.43 0.98
(
√
s = 7TeV published) 1D 172.97 0.27 1.44

CMS [11] 2D 172.04 0.19 0.75
(
√
s = 8TeV preliminary) 1D 172.66 0.11 1.29

This thesis 2D 172.15 0.19 0.61
(
√
s = 8TeV) 1D 172.63 0.12 0.65

hybrid 172.39 0.16 0.49

Table 9.1.: Measurements of the top-quark mass in the lepton+jets channel per-
formed during the course of this thesis.

9.2. Comparison with other measurements

The result using the hybrid approach is compared to other precise determinations
of the top-quark mass in Figure 9.3. Following the same numbering scheme as in
Figure 9.3, a short overview of each measurement is given.

1. The most precise measurement from the ATLAS collaboration was performed
in the lepton+jets channel with a 3D template method using 7TeV data [180].
In this method, a bottom JSF is fitted in addition to mt and JSF using the
ratio of bottom and light jet transverse momenta. Compared to its 2D version,
a reduction of the uncertainties stemming from the relative b-jet energy scale
(corresponds to flavor-dependent JEC at CMS) and hadronization (Powheg

+ Pythia vs. Powheg + Herwig in tt) is achieved, at the cost of a larger
b-tag uncertainty. The measured bottom JSF is in excellent agreement with
the expected value of 1.
Result: mt = 172.31± 0.75 (stat.+JSF+bJSF)± 1.35 (syst.) GeV

2. Based on the work in this thesis, the CMS measurement in the lepton+jets
channel at

√
s = 7TeV [13] used the ideogram 2D approach. Compared to

the new measurement presented here, the jet energy corrections, their flavor-
dependency, and the jet energy resolution were less precisely known. Smaller
simulated samples lead to larger statistical fluctuations on the systematic un-
certainties.
Result: mt = 173.49± 0.43 (stat.+JSF)± 0.98 (syst.) GeV

3. The CMS all-jets analysis at
√
s = 7TeV [15, 17] uses the same framework of

the ideogram method presented in this thesis. The QCD multijet background
was suppressed by a tight event selection and modeled using an event mixing
technique. Due to large statistical uncertainties on several simulated samples
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9.2. Comparison with other measurements

used for the evaluation of systematic uncertainties, the 1D approach is quoted
as main result.
Result: mt = 173.49± 0.69 (stat.)± 1.21 (syst.) GeV

4. The final CDF measurement in the lepton+jets channel [181] relies on a tem-
plate fit to the reconstructed mass of the W boson and two top-quark candi-
dates per event. The two dominant systematic uncertainties stem from the jet
energy corrections and the generator uncertainty, evaluated by a comparison of
Pythia and Herwig in tt events. The uncertainty on the detector response
for bottom jets is taken to be ±0.2% [182] but no public documentation on
the derivation is available.
Result: mt = 172.85± 0.71 (stat.+JSF)± 0.85 (syst.) GeV

5. This measurement from the D0 collaboration [183] is based on a partial dataset.
It uses a matrix-element method (MEM) that calculates the likelihood for mt

and a JSF for a given event based on the LO matrix element for tt production
and decay.∗ In a hybrid approach, an external JSF constraint from γ+jet and
dijet events is added. A flavor-dependent jet energy correction is obtained
from the light-quark- and gluon-enriched γ+jet and dijet samples by a fit of
the single-particle responses, and is then propagated to bottom jets with a very
small uncertainty. The reponse for central b jets with pT = 30GeV in data
is determined to be 2.3 ± 0.3% lower than in simulation. The corresponding
correction thus shifts the measured top-quark mass to a higher value. The
dominant uncertainty, “Hadronization and UE”, stems from an Alpgen +
Pythia/Herwig comparison in tt events.
Result: mt = 174.94± 1.14 (stat.+JSF)± 0.96 (syst.) GeV

6. The world combination from March 2014 [3] was performed using the BLUE
method [184]. The measurements 1–5, including the two CMS results based on
the ideogram method presented in this thesis, and six measurements of lower
precision served as input. The measurements were found to be in general
agreement, indicated by a low χ2 of 4.3 for 10 degrees of freedom, correspond-
ing to a probability of 93%.
Result: mt = 173.34± 0.27 (stat.)± 0.71 (syst.) GeV

After the release of the world combination, the following high-precision results ap-
peared:

∗The MEM can be understood as a simultaneous fit to all observables that can be built with the
four-vectors of the selected objects, yielding a superior statistical precision, but requires long
computation times.
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9. Results

7. The preliminary result from the CMS collaboration using data at
√
s = 8TeV

in the lepton+jets channel [11]. The jet energy corrections and resolution
were less precisely known compared to the result presented in this thesis. The
result uses the 2D approach and the largest uncertainty stems from the flavor-
dependence of the jet energy corrections.
Result: mt = 172.04± 0.19 (stat.+JSF)± 0.75 (syst.) GeV

8. Similarly, the CMS measurement in the all-jets channels was updated to
8TeV [16, 17]. Using the 2D approach, the flavor-dependent JEC were found
to be the largest source of uncertainty.
Result: mt = 172.08± 0.36 (stat.+JSF)± 0.83 (syst.) GeV

9. The D0 analysis using the matrix-element method was updated to the full
Tevatron dataset [185]. A huge additional correction for the energies of cen-
tral bottom jets, based on the single-particle responses extracted from light-
quark and gluon jets, of −0.064±0.003% at pT = 30GeV [186] is applied. The
“Hadronization and UE” uncertainty was reduced by using the particle-level jet
energies after the events were selected using the jet energies at reconstruction-
level. In contrast to the previous D0 measurement (5 in this list), no external
JSF constraint was used. The measured JSF of 1.025± 0.005 (stat.) does not
seem to agree well with the jet energy calibration from γ+jet and dijet events,
although no systematic uncertainty on the JSF is given. Extrapolating the
published 2D likelihood to JSF = 1 would yield a 1D top-quark mass of ap-
proximately 179GeV, with increased uncertainties from jet energy corrections.
Result: mt = 174.98± 0.58 (stat.+JSF)± 0.49 (syst.) GeV

10. The result presented in this thesis, using CMS data in the lepton+jets channel
at
√
s = 8TeV and a hybrid approach that combines the simultaneous JSF

measurement with an external constraint from γ/Z+jet events.
Result: mt = 172.39± 0.16 (stat.+JSF)± 0.49 (syst.) GeV

All measurements listed here use a Pythia-based setup as default simulation and
thus measure the top-quark mass as defined in Pythia. It is noticeable that the
measurements by the ATLAS, CDF, and D0 collaborations quote an uncertainty
based on the comparison of tt samples generated with Pythia and Herwig. As
argued in Section 8.5, the jet energy corrections and other data/MC scale factors
are usually determined with respect to Pythia so that their application to Herwig

samples discards the constraints from data and introduces potential double-counting
of uncertainties.
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9.3. Compatibility testing using the BLUE method

Excluding detector effects, even larger differences between Pythia and Herwig

are expected from the study of top-quark reconstruction at particle level (c.f. Sec-
tion 10.1) that potentially affect all measurements based on kinematic reconstruc-
tion in a similar way. As the “true” differences between both generators are therefore
likely to be underestimated by the quoted values, it is more useful to identify the
measured top-quark mass with mPythia

t and rely on the on-going theory efforts for
connecting mPythia

t (and mHerwig
t ) with the pole and short-distance masses [30].

9.3. Compatibility testing using the BLUE method

This section is devoted to testing the compatibility between selected measurements
using the BLUE method [184] that was also used for combining the top-quark mass
results from the Tevatron [187], the LHC [188], all of them together [3], or CMS
alone [179]. The BLUE method tries to find a linear combination of the input mea-
surements that minimizes the total uncertainty, using the individual uncertainties
and their estimated correlations.

BLUE combination of 2D and 1D approaches

As a cross-check of the hybrid approach, a combination of the 2D and 1D results
presented in Section 9.1 is performed using the BLUE method. The effects of the
systematic uncertainty sources were found to be either fully correlated (correlation
coefficient ρ = 1) or anti-correlated (ρ = −1), as indicated in Table 8.1. The
correlation coefficient ρ2D1D of the statistical uncertainty between both methods is
determined to be ρ2D1D = 0.589 from pseudo-experiments.

The combined result using BLUE is then

mt = 172.38± 0.14 (stat.+JSF)± 0.47 (syst.)GeV,

having a total uncertainty of 0.49GeV. The combination has a χ2 of 0.31 for one
degree of freedom, corresponding to a probability of 58% and demonstrating good
internal consistency. The 1D measurement has a combination weight of 48.6%,
the 2D measurement a weight of 51.4%, so that their combination approximately
corresponds to a simple average.
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(7) CMS 2012, lepton+jets, 2D
-1PAS TOP-14-001, 19.7 fb

 0.75 GeV± 0.19 ±172.04 

(8) CMS 2012, all-jets, 2D
-1PAS TOP-14-002, 18.2 fb

 0.83 GeV± 0.36 ±172.08 

(9) D0, lepton+jets, 2D
-1PRL 113, 032002 (2014), 9.7 fb

 0.49 GeV± 0.58 ±174.98 

(10) lepton+jets, hybrid
 (CMS data)-1This thesis, 19.7 fb

 0.49 GeV± 0.16 ±172.39 

 syst± stat ±value 

 [GeV]tm
165 170 175 180

5

10

Figure 9.3.: Overview of precise measurements of the top-quark mass. The measure-
ments highlighted in green are performed using the method described in
this thesis. The world combination (5) is highlighted in blue, contain-
ing (amongst others) the measurements above the dashed line (1–5).
The measurements below the solid line (7–10) appeared after the world
combination.
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9.3. Compatibility testing using the BLUE method

If all systematic uncertainty sources are treated as correlated (with no negative
signs), a combined result of

mt = 172.36± 0.15 (stat.+JSF)± 0.60 (syst.)GeV

is obtained. While the central value is stable, this combination has a larger uncer-
tainty and the χ2 value increases to 1.48, corresponding to a probability of 22%.
Therefore, both the total uncertainty and the quality of combining both approaches
is improved by a correct treatment of the correlations, as done by construction in
the hybrid approach.

CMS 7TeV lepton+jets and thesis result

The high combination probabilities found in combinations of a large number of
measurements are naturally explained by the inclusion of measurements with larger
uncertainties that effectively only add degrees of freedom. The compatibility of the
two very precise measurements in the lepton+jets channel at different center-of-mass
energies ( [13] and this thesis) is thus investigated without taking into account other
measurements. For the comparison on equal ground, the result of the 2D approach
is used for both measurements, shown in Table 9.2.

Apart from the statistical uncertainty components, the “JEC: Uncorrelated”, jet
energy resolution and pileup uncertainties are considered as uncorrelated between
the measurements. This is due to harsher pileup conditions in the 8TeV run period,
as well as due to changes in the JEC/JER determinations using different methods
and higher average transverse momenta of the jets in the γ/Z+jet events selected
for jet energy calibration.

As shown in Table 9.2, the overall correlation coefficient between both measure-
ments is 0.617 using the standard BLUE method. The 7TeV measurement con-
tributes only around 1% to the combined value. Different magnitudes of the indi-
vidual uncertainties at 7 and 8TeV could stem from statistical fluctuations or may
indicate an overestimate of the correlation between the two measurements. Restrict-
ing the correlations for each uncertainty source X to

ρ8TeV,X
7TeV = min

(
σX7TeV
σX8TeV

,
σX8TeV
σX7TeV

)
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9. Results

Measurement mt [GeV] stat. [GeV] syst. [GeV]
CMS lepton+jets 7TeV [13] 173.49 0.43 0.98

This thesis 8TeV (2D) 172.15 0.19 0.66

Combination Correlation Relative weight
7TeVvs. 8TeV 7TeV 8TeV

BLUE default 0.617 -1.35% 101.35%
Limited correlations 0.371 15.32% 84.68%

Combination mt [GeV] unc. [GeV] χ2/ndf Prob Standard
deviations

BLUE default 172.132 0.642 2.56/1 11.0% 1.60
Limited correlations 172.355 0.623 1.73/1 18.9% 1.31

Table 9.2.: Combination of CMS measurements in the lepton+jets channel.

leads to a lower overall correlation of 0.371 and the 7TeV measurement gets a weight
of 15%.
In both cases, the combination results are close to the more precise 8TeV mea-

surement. The χ2 probabilities are 11% for the BLUE default and 19% for BLUE
with limited correlations. These correspond to an agreement between the two mea-
surements within 1.6 and 1.3 standard deviations, respectively.

CMS 7TeV lepton+jets, thesis result, and D0 lepton+jets

Adding the D0 measurement [185] to the combination requires additional assump-
tions on the correlation between the two experiments. Two scenarios will be investi-
gated. In the first scenario, all systematic uncertainties between the two experiments
are assumed to be uncorrelated (ρD0

CMS = 0). In the second scenario, it is assumed
that experimental uncertainties are uncorrelated (including the D0 determination
of the bottom jet energy scale), while modeling uncertainties are correlated. Again,
BLUE is evaluated with both default and restricted correlations.
As expected and shown in Table 9.3, the CMS 7TeV measurement has a relatively

low impact on the combination, while the weight of the 8TeV result from this thesis
is slightly larger than the weight of the D0 measurement. The combinations yield
top-quark masses between 173.26 and 173.43GeV with reduced total uncertainties
in the order of 0.5GeV but the χ2 probabilities are at the level of 1% or lower. This
means that the measurements agree with each other only within 2.5–3.1 standard
deviations. It is currently under investigation if the deviation is caused by experi-
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9.3. Compatibility testing using the BLUE method

Measurement mt [GeV] stat. [GeV] syst. [GeV]
CMS lepton+jets 7TeV [13] 173.49 0.43 0.98

This thesis 8TeV (2D) 172.15 0.19 0.66
D0 lepton+jets [185] 174.98 0.58 0.49

Combination
Correlation

CMS 7TeV CMS 7TeV This thesis 8TeV
vs. this thesis 8TeV vs. D0 vs. D0

BLUE default (ρD0
CMS = 0) 0.617 0 0

Limited correlations (ρD0
CMS = 0) 0.371 0 0

BLUE default 0.617 0.146 0.204
Limited correlations 0.371 0.051 0.125

Combination Relative weight
CMS 7TeV This thesis 8TeV D0

BLUE default (ρD0
CMS = 0) -0.79% 58.80% 41.99%

Limited correlations (ρD0
CMS = 0) 9.12% 50.37% 40.52%

BLUE default -1.87% 61.87% 39.99%
Limited correlations 10.06% 50.70% 39.24%

Combination mt [GeV] unc. [GeV] χ2/ndf Prob Standard
deviations

BLUE default (ρD0
CMS = 0) 173.328 0.489 10.81/2 0.45% 2.84

Limited correlations (ρD0
CMS = 0) 173.419 0.481 8.92/2 1.16% 2.52

BLUE default 173.257 0.536 12.64/2 0.18% 3.12
Limited correlations 173.395 0.509 10.06/2 0.65% 2.72

Table 9.3.: Combination of CMS and D0 measurements in the lepton+jets channel.

mental issues or by different simulated reference distributions at particle level (cf.
Section 10.1).
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10. Generator studies

The measurement of the top-quark mass presented in this thesis relies on comparison
to event generators which implement the hard scattering process, a parton shower,
and models for hadronization and the underlying event, as described in Chapter 3.
Therefore, different generator setups are compared for top-quark pair production
using the Rivet toolkit [189]. Rivet is designed to provide a convenient way for
calculating and plotting hadron level observables from HepMC input [190]. The
simulated distributions can be compared to reference data, that can either be a well
understood reference simulation or unfolded experimental data. In Rivet, unfolded
data distributions are available from numerous experiments of 30 years of high en-
ergy physics, including electron-positron, electron-proton and proton-(anti)proton
collisions. The tuning of the event generators to data from Z boson decays and
minimum-bias events is an integral part of the simulation chain. Unfortunately,
only very few particle level distributions from top-quark data are available up to
now [166,191], so that no systematic comparison to data is possible. Therefore, this
section will compare different event generator setups among each other, and always
in comparison to the CMS default setup.

10.1. Top-quark reconstruction at particle level

A study of the properties of jets and top-quark candidates using a partial recon-
struction of simulated tt lepton+jets events at

√
s = 8TeV is performed. The

particle-level analysis∗ implements a lepton+jets selection that is close to the one
used by CMS. Within a range of |η| < 2.5, exactly one charged electron or muon
with pT > 30 GeV is required. Jets are clustered from all particles with |η| < 2.5

using the anti-kT algorithm with R = 0.5. The charged lepton with pT > 30 GeV
and undetectable neutrinos are excluded from the jet clustering. At least four jets
are required with pT > 30. Jets stemming from bottom quarks are identified by

∗MC_TTBAR_HADRON, based on the MC_TTBAR analysis bundled with Rivet.
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10. Generator studies

requiring ∆R (jet,B) < 0.4, where B denotes a bottom hadron with pT > 5 GeV in
the event history of the generator. The quark content of the B hadron is accessible
at generator level† and can be exploited to tag jets as stemming from a b or b̄ quark.
The events are required to contain exactly one bottom and one antibottom jet, as
well as at least two untagged jets, in order to enhance the probability for a correct
reconstruction of the hadronically decaying top quark.
In order to find a W boson candidate at particle level, the invariant masses of

all pairs of untagged jets are calculated. The pair with the invariant mass closest
to 80.4 GeV serves as the W boson candidate. To enhance the number of correct
candidates, only events with 75 GeV < mjj < 85 GeV are selected. For the recon-
struction of a top quark candidate, the W candidate needs to be combined with
one of the two bottom jets. If the hard lepton in the event is positively charged, it
stems from a t→ bW+ → b`+ν` decay chain. Therefore, the W boson reconstructed
from jets must be negatively charged, requiring a pairing with the antibottom jet
to reconstruct the decay t̄→ b̄W− → b̄q̄q′, and vice versa for opposite charges.
Using Gaussian distributions, the reconstructed W candidate mass mjj is fitted

within a range of 75–85 GeV, and the top-quark candidate mass mjjb within a range
of 160–185 GeV. In addition, the 2D approach presented in Section 7.1 is mimicked,
where a correction factor for the top-quark mass is derived using the fixed W mass
mW = 80.4GeV, yielding a top-quark mass

〈
m2D
t

〉
= 〈mjjb〉 ×

〈mW 〉
〈mjj〉

.

The 2D mass is therefore corrected for effects that affect bothmjj andmjjb similarly.
The results obtained for the different generator setups described in the following are
summarized in Table 10.1.

Default simulation

The default tt simulation produced by the CMS collaboration is based on the Mad-

Graph 5 matrix-element generator, interfaced with Pythia 6 for parton shower
and hadronization, using the Z2* tune [129]. Top-quark pair events are generated
with mMC

t = 172.5 GeV and up to three additional partons from initial-state radi-
ation (ISR). MLM matching is used to remove double-counting of emissions by the

†In a detector-level analysis, the charge of the secondary vertex could be used for distinguishing
between hadrons with b and b̄ quarks.
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10.1. Top-quark reconstruction at particle level

Table 10.1.: List of generator setups used in the particle-level analysis. The shifts
observed in the reconstructed masses are with regard to the reference
setup MadGraph + Pythia 6 Z2*. The different Pythia setups are
marked with a closed circle ( ), where single/few-parameter variations
are excluded.

Generator setup δmjj δmjjb δm2D
t

1 MadGraph + Pythia 6 Z2*, mt = 172.5GeV  
MadGraph + Pythia 6 Z2*, mt = 169.5GeV −0.02 −2.84 −2.81
MadGraph + Pythia 6 Z2*, mt = 175.5GeV +0.01 +2.50 +2.47
MadGraph + Pythia 6 Z2*, scale down +0.18 +0.21 −0.17
MadGraph + Pythia 6 Z2*, scale up −0.15 −0.23 +0.08

2 MadGraph + Pythia 6 P11  −0.12 −0.28 −0.02
MadGraph + Pythia 6 P11TeV −0.30 −0.51 +0.13
MadGraph + Pythia 6 P11mpiHi −0.10 −0.20 +0.01
MadGraph + Pythia 6 P11noCR +0.03 +0.02 −0.04

3 MadGraph + Pythia 8 CUEP8M1  −0.15 −0.23 +0.08
MadGraph + Pythia 8 CUEP8M1, global recoil −0.14 −0.20 +0.10
MadGraph + Pythia 8 CUEP8M1, no ME corr. −0.12 −0.87 −0.62

4 aMC@NLO FxFx + Pythia 8 CUEP8M1, ME corr.  −0.09 −0.27 −0.08
aMC@NLO FxFx + Pythia 8 CUEP8M1, no ME corr. −0.07 −0.80 −0.64
aMC@NLO + Pythia 8 CUEP8M1, ME corr.  −0.28 −0.31 +0.28
aMC@NLO + Pythia 8 CUEP8M1, no ME corr. −0.22 −1.07 −0.60
aMC@NLO + Herwig++ EE-3C −0.27 −2.80 −2.25

5 Pythia 8 CUEP8M1, ME corr. −0.13 −0.33 −0.07
Pythia 8 CUEP8M1, no ME corr −0.07 −0.98 −0.83
Herwig++ EE-3C −0.29 −1.63 −1.03

6 Powheg + Pythia 6 Z2*  −0.05 −0.23 −0.13
Powheg + Pythia 8 CUEP8M1  −0.24 −0.42 +0.08
Powheg + Herwig++ EE-3C −0.10 −2.60 −2.39
Powheg + Herwig++ EE-5C +0.43 −1.79 −2.68
Powheg + Herwig 6 AUET2 +0.81 +0.14 −1.56

7 Sherpa 2, Lund fragmentation +0.61 −0.66 −1.94
Sherpa 2, Cluster fragmentation +0.65 −1.12 −2.49

All setups (without mass variations)
- Mean difference to default −0.01 −0.82 −0.67
- RMS 0.30 0.77 0.94
Pythia setups ( )
- Mean difference to default −0.13 −0.25 +0.03
- RMS 0.09 0.12 0.12
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Figure 10.1.: Multiplicity of jets with pT > 30 GeV (left) and the transverse mo-
mentum of the hardest jet (right) in simulated tt lepton+jets events,
showing the default setup MadGraph + Pythia 6 Z2* and varia-
tions. Each distribution is normalized to unity.

matrix element and the parton shower, and ensures a smooth transition between the
phase-space region where each dominates. The top-quark decays are simulated with
MadSpin, taking into account spin correlations between the decay products. The
first emissions in the top andW decays are corrected with the NLO matrix element.

The impact of different systematic variations is evaluated, with special attention
to the invariant mass of the reconstructed top-quark candidate. The effect of a
variation in the input top-quark mass is illustrated by variations of ±3 GeV. The
renormalization and factorization scales are varied simultaneously by factors of 1/2

and 2, resulting in increased and reduced jet activity. The shifts in reconstructed
masses are documented in block 1 of Table 10.1.

Figure 10.1 shows the jet multiplicity and the transverse momentum of the jet
leading in pT. The up variation of the renormalization scale µR implies a smaller
value of αs (µR). Thus, the jet multiplicity is smaller, and the leading jet pT spectrum
is softer due to smaller boost of the tt system. Opposite effects are found for the
scale down variation. Changing the input mass has only mild effects on the jet
multiplicity, while the jet pT is altered: a larger (smaller) top-quark mass leads to
harder (softer) decay products.

Figure 10.2 shows the transverse momentum and the invariant mass of the leading
bottom jet after the full selection. There is in general a good agreement among the

130



10.1. Top-quark reconstruction at particle level
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Figure 10.2.: Transverse momentum (left) and mass (right) of the hardest bottom
jet in simulated tt lepton+jets events, showing the default setup and
variations. Each distribution is normalized to unity.

predictions. The jet mass shows some sensitivity on the renormalization scale used
in the simulated sample, where a larger αs leads to slightly more massive jets.

Figure 10.3 indicates that the masses of W boson and top quark reconstructed
from jets are affected by scale variations, such that a higher scale (smaller αs) leads
to a lower mass. This can be explained as a sum of two effects: the jets masses
are smaller on average and the probability to choose hard initial-state radiation for
the reconstruction of the W boson is lower. Therefore, a shift of roughly 200 MeV
can be seen for both distribution, leading to a slight overcompensation in the 2D
approach. The variation of the input top-quark mass shifts the invariant mass peak
of the top-quark candidate by several GeV, as expected.

A different tuning of hadronization parameters is evaluated using the Perugia 2011
tune [174], along with its variations of underlying event activity (“TeV” and “mpiHi”)
and color reconnection (“noCR”), shown in block 2 of Table 10.1. It is found that
the jet multiplicity and pT distributions are not affected by the different tunes. As
shown in Figure 10.4, the systematic underlying event variations of the P11 tune
cover a similar range in jet mass as the scale variations.

Figure 10.5 shows the invariant mass distributions. Shifts of a few hundred MeV
are observed but successfully compensated for m2D

t , showing that a retuning of
hadronization and the underlying event in Pythia is mostly agnostic of the jet
flavor.
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Figure 10.3.: Invariant mass of W boson (left) and top-quark candidates (right) in
simulated tt lepton+jets events, showing the default setup and varia-
tions. Each distribution is normalized to unity.
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Figure 10.4.: Transverse momentum (left) and mass (right) of the hardest bottom
jet in simulated tt lepton+jets events, comparing the default setup and
the Perugia 2011 tunes. Each distribution is normalized to unity.
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10.1. Top-quark reconstruction at particle level
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Figure 10.5.: Invariant mass of W boson (left) and top-quark candidates (right) in
simulated tt lepton+jets events, comparing the default setup and the
Perugia 2011 tunes. Each distribution is normalized to unity.

Alternative generators

The generator setups of block 3 in Table 10.1 are created using the same MadGraph

matrix element as the previous blocks but interfaced to Pythia 8, using the CMS
CUEP8M1 tune, which is based on the Monash tune [192]. As shown in Figure 10.6,
a large shift in reconstructed masses for the W boson, the top quark as well as the
jet mass is observed when matrix element corrections to the first emission within
the decays are turned off in order to study their effect. Activating the “global recoil”
instead of the standard “dipole recoil” scheme for momentum reshuffling does not
lead to significant differences for the observables under study.

For the LHC Run 2, the CMS collaboration intends to use the NLO successor of
MadGraph, aMC@NLO, as default matrix-element generator. It can be inter-
faced to both Pythia 8 and Herwig++. Block 4 in Table 10.1 lists the studied
setups, where “FxFx” indicates a merged prediction for tt with up to 2 additional
partons at NLO precision. Otherwise, only 1 real emission is contained in the NLO
tt matrix element. The top-quark mass of the available FxFx sample is 173 GeV
instead of 172.5 GeV, the shift in the table is corrected for that. The MC@NLO

method requires the matrix-element corrections for the initial state parton shower
to be turned off. Here, a preliminary version of Pythia 8 was used that allows for
using ME corrections for the radiation inside the W -boson and top-quark decays. It
can be noted that the effect of ME corrections in aMC@NLO + Pythia 8 is similar
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Figure 10.6.: Invariant mass of W -boson (upper left) and top-quark candidates (up-
per right), and transverse momentum (lower left) and invariant mass
(lower right) of the leading bottom jet in simulated tt lepton+jets
events, comparing the default setup and Pythia 8. Each distribution
is normalized to unity.
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10.1. Top-quark reconstruction at particle level

to that in MadGraph + Pythia 8. As visible in Figure 10.7, the samples gener-
ated with ME corrections show a good agreement with the default setup. Interfacing
the NLO matrix element to Herwig++ leads to a large shift of several GeV in the
reconstructed top-quark mass, resembling the default sample with mt = 169.5 GeV
although with a further enhancement of masses below 150 GeV. Also, the jet mass
deviates significantly from the default setup (that is known to describe CMS data).
In order to exclude effects from the ME–PS interface, Pythia 8 and Herwig++

have been run in standalone mode using their inbuilt LO matrix elements (block 5
in Table 10.1, Figure 10.8). Although the pT spectrum in Pythia 8 is too hard,
the invariant mass peaks agree well with the default simulation, as long as ME
corrections are activated. The jet mass in Herwig++ is again too low, while the
reconstructed masses move closer to the default by about 1 GeV.
As shown in block 6 of Table 10.1 and Figure 10.9, the Powheg NLO generator

can be interfaced with Pythia 6/8 and Herwig 6/++. While the Pythia samples
show good agreement among each other, different versions and tunes of Herwig

induce large shifts in masses of jets, the W boson, and the top-quark candidate.
There is unexpectedly large sensitivity to the Herwig++ tunes that differ in their
settings for underlying event and color reconnection. The effect of Herwig 6 on
m2D
t is nearly completely driven by the shift in W mass which is larger than in all

other setups.
Block 7 in Table 10.1 and Figure 10.10 show Sherpa samples created with a

tt + 1 jet matrix element, interfaced to the inbuilt parton shower model. For both
the Lund String and the Cluster hadronization model, the W mass distribution is
significantly wider and shifted to higher masses, while the mt distribution is also
wider but shifted to smaller values. As the jet mass shows decent agreement, the
cause of the deviation is unknown. A peculiarity is the falloff in pseudorapidity of the
untagged jets that is not visible for the bottom jets, and might contradict data. The
reconstructed top-quark mass differs by 0.5 GeV between the hadronization models,
while the W mass is stable. Investigation of the B hadron properties reveals that
the Cluster model has a softer b fragmentation and a higher branching ratio to semi-
leptonic decays. I.e., the energy fraction of undetected neutrinos is higher, leading
to lower visible energy of the bottom jets. The branching ratio found in the Cluster
model is outside the experimentally allowed range given by the Particle Data Group
(PDG) [87]. The exact values are summarized in Table 10.2.
Summarizing this study, the different generator setups lead to sizable differences

in the invariant masses of the reconstructed heavy objects. For the top-quark mass
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Figure 10.7.: Invariant mass of W -boson (upper left) and top-quark candidates (up-
per right), and transverse momentum (lower left) and invariant mass
(lower right) of the leading bottom jet in simulated tt lepton+jets
events, comparing the default setup and aMC@NLO. Each distribu-
tion is normalized to unity.

Table 10.2.: B hadron properties in Sherpa tt simulation, for both hadronization
models. The jets are clustered including neutrinos. The first data
column shows the mean of the b-fragmentation function, the second
column shows the semi-leptonic branching ratio of B hadrons.

Model
〈
pBT/p

jet
T

〉
BR(B → `νX)

Cluster 0.709 0.287
Lund String 0.726 0.247

PDG 0.239 – 0.268
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10.1. Top-quark reconstruction at particle level
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Figure 10.8.: Invariant mass of W -boson (upper left) and top-quark candidates (up-
per right), and transverse momentum (lower left) and invariant mass
(lower right) of the leading bottom jet in simulated tt lepton+jets
events, comparing the default setup and LO generators. Each distri-
bution is normalized to unity.
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Figure 10.9.: Invariant mass of W -boson (upper left) and top-quark candidates (up-
per right), and transverse momentum (lower left) and invariant mass
(lower right) of the leading bottom jet in simulated tt lepton+jets
events, comparing the default setup and Powheg. Each distribution
is normalized to unity.
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10.1. Top-quark reconstruction at particle level
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Figure 10.10.: Invariant mass of W -boson (upper left) and top-quark candidates
(upper right), invariant mass of the leading bottom jet (lower left),
and pseudorapidity of the leading untagged jet (right) in simulated tt
lepton+jets events, comparing the default setup and Sherpa. Each
distribution is normalized to unity.
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Figure 10.11.: Invariant mass of the reconstructed top-quark candidate in pp col-
lisions at

√
s = 7 TeV (left) and in pp̄ collisions at

√
s = 1.96 TeV

(right) using different generator setups.

in the 2D approach, a mean shift of 0.7 GeV with regard to the default setup is found,
where the RMS is 0.9 GeV. Similar values are obtained for the directly reconstructed
top-quark candidate massmjjb. The setups based on Pythia 6 and 8 using different
tunes are found to be in excellent agreement with each other. A mean shift with
respect to the default of 0.03 GeV with a RMS of 0.12 GeV is found.

The disagreement of the invariant mass distributions at particle level may be
solved by particle-level measurements and advancements on the theory side in the
future. In addition, the anticipated translation of the MC masses to well-defined
field theory mass schemes (cf. Section 2.2) needs to be performed for each generator,
possibly absorbing the observed differences. The top-quark mass result presented
in this thesis is measured in the framework of MadGraph + Pythia 6, and an
approximation of the top-quark mass for other generator setups can be obtained by
subtracting the shifts documented in Table 10.1.

It should be noted that similar shifts in the particle-level masses are observed at
√
s = 7 TeV and in pp̄ collisions at

√
s = 1.96 TeV, as shown in Figure 10.11. No

MadGraph sample was available at
√
s = 1.96 TeV, therefore Powheg is used

as a reference there. The Pythia 8 configuration does not contain matrix-element
corrections to the resonance decays.
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10.2. Comparison of Cluster and Lund fragmentation

10.2. Comparison of Cluster and Lund

fragmentation

The impact of different hadronization models is further studied using Sherpa 2.1.0.
Top-quark pair production with up to one additional jet with pT > 20 GeV is de-
scribed by the LO matrix element calculation at

√
s = 8 TeV. After the pT -ordered

parton shower (CSShower++), the events are passed either to the in-built Cluster
fragmentation model (Ahadic++) and the Sherpa decay module (Hadrons++),
or an interface to Pythia 6.4.18 for Lund String fragmentation and decays.
The decay products of the top quark and the additional jet are stored in the event

record as they were calculated from the matrix element, from here on called “parton
level”. This serves as a common reference point for both hadronization models, as
the subsequent parton shower is identical.
At particle level, jets (or “GenJets” in CMS jargon) are clustered using the anti-kT

algorithm with R=0.5 from all stable particles, including leptons and particles from
the underlying event. In contrast to the Rivet analysis described in the previous
section, neutrinos are explicitly included in the jet clustering. This removes the
effects from the different decay tables found before (cf. Table 10.2). The matrix-
element partons (hard quarks and gluons) are then matched to jets if they are
within a distance in η − φ space ∆R < 0.5. Using the matched pairs, a jet-parton
response is defined as pT (jet) /pT (parton). The ratio of the responses found in
Cluster and String fragmentation is shown in Figure 10.12. The difference found for
the quark/gluon mixture of tt events is below 0.3%. The differences relative to the
tt mixture are at the level of 0.05% for gluon jets, and completely negligible for jets
stemming from quarks.
TheW -boson and top-quark masses reconstructed using the matching information

are shown in Figure 10.13. All jets need to fulfill pT > 30 GeV. For the top-quark
reconstruction, a W -boson mass between 70 and 90 GeV is required. The masses
reconstructed at particle level agree within 10 MeV for both hadronization models
when neutrinos are included in the jet clustering.
This study demonstrates that the difference between Sherpa with Cluster and

Lund fragmentation found in Table 10.1 is mainly due to the different semi-leptonic
branching ratios of B hadrons. No evidence for further effects due to hadronization
model is found.
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Figure 10.12.: The double-ratio of jet-parton response pT (jet) /pT (parton) between
Cluster and String fragmentation (left) and relative to the tt mixture
(right), as a function of the generated jet pT.
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Figure 10.14.: Fragmentation functions measured by ALEPH (left) and DELPHI
(right), compared to Pythia 6 Z2*.

10.3. Tuning of the b-fragmentation function

The following study tries to improve the tuning of the bottom fragmentation in
PYTHIA 6 for estimating the systematic uncertainty on the top-quark mass. In
order to avoid an impact on the light flavors, only the Bowler parameter for bottom
fragmentation rb is varied.
The fragmentation functions are tuned to xB = EB/Ebeam in Z → bb̄ events,

where B denotes the weakly decaying B hadron. This distribution was measured by
experiments at the LEP and SLC colliders at

√
s = mZ = 91 GeV [152, 153, 193–

195]. The Pythia 6 tune used in CMS is not able to correctly describe the xB
distributions. The b-fragmentation function is too soft, as shown in Figure 10.14.
For bringing the Pythia prediction into agreement with the existing xB data,

Professor [89] is used. Professor is based on the Rivet framework and is a tool for
an automated tuning of event generators to data distributions. The parameter rb
(PARJ(47)) is expected to shift the peak of the xB distributions. As a first step,
samples with values of 0.25 < rb < 1.5 are created, and the envelopes are plotted in
Figure 10.15. Most bins of the data are covered by the envelopes.
For each bin, the value is parametrized as a function of the input parameter

and interpolated using a cubic function. Professor then fits the value of rb that
shows the best compatibility with the data, minimizing the χ2 = |MC− data| /σ
summed over all bins. As an estimate of the uncertainty, “Eigentunes” are provided
by determination of the parameter values that double the χ2.
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Figure 10.15.: Fragmentation functions measured by ALEPH (left) and DELPHI
(right), compared to an envelope of predictions by Pythia.

Using the data from ALEPH and DELPHI, a new tune called Z2*rbLEP is fit-
ted as shown in Table 10.3 and Figure 10.16. Its variations with softer and harder
fragmentation cover the tunes obtained from the data of the single experiments
(Z2*rbDELPHI, Z2*rbALEPH, and Z2*rbSLD) and a global fit to all of them
(Z2*rbAll). The previous value for Z2* is outside this range, while there is good
agreement with the tuning of Pythia 8. The best fit is possible with ALEPH
data which yields the smallest χ2/ndf and thus the lowest uncertainty. Inclusion of
the DELPHI data increases the χ2 substantially, mostly due to incompatible values
at low xB in the preliminary DELPHI analysis [193] implemented in Rivet. The
published DELPHI data [153] seems to agree well with the ALEPH analysis and is
expected to lead to an improved tuning with smaller uncertainties. Unfortunately,
the updated DELPHI analysis is not available in the Rivet+Professor framework
yet.
The Z2*rbLEP tune obtained in this section is used for evaluating the uncertainty

from b fragmentation in all current CMS measurements of the top-quark mass by
comparison with the default tune Z2*.
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10.3. Tuning of the b-fragmentation function

Table 10.3.: Overview of improved Pythia 6 tunes, their b-fragmentation param-
eter and goodness-of-fit. The default value of Pythia 6 is used in all
common tunes, e.g., Z2* and Perugia 2011.

Tune rb χ2 Ndf
Pythia 6 default (Z2*, P11) 1.0
Pythia 8 default 0.67
Z2*rbLEP 0.591+0.216

−0.275 69.0 28
– soft 0.807 138.0 28
– hard 0.316 138.0 28
Z2*rbDELPHI 0.558+0.251

−0.326 47.9 9
Z2*rbALEPH 0.626+0.166

−0.198 19.7 18
Z2*rbSLD 0.716+0.182

−0.258 29.4 21
Z2*rbAll 0.628+0.215

−0.286 104.5 50
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Figure 10.16.: Fragmentation functions measured by ALEPH (left) and DELPHI
(right), compared to the new Z2*rbLEP tune and its systematic
variations.
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11. Phase-space dependence of
the measurement

In this study, the dependence of the measured results in the 2D and 1D approaches
on the selected phase space is investigated. The main idea is to investigate possible
biases in the determination of the top-quark mass in particular regions of the phase
space.∗ Therefore, the presented analysis method is applied to subsets of events
or permutations, respectively, defined according to the value of a given kinematic
observable after the kinematic fit. Using the large dataset at

√
s = 8TeV the statis-

tical precision is improved compared to our public 7TeV analysis [14]. Compared to
the preliminary analyses at 7TeV and 8TeV [11], every phase-space region is fully
calibrated in this thesis.

11.1. Method

In each case, the sample is divided into 3 to 6 subcategories as a function of the
value of the kinematic observable. For each bin, all permutations fulfilling the
required kinematic property are used. As some observables depend on the jet-
quark assignment that cannot be resolved unambiguously, like the pT and η of a
reconstructed top-quark, a single event is allowed to contribute to multiple bins.
The outer bins are defined to contain no overflow.
Correlated shifts of the measured top-quark mass mt are expected due to the

nature of the systematic uncertainties of the inclusive measurement discussed so
far and due to possibly different mt in data and simulation. Therefore, the mean
measured top-quark mass or JSF is subtracted, so that the results are of the form
mt − 〈mt〉 and JSF− 〈JSF〉. The mean values 〈mt〉 and 〈JSF〉 are given by the
results of the inclusive measurement on the specific sample.

∗The same framework could also be used to search for phase-space regions with particularly small
uncertainties on the result. However, this strategy is usually limited by the size of the simulated
samples used for calculating the systematic uncertainties.
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11. Phase-space dependence of the measurement

The statistical uncertainties of data and simulation are corrected for the correla-
tions induced by the subtraction of the mean values. A reduced set of systematic
uncertainties is added to the data uncertainties in quadrature. These include the
total JEC uncertainty, the flavor-dependent JEC uncertainties, as well as the un-
certainties on jet energy resolution, renormalization/factorization scale, and ME-PS
matching threshold. The total uncertainties (relative to the inclusive measurement)
are usually in the order of 0.5− 1GeV.
Two plots are shown for the top-quark mass in the 2D approach in each bin of

the kinematic observable under study:

• the kinematic biases
(
m2D
t −

〈
m2D
t

〉)
using the default calibration described in

Section 7.2 (left figures)

• the residual biases
(
m2D
t,cal −

〈
m2D
t

〉)
after the full recalibration of each bin,

denoted bin-by-bin calibration in the following (right figures)

The corresponding results for the JSF and the mass from the 1D approach, as well
as the number of event permutations per category can be found in Appendix A.

Default calibration

Each bin shows the difference between the value of the top-quark mass or JSF in
that bin and the result obtained from the full event sample. The observed biases of
up to several GeV are caused by shifts of the mean mfit

t and mreco
W distributions in

certain phase-space regions with respect to the inclusive sample that was used for
derivation of the ideogram templates and the default calibration.
In each plot using the default calibration, the data are compared to the corre-

sponding predictions obtained from simulations using MadGraph + Pythia 6
with the Z2*, P11, and P11noCR tunes, Powheg + Pythia 6 with the Z2* tune,
Powheg + Herwig 6 with the AUET2 tune, and MC@NLO + Herwig 6 with
the default tune. The double-difference plots in the bottom compare data and the
default generator setup MadGraph + Pythia 6 Z2*.

Bin-by-bin calibration

A different sensitivity to the input mt and JSF is expected when the measurement is
not performed on the inclusive sample. Therefore, a calibration to the MadGraph

samples with different input mt and JSF similar to the one described in Sec. 7.2 is
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11.2. Results

employed for each individual bin. While the inclusive calibration is applied on likeli-
hood level, this bin-by-bin calibration is applied directly to the values extracted from
the pseudo-experiments. Therefore, no additional pseudo-experiments are needed,
and multiple automated iterations can be performed to ensure that no significant
biases between the calibrated and the input values of mt and JSF remain.

In the bin-by-bin calibrated plots, each data point can be interpreted as the shift of
the measured result with regard to the inclusive result presented in Section 9.1. The
data points are fitted with linear functions, where the uncertainties are indicated by
dashed curves. The linear slope then can be used to quantify the dependence of the
measured mass and JSF on the phase space.

11.2. Results

In this section, the differential results are grouped according to their anticipated
sensitivity to the systematic uncertainties in the measured top-quark mass. The
effects of color connection, initial and final state radiation, and the sensitivity to the
kinematics of the jets from the top decay are of specific interest.

|
b,had

η|
0 0.5 1 1.5 2N
u

m
b

e
r 

o
f 

p
e

rm
u

ta
ti
o

n
s
 /

 b
in

 w
id

th

0

5000

10000

15000

20000

25000

30000

35000

 = 8 TeV, l+jetss,  ­119.7 fb

Reconstructed top quarks

The measured top-quark mass might depend on the kinematic properties of the
top quark as a result of a possibly ill-defined top-quark mass in the simulation or
shortcomings in the modeling of color reconnection [29,196].

The masses measured from top quarks with different transverse momentum and
pseudorapidity, shown in Figures 11.1 and 11.2, are expected to have different sen-
sitivity to the color field between the top quarks and color-connected spectator
partons. The invariant mass of the tt system, shown in Figure 11.3, is highly cor-
related with the top-quark pT but removes the dependency on the initial transverse
boost of the tt system.

There is a residual dependence on the transverse momentum of the top quark
visible after the bin-by-bin calibration with a slope of −4.1 × 10−3 ± 2.4 × 10−3,
corresponding to a significance of 1.7σ. Although the difference

(
m2D
t −

〈
m2D
t

〉)
ac-

quires absolute values of up to 10GeV in the case ofmtt (Figure 11.3), the simulation
follows the general trend in data.
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Figure 11.1.: Measurement of m2D
t as a function of the transverse momentum of the

hadronically decaying top quark, pT,t,had, before (left) and after (right)
bin-by-bin calibration. The dependence of m1D

t and JSF on pT,t,had is
shown in Figure A.2 of the appendix.
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Figure 11.2.: Measurement ofm2D
t as a function of the pseudo-rapidity of the hadron-

ically decaying top quark, |ηt,had|, before (left) and after (right) bin-by-
bin calibration. The dependence of m1D

t and JSF on |ηt,had| is shown
in Figure A.3 of the appendix.
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Figure 11.3.: Measurement of m2D
t as a function of the invariant mass of the tt

system mtt before (left) and after (right) bin-by-bin calibration. The
dependence of m1D

t and JSF on mtt is shown in Figure A.5 of the
appendix.

Bottom quarks

The bottom quarks carry the color charge of their parent top quark and are thus
color-connected to either initial state radiation or the beam remnants. To test the
sensitivity to the b-quark kinematics, the transverse momentum and pseudo-rapidity
of the b jet from the hadronic top-quark decay is studied, shown in Figures 11.4 and
11.5.
The pT of the b jet directly enters the invariant mass of the top quark, thus leading

to a turn-on behavior that is well described by simulation. The residual dependency
has a significance of 1.8σ and likely has the same origin as the one on the top-quark
pT. Each bin in Figure 11.5 has a statistical precision similar to twice the complete
Tevatron dataset. The Perugia 11 tune shows some deviation at high η but larger
simulated samples are needed for clarification.
In addition, the spatial separation of the bottom jets originating from the two top

quarks, ∆Rbb, is shown in Figure 11.6.

Reconstructed W bosons and light quarks

Effects of color reconnection involving the color field between the quarks from the
hadronic W decay may show some sensitivity of the top-quark mass against the
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Figure 11.4.: Measurement of m2D
t as a function of transverse momentum of the b

jet assigned to the hadronic decay branch, pT,b,had, before (left) and
after (right) bin-by-bin calibration. The dependence of m1D

t and JSF
on pT,b,had is shown in Figure A.8 of the appendix.
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Figure 11.5.: Measurement of m2D
t as a function of the pseudo-rapidity of the b jet

assigned to the hadronic decay branch, |ηb,had|, before (left) and after
(right) bin-by-bin calibration. The dependence of m1D

t and JSF on
|ηb,had| is shown in Figure A.9 of the appendix.
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Figure 11.6.: Measurement of m2D
t as a function of the distance between the b jets in

η–φ–space, ∆Rbb, before (left) and after (right) bin-by-bin calibration.
The dependence of m1D

t and JSF on ∆Rbb is shown in Figure A.10 of
the appendix.

opening angles between the light jets in terms of the separation in η − φ space,
∆Rqq, shown in Figure 11.7. The biases cover a range of 15GeV but are generally
well described by the simulation, with the exception of the Powheg + Herwig 6
setup that shows a higher (lower) top-quark mass at lower (higher) values of ∆Rqq,
leading to a χ2/ndf of 10.2/3.

In order to further test the sensitivity to the light-quark kinematics, the transverse
momentum and pseudo-rapidity of the leading light jet and the hadronically decaying
W boson itself are studied. These are shown in Figures 11.8, 11.9, 11.10 and 11.11,
respectively. The dependencies found in data are well described by most simulations.
As the transverse momentum of the W boson is highly correlated with the opening
angle of its decay products, there are similar deviations found between data and the
Powheg + Herwig 6 simulation.

Additional radiation

In order to look for effects due to initial and final state radiation (ISR/FSR), the
following observables are studied: the multiplicity of jets with pT > 30GeV, the
transverse hadronic energy H4

T, defined as the scalar sum of the pT of the four
leading jets, and the transverse momentum of the tt system. The results are shown
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Figure 11.7.: Measurement of m2D
t as a function of the distance between the light-

quark jets in η–φ–space, ∆Rqq before (left) and after (right) bin-by-bin
calibration. The dependence of m1D

t and JSF on ∆Rqq is shown in
Figure A.1 of the appendix.
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Figure 11.8.: Measurement of m2D
t as a function of the transverse momentum of the

leading light jet assigned to the hadronic decay of a W boson, pT,q,
before (left) and after (right) bin-by-bin calibration. The dependence
of m1D

t and JSF on pT,q is shown in Figure A.11 of the appendix.
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Figure 11.9.: Measurement ofm2D
t as a function of the pseudo-rapidity of the leading

light jet assigned to the hadronic decay of a W boson, |ηq|, before (left)
and after (right) bin-by-bin calibration. The dependence of m1D

t and
JSF on |ηq| is shown in Figure A.12 of the appendix.
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Figure 11.10.: Measurement ofm2D
t as a function of the transverse momentum of the

hadronically decaying W boson, pT,W, before (left) and after (right)
bin-by-bin calibration. The dependence of m1D

t and JSF on pT,W is
shown in Figure A.13 of the appendix.
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Figure 11.11.: Measurement of m2D
t as a function of the pseudo-rapidity of the

hadronically decaying W boson, |ηW|, before (left) and after (right)
bin-by-bin calibration. The dependence of m1D

t and JSF on |ηW| is
shown in Figure A.14 of the appendix.

in Figures 11.12, 11.13, and 11.14, respectively. For the jet multiplicity both samples
showered with Herwig 6 yield a larger top-quark mass when more jets are present
but the significance is low. There is a large dependency of the extracted top-quark
mass on H4

T. After bin-by-bin calibration, an effect of about 3.5σ with respect to the
default simulation remains, suggesting that the measured top-quark mass drops by
1GeV with every 100GeV in H4

T. However, the effect seems to arise from a residual
dependency in the JSF measurement from the reconstructed W -boson mass, while
the m1D

t result remains stable, as shown in Figure A.4.

Pileup

The same framework is used to test the sensitivity of the measurement on pileup,
as shown in Fig. 11.15. There is a visible effect on the measured top-quark mass
of about 0.2GeV per reconstructed primary vertex, yielding the pileup uncertainty
found for the inclusive measurement. After calibration, the data seem to be slightly
more sensitive to pileup than the simulation.
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Figure 11.12.: Measurement ofm2D
t as a function of number of jets with pT > 30 GeV

before (left) and after (right) bin-by-bin calibration. The dependence
of m1D

t and JSF on jet multiplicity is shown in Figure A.7 of the
appendix.
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Figure 11.13.: Measurement of m2D
t as a function of H4

T, defined as the scalar sum
of the pT of the four leading jets, before (left) and after (right) bin-
by-bin calibration. The dependence of m1D

t and JSF on H4
T is shown

in Figure A.4 of the appendix.
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Figure 11.14.: Measurement ofm2D
t as a function of the transverse momentum of the

tt system, pT,tt, before (left) and after (right) bin-by-bin calibration.
The dependence of m1D

t and JSF on pT,tt is shown in Figure A.6 of
the appendix.
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Figure 11.15.: Measurement of m2D
t as a function of the number of reconstructed

primary vertices N(PV) before (left) and after (right) bin-by-bin cal-
ibration. The dependence of m1D

t and JSF on N(PV) is shown in
Figure A.15 of the appendix.
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Figure 11.16.: Measurement of m2D
t as a function of the charge of the hard lepton

before (left) and after (right) bin-by-bin calibration. The dependence
of m1D

t and JSF on the lepton charge is shown in Figure A.16 of the
appendix.

Lepton charge

Splitting the sample according to the charge of the hard lepton, as shown in Fig. 11.16,
allows for a check of CPT invariance that predicts identical masses for particles and
anti-particles. If the selected lepton is negatively (positively) charged, the hadronic
decay branch originated from a top quark (anti-top quark). The kinematic fit re-
quires equal top masses for both decay branches but the mass is mainly reconstructed
from the hadronic decay branch that has a better resolution than the leptonic one.
Therefore, a difference between the mass of the top quark and the anti-top quark
should still be visible. The masses agree very well within their statistical uncer-
tainties of 0.2GeV. The dedicated analyses from ATLAS [197] and CMS [198] also
confirm the Standard Model expectation of equal masses.

11.3. Summary

For each measurement of mt and JSF as a function of a kinematic observable, the
level of agreement between data and the tt simulation is quantified by a χ2 defined
as
∑

(data - sim)2 / (σ2
data + σ2

sim), as shown in Table 11.1 for the default setup,
MadGraph with Pythia 6 Tune Z2*. Within the precision of the current data, the

159



11. Phase-space dependence of the measurement

Observable m1D
t χ2 JSF χ2 m2D

t χ2 Ndf
pT,t,had 2.99 16.30 4.86 4
|ηt,had| 7.91 1.02 1.68 3
pT,b,had 3.14 7.30 2.83 4
|ηb,had| 2.26 0.19 1.35 2
mtt 1.30 6.29 1.99 5
pT,tt 0.52 3.29 3.60 4
∆Rqq 2.91 8.93 1.48 3
∆Rbb 0.68 1.20 1.69 3
H4

T 0.87 11.12 7.23 4
Number of jets 4.28 0.58 2.73 2
p1

T,q,had 7.99 11.26 1.45 4∣∣η1
q,had

∣∣ 1.98 3.37 3.89 2
pT,W,had 2.73 13.03 2.05 4
|ηW,had| 2.43 1.42 3.33 3
Total 41.98 85.30 40.17 47

Table 11.1.: The χ2 value quantifying the agreement between data and the default
simulation for each measurement of mt and JSF as a function of a
kinematic observable.

phase-space dependencies are well described for most observables by the predictions
of the simulation.

The summed χ2 values for different generator setups are compared in Table 11.2.
For each sample, the discrepancy to the χ2 for m1D

t , JSF, and m2D
t are given. Due

to the negligible correlation of mfit
t and mreco

W , the measurements of m1D
t and JSF

are independent of each other. Therefore, their χ2 values can be added for the
evaluation of the discrepancy between data and simulation in standard deviations.
The best overall agreement is found for the MadGraph + Pythia 6 P11noCR
setup, while both Powheg simulations deviate by more than 4σ. For for m2D

t , the
default setup MadGraph + Pythia 6 Z2* performs best.

It should be noted that jet energy corrections and b-tag scale factors were not
derived for Herwig 6, so that the discrepancies seen in the Powheg + Herwig 6
setup may originate either from a different modeling of the top-quark mass distri-
bution (cf. Section 10.1) or from additional experimental biases due to the fact
that the calibrations are determined with respect to Pythia 6. In this respect, the
relatively good agreement between data and the MC@NLO + Herwig 6 setup is
surprising.
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11.3. Summary

Sample χ2 Standard deviations
m1D
t JSF m2D

t m1D
t +JSF m2D

t

MG + Pythia 6 Z2* 41.98 85.30 40.17 2.49 0.32
MG + Pythia 6 P11 43.60 67.90 58.14 1.62 1.52
MG + Pythia 6 P11noCR 40.90 55.18 45.14 0.80 0.60
Powheg + Pythia 6 Z2* 53.20 105.96 41.83 4.16 0.40
Powheg + Herwig 6 100.06 63.66 102.26 4.39 4.54
MC@NLO + Herwig 6 46.96 75.94 43.05 2.25 0.47

Table 11.2.: The summed χ2 values for different generator setups. The number of
degrees of freedom is 47, correlations among the kinematic observables
are not taken into account.

The good overall agreement found for the sample based on MadGraph + Pythia 6
P11noCR simulation poses no fundamental issue for the inclusive measurement pre-
sented in this thesis, as the inclusive masses extracted from the P11noCR sample
agree with the default calibration (using Z2*) within 0.10 ± 0.10GeV in the 2D
approach, and within 0.05± 0.06GeV when the 1D approach is used.
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12. Summary

This thesis described the measurement of the top-quark mass in the lepton+jets
channel using the ideogram method in a hybrid approach. This approach combines
the information from the external jet energy calibration obtained in γ/Z+jet events
with a simultaneous (in-situ) measurement of a jet scale factor (JSF) from the decay
of W bosons to jets. The analysis results in a measured top-quark mass of

mhyb
t = 172.39± 0.16 (stat.+JSF)± 0.49 (syst.)GeV

in the framework of the Pythia parton shower used for the calibration. With an
overall uncertainty of 0.52GeV, the analysis presented in this thesis is the most
precise single measurement of the top-quark mass to date.

The results relying completely on either the simultaneous JSF measurement (2D
approach) or the external calibration (1D approach) are found to be in good agree-
ment:

m2D
t = 172.15± 0.19 (stat.+JSF)± 0.61 (syst.)GeV,

m1D
t = 172.63± 0.12 (stat.)± 0.65 (syst.)GeV.

The precision is achieved by the selection of an extremely pure sample of tt events
from the large dataset of proton-proton collisions at

√
s = 8TeV that was recorded

by the CMS experiment in 2012 and corresponds to an integrated luminosity of
20 fb−1. The events are reconstructed using the particle-flow algorithm that com-
bines all available detector information in an optimal way and drastically improves
the jet resolution achieved at CMS. Background processes are suppressed by re-
quiring two jets to be tagged as stemming from bottom quarks. A kinematic fit is
employed to improve the full reconstruction of the tt system.

From the reconstructed events, the ideogram method implemented here extracts
the top-quark mass using either the simultaneous determination of a jet scale factor
from the reconstructed W -boson mass (2D approach), the very precise jet energy
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12. Summary

calibration from γ/Z+jet events (1D approach), or a combination of them (hybrid
approach). The results using all three approaches are in agreement with each other.
The systematic uncertainties are factorized as much as possible in order to probe
the sensitivity of the measurement to single systematic effects and to avoid double-
counting.
The high statistical precision obtained in this analysis allows for an evaluation in

different phase-space regions, showing that the measurement result is stable against
various kinematic observables. The origin of the small residual deviations is not
fully understood, both experimental and QCD modeling effects are possible.

Interpretation and outlook

The top-quark mass measured here is the value of the mass parameter in MC simula-
tion needed to recover the observed invariant mass distribution in data. As inferred
from the study of top-quark reconstruction on particle level, the invariant mass
distribution predicted for the same input top-quark mass differs severely for differ-
ent generator setups. This implies that the measured top-quark mass is – strictly
speaking – only valid in the framework of the Pythia generator.
The differences found between the Pythia, Herwig, and Sherpa simulations

at particle level need to be understood in the future. Comparing the different
fragmentation models in Sherpa shows good agreement for “perfectly measured”
particle-level jets, so that only variations of the jet composition and the momenta
of the constituents need to be accounted for as “hadronization” uncertainties. In
CMS analyses, this is covered by the flavor-dependent JEC uncertainties based on
the different detector responses for jets generated with Pythia 6 and Herwig++,
and dedicated variations in the b-quark fragmentation process.
The origin of the differences in reconstructed top-quark or W -boson masses is

therefore likely to be found in the radiation modeling of the parton shower. Still,
most generator setups are able to correctly describe the number of jets [158,161], gap
fractions [161,191], and jet shapes [166] within the uncertainties of these dedicated
measurements. This is a clear motivation for the ATLAS and CMS collaborations
to increase the precision of these analyses and to provide additional measurements
of different observables in top-quark events. These include, e.g., underlying-event
observables [199], jet masses, and properties of fully reconstructed top-quark candi-
dates and the tt̄ system at particle level, including the top-quark mass distribution
itself. Adding such a complete set of analyses to the Rivet framework allows for
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a convenient comparison of data and simulation, and permanently preserves the
experimental data.
There are theory efforts to improve the understanding of the Pythia mass pa-

rameter in the framework of the MSR scheme, requiring a challenging calculation
at hadron level [30] using soft-collinear effective theories. Once succeeded, the top-
quark mass presented in this thesis can be translated into a well-defined mass scheme
with a small uncertainty. It is likely that different conversion parameters will be ob-
tained for the various parton showers, ultimately compensating for the deviations
found in the invariant mass distributions at particle level.
In the meanwhile, extractions of the top-quark mass using either the total tt

production cross-section [35,38] or alternative observables like the invariant mass of
the tt + 1 parton system [200, 201] demonstrate agreement with the mass obtained
from top-quark reconstruction. Their precision is typically in the order of 3GeV
but the results have less dependence on the mass scheme implemented in the MC
generator.
To conclude, 20 years after the discovery of the top-quark, the standard methods

for measuring its mass have reached an uncertainty in the order of 0.5GeV, as
demonstrated in this thesis. This precision raises questions about the exact nature
of the top-quark mass measured at hadron colliders, and the relations between well-
defined field-theory masses and those implemented in the various MC generators.
It is anticipated that these relations will be known in the future, so that the result
presented here can be translated into any mass scheme, possibly under consideration
of its phase-space dependence. In addition, the experimental collaborations may
preserve their data as unfolded mass distributions.
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A. Appendix to Chapter 11

This appendix includes the results of m1D
t , JSF and m2D

t as functions of kinematic
observables, as described in Chapter 11. In addition, the distributions of the ob-
servables under study are displayed.
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Figure A.1.: Measurement as a function of the ∆R of the light-quark jets: m1D
t

(left), JSF (center) and m2D
t (right), before (first row) and after (sec-

ond row) bin-by-bin calibration. The lower plot shows the number of
permutations per ∆Rqq bin, divided by the bin width.
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Figure A.2.: Measurement as a function of the transverse momentum of the hadron-
ically decaying top quark: m1D

t (left), JSF (center) and m2D
t (right),

before (first row) and after (second row) bin-by-bin calibration. The
lower plot shows the number of permutations per pT,t,had bin, divided
by the bin width.
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Figure A.3.: Measurement as a function of the pseudo-rapidity of the hadronically
decaying top quark: m1D

t (left), JSF (center) and m2D
t (right), before

(first row) and after (second row) bin-by-bin calibration. The lower
plot shows the number of permutations per |ηt,had| bin, divided by the
bin width.
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Figure A.4.: Measurement as a function of HT, defined as the scalar sum of the pT of
the four leading jets: m1D

t (left), JSF (center) and m2D
t (right), before

(first row) and after (second row) bin-by-bin calibration. The lower
plot shows the number of permutations per HT bin, divided by the bin
width.
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Figure A.5.: Measurement as a function of the invariant mass of the tt system: m1D
t

(left), JSF (center) and m2D
t (right), before (first row) and after (sec-

ond row) bin-by-bin calibration. The lower plot shows the number of
permutations per mtt bin, divided by the bin width.
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Figure A.6.: Measurement as a function of the transverse momentum of the tt sys-
tem: m1D

t (left), JSF (center) and m2D
t (right), before (first row) and

after (second row) bin-by-bin calibration. The lower plot shows the
number of permutations per pT,tt bin, divided by the bin width.
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Figure A.7.: Measurement as a function of number of jets with pT > 30 GeV: m1D
t

(left), JSF (center) and m2D
t (right), before (first row) and after (sec-

ond row) bin-by-bin calibration. The lower plot shows the number of
permutations per jet multiplicity bin, divided by the bin width.
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Figure A.8.: Measurement as a function of the pT of the b-jet assigned to the
hadronic decay branch: m1D

t (left), JSF (center) and m2D
t (right), be-

fore (first row) and after (second row) bin-by-bin calibration. The lower
plot shows the number of permutations per pT,b,had bin, divided by the
bin width.
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Figure A.9.: Measurement as a function of the pseudo-rapidity of the b-jet assigned
to the hadronic decay branch: m1D

t (left), JSF (center) andm2D
t (right),

before (first row) and after (second row) bin-by-bin calibration. The
lower plot shows the number of permutations per |ηb,had| bin, divided
by the bin width.
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Figure A.10.: Measurement as a function of the ∆R of the b-jets: m1D
t (left), JSF

(center) andm2D
t (right), before (first row) and after (second row) bin-

by-bin calibration. The lower plot shows the number of permutations
per ∆Rbb bin, divided by the bin width.
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Figure A.11.: Measurement as a function of the pT of the leading light jet assigned
to the hadronic decay of a W boson: m1D

t (left), JSF (center) and m2D
t

(right), before (first row) and after (second row) bin-by-bin calibration.
The lower plot shows the number of permutations per p1

T,q,had bin,
divided by the bin width.
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Figure A.12.: Measurement as a function of the pseudo-rapidity of the leading light
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Figure A.13.: Measurement as a function of the pT of the hadronically decaying W
boson: m1D

t (left), JSF (center) and m2D
t (right), before (first row) and

after (second row) bin-by-bin calibration. The lower plot shows the
number of permutations per pT,W,had bin, divided by the bin width.
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Figure A.14.: Measurement as a function of the pseudo-rapidity of the hadronically
decaying W boson: m1D

t (left), JSF (center) and m2D
t (right), before

(first row) and after (second row) bin-by-bin calibration. The lower
plot shows the number of permutations per |ηW,had| bin, divided by
the bin width.
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Figure A.15.: Measurement as a function of the number of reconstructed primary
vertices: m1D

t (left), JSF (center) and m2D
t (right), before (first row)

and after (second row) bin-by-bin calibration. The lower plot shows
the number of permutations per N(PV) bin, divided by the bin width.
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