Uniaxial linear resistivity of superconducting La$_{1.905}$Ba$_{0.095}$CuO$_4$ induced by an external magnetic field
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We present an experimental study of the anisotropic resistivity of superconducting La$_{2-x}$Ba$_x$CuO$_4$ with $x = 0.095$ and transition temperature $T_c = 32$ K. In a magnetic field perpendicular to the CuO$_2$ layers $H_\perp$, we observe that the resistivity perpendicular to the layers $\rho_\perp$ becomes finite at a temperature consistent with previous studies on very similar materials; however, the onset of finite parallel resistivity $\rho_\parallel$ occurs at a much higher temperature. This behavior contradicts conventional theory, which predicts that $\rho_\perp$ should become finite at the same temperature. Voltage versus current measurements near the threshold of voltage detectability indicate linear behavior perpendicular to the layers, becoming nonlinear at higher currents, while the resistivity is nonlinear from the onset parallel to the layers. These results, in the presence of moderate $H_\perp$, appear consistent with superconducting order parallel to the layers with voltage fluctuations between the layers due to thermal noise. In search of uncommon effects that might help to explain this behavior, we have performed diffraction experiments that provide evidence for $H_\perp$-induced charge- and spin-stripe order. The field-induced decoupling of superconducting layers is similar to the decoupled phase observed previously in La$_{2-x}$Ba$_x$CuO$_4$ with $x = 1/8$ in zero field.
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I. INTRODUCTION

The behavior of underdoped cuprate superconductors in strong magnetic fields, especially fields applied perpendicular to the CuO$_2$ planes, has been of interest in recent years with regard to observations of quantum oscillations. There are questions as to how the superconducting order is destroyed and how the high-field, low-temperature “normal” state compares with the pseudogap phase found in zero field at $T > T_c$. While the quantum oscillation observations in the underdoped regime are largely limited to the YBa$_2$Cu$_3$O$_{6+\delta}$ system, the questions regarding the high-field, low-temperature phase are of relevance to all hole-doped cuprates.

The theory for the destruction of superconducting order in layered systems by $H_\perp$ is fairly well established. Superconducting order within the CuO$_2$ planes is stabilized by Josephson coupling between the layers. In the mixed phase, the vortex lines behave like stacks of two-dimensional pancake vortices. Weak pinning of vortices by disorder tends to cause the pancake vortices to wander and become misaligned between layers, thus reducing the effective Josephson coupling. When the Josephson coupling is small enough, fluctuations of the phase of the superconducting order parameter may occur, in which case the resistivity becomes finite. As two-dimensional superconductivity cannot survive at any significant $H_\perp$, $\rho_\perp$ is expected to become finite at the same time as $\rho_\parallel$. Thus, phase fluctuations, including vortex motion, limit the regime of zero resistivity.

An effective probe of the Josephson coupling and its field dependence is the Josephson plasma resonance, measured by infrared reflectivity. Experimental measurements on optimally and overdoped cuprates yield a field dependence of the effective Josephson coupling in good agreement with theoretical predictions. In the case of underdoped La$_{2-x}$Sr$_x$CuO$_4$ (LSCO), however, Schafgans et al. found that the coupling dropped more rapidly than predicted, and they proposed that this might be associated with field-induced spin-stripe order.

The results on LSCO motivated us to investigate related behavior in La$_{2-x}$Ba$_x$CuO$_4$ (LBCO) with $x = 0.095$ and $T_c = 32$ K, a sample that we have previously shown to have weak charge- and spin-stripe order in zero field. In particular, we have measured the resistivity perpendicular ($\rho_\perp$) and parallel ($\rho_\parallel$) to the layers for various values of $H_\perp$, as shown in Figs. 1(a) and 1(c); for comparison, we also performed measurements in fields parallel to the layers $H_\parallel$ as shown in Figs. 1(b) and 1(d). In zero field, $\rho_\perp$ and $\rho_\parallel$ head toward zero at the same temperature; however, when $H_\perp$ is applied, we find that $\rho_\perp$ drops toward zero at a much lower temperature than does $\rho_\parallel$, as summarized in Fig. 1(e). As these results conflict with the theoretical expectations outlined above, most of this paper is devoted to describing the measurements and further tests in detail, comparing with work by other groups, and considering possible spurious effects. We conclude that we have detected intrinsic behavior.

To provide some perspective, we point out that our result for the $\rho_\perp > 0$ onset curve in the $H_\perp$-$T$ phase space is
low-temperature tetragonal (LTT) or low-temperature less-orthorhombic (LTLO) phase. For the present composition, the transition is to the LTLO phase; however, it is a first-order transition, with coexisting phases over a range of temperatures. We have characterized this behavior with neutron diffraction, thermal conductivity, and thermopower in the following paper, which we will refer to as paper II. A consequence of the transition is a reduction of the interlayer Josephson coupling in the LTLO phase, resulting in the sharp structure in $\rho_\perp$ near 27 K when modest $H_\perp$ is applied, as apparent in Figs. 1(a) and 1(b).

An interesting feature of the LTLO and LTT phases is that they are able to pin charge- and spin-stripe orders. The same type of intertwining might be involved in the field-induced state.

The rest of the paper is organized as follows. The experimental methods, including comparisons with previous work, are discussed in the next section. The resistivity data and voltage versus current measurements are discussed in Sec. III, while the diffraction results are presented in Sec. IV. The results are summarized and their implications are discussed in Sec. V.

II. EXPERIMENTAL METHODS

A. Resistivity measurements

The crystals for this study were grown by the traveling-solvent, floating-zone technique; characterizations of the crystals are reported in paper II and in Refs. 18 and 31. The resistivity measurements were performed at Brookhaven by the standard four-probe technique in a Physical Properties Measurement System (Quantum Design). Different crystals, cut from the same parent, were used for the $\rho_\perp$ and $\rho_\parallel$ measurements, and the $\rho_\parallel$ results were confirmed on a third crystal. For $\rho_\perp$, the crystal dimensions ($l \times w \times t$) were $1.7 \times 2.7 \times 1.1$ mm$^3$ with voltage and current contacts on the $a$-$b$ faces; for $\rho_\parallel$, the dimensions were $8.0 \times 0.8 \times 1.3$ mm$^3$ with 2.9 mm between voltage contacts. Contacts, made with Ag paste, were annealed at 400°C for 1 h; the contact configurations are illustrated in Fig. 2. In each case, contact resistance was measured at room temperature and confirmed to be less than 2 $\Omega$ before and after the transport studies. The
dc measuring current was 1 mA, corresponding to current densities of $J_z = 0.03$ A/cm² and $J_l = 0.1$ A/cm², and repeated measurements at each temperature were averaged. In the voltage versus current measurements, the dc current was varied from 10 nA to 5 mA.

To define the boundaries between the regions of negligible and finite resistivity in Figs. 1(e) and 1(f), we used a finite resistivity threshold of $1 \times 10^{-3}$ mΩ cm. Measured values below that level tend to fluctuate around zero (or rather the measured voltage fluctuates about zero); in Fig. 1 and corresponding figures, we have actually plotted the absolute value of the resistivity so that all points appear on the logarithmic scale. We will discuss the behavior of $\rho_\parallel$ in $H_\perp$ near the threshold further below. To complete the phase boundaries for $\rho_\perp$, especially at lower fields, we made additional measurements, which are shown in Fig. 3.

Given the unusual nature of our observations for $\rho_\parallel$ and $\rho_\perp$ in $H_\perp$, it is worthwhile to compare with measurements by other groups on similar samples. In Fig. 4, we plot results of $\rho_\parallel$ for LSCO with $x = 0.092$ reported by Sasagawa et al. in $\mu_0 H_\perp = 0$ and 5 T, and results for LBCO with $x = 0.10$ from Adachi et al. in perpendicular fields of 0 and 9 T. The latter sample exhibits an LTO-LTT structural transition on cooling through 40 K, causing a small step in the resistivity. That transition is at a higher temperature than in our $x = 0.095$ crystal, consistent with a difference in Ba concentration. As one can see, the impact of the field on $\rho_\parallel$ is very similar to what we find for $\rho_\perp$ in Fig. 1(a), but it is grossly different from what we find for $\rho_\parallel$ with our sample, as shown in Fig. 1(c).

One complication in the latter work is that the current and voltage contacts were all located on $a$-$b$ surfaces, so that the current had to flow along the $c$ axis in order to reach the interior CuO$_2$ planes. (This effect is explained by an earlier analysis of Busch et al. The researchers found it necessary to irradiate the current contacts with a beam of high-energy Pb ions in order to create vortex pinning centers, and thus inhibit flux-flow resistivity along the $c$ axis; this significantly reduced the effective resistance along the in-plane direction in the mixed state. In any case, we will discuss the possible impact of inhomogeneous current flow associated with a flux-pinning surface barrier in Sec. III B.

In our studies of LBCO, we have observed the impact of slightly different contact configurations. We use current contacts covering opposite crystal faces, both of which are normal to the $a$-$b$ planes. In Fig. 5, we compare attempts to measure $\rho_{||}$ with voltage contacts (A) on an $a$-$b$ face (left inset), and (B) on a side face normal to the $a$-$b$ planes (right inset) [consistent, in effect, with Fig. 2(a)]. The two measurements give a consistent result for $T_c$ in zero field; however, in $\mu_0 H_\perp = 9$ T, configuration (A) shows a signal that appears to mimic $\rho_\perp$ in temperature dependence below the zero-field $T_c$, while configuration (B) indicates a sharp drop in $\rho_{||}$ at a much higher temperature. (We observed identical sensitivity to contact configuration in studying LBCO $x = 1/8$, although we did not report on it there.) We interpret the results as follows.
The direction of low resistivity is always parallel to the planes, so we expect the current flow to be uniform across all planes that are in contact at both ends (except in the case of flux-flow conditions and a vortex-pinning surface barrier, as discussed above). The sample is sufficiently thick and well oriented that most planes satisfy this condition. It follows that the contacts in configuration B will sense the voltage drop due to transport parallel to the planes alone, thus directly probing \( \rho_\parallel \). In the case of configuration A, inevitable imperfections in sample orientation mean that the voltage contacts on the top surface can only sense the transport if there is some flow perpendicular to the planes, so that the effective resistivity has a contribution from \( \rho_\perp \).

We are certainly not the first to make measurements with contacts on crystal sides that are perpendicular to the \( a-b \) planes. For example, Cho et al.\textsuperscript{41} used contact configurations similar to ours in their magnetic transport study of \( \text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_8 \). Their data appear to show that \( \rho_\parallel \) heads to zero at a higher temperature than \( \rho_\perp \) for finite \( H_\parallel \), although they did not comment on this point.

Let us return for a moment to the earlier data on \( \text{LSCO} \) and \( \text{LBCO} \) shown in Fig. 4. It is possible that the response in \( \text{LSCO} \) is different from what we observe in \( \text{LBCO} \), as \( \text{LSCO} \) retains the LTO structure down to low temperature. We will argue later that the LTLO structure could be relevant to the unusual behavior we observe for \( \rho_\parallel \). On the other hand, the \( \text{LBCO} \) \( x = 0.10 \) sample studied by Adachi et al.\textsuperscript{21} should exhibit extremely similar behavior to our \( x = 0.095 \) crystals. We note that their measurements of \( \rho_\parallel \) look quite similar to the results in Fig. 5 for the configuration that is limited by a contribution from \( \rho_\perp \); however, the details of the contact configuration are not given in their paper.\textsuperscript{21}

### B. Scattering measurements

The neutron diffraction measurements were performed on the SPINS spectrometer at the NIST Center for Neutron Research, with an incident energy of 5 meV and a cooled Be filter after the sample to minimize intensity at harmonics of the desired neutron wavelength. Horizontal collimations were 55°-80°-5°-80°-240°. The sample \( S \) was a cylindrical crystal with a mass of 11.2 g, mounted in a superconducting, vertical-field magnet, allowing scattering at wave vectors \( (h,k,0) \), in reciprocal lattice units \( a^* = 2\pi/a, \) with \( a = 3.79 \) Å corresponding to the high-temperature tetragonal phase. The x-ray diffraction measurements were performed at beam line BW5 at DESY using 100-keV photons \( (\lambda = 0.124 \) Å).\textsuperscript{18} The sample was a disk 5 mm in diameter and 1 mm in thickness, oriented such that the charge-order reflection was measured in transmission geometry.

The x-ray measurements provide a useful measure of the degree of uniformity of the crystals. Figure 6 shows rocking curves through the (200) reflection for a series of \( \text{LBCO} \) crystals with a range of Ba concentrations. (We recently reported\textsuperscript{18} the phase diagram for this system based on diffraction data.) The measurements at “60 K” are \( \pm 10 \) K; they are in the LTO phase above the structural transition to the LTT (or LTLO) phase. For a perfect, single-domain crystal there would be a single peak. Because of twinning, the peaks in our crystals are split about zero. Note that the magnitude of...
the splitting is determined by the orthorhombic strain, which decreases as \( x \) grows. There is also a finer scale splitting, which appears to be from a small monoclinic distortion.\(^{32} \) At base temperature, \( \sim 10 \text{ K} \), there is a single peak for the LTT phase; in the case of \( x = 0.095 \), there is a small peak splitting (unresolved here) due to the small orthorhombic distortion of the LTLO phase.

The message here is that, based on diffraction evidence, each crystal has a rather uniform composition that is narrowly defined. Keep in mind that the x-ray beam samples the full 1-mm thickness of each crystal. The compositions are also distinguished by the structural transition temperatures, as discussed in Ref.\(^ {18} \).

### III. RESISTIVITY RESULTS

#### A. Overview

To provide an alternative view of the resistivity data, we have plotted the results with linear scales in Fig. 7. This form makes it easier to see that \( \rho_{\perp} \) continuously increases with \( H_{\perp} \) for \( T \ll 27 \text{ K} \). In other words, we are not able to apply a large enough \( H_{\perp} \) to cause \( \rho_{\perp} \) to reach its normal-state behavior for \( T \ll 27 \text{ K} \). As demonstrated in detail in paper II, 27 K corresponds to the completion of the LTO to LTLO structural transition. Associated with the transition is a reduction in the interlayer Josephson coupling, as discussed in paper II; further support for this effect is provided by a study of the temperature dependence of the \( c \)-axis Josephson plasma resonance.\(^ {31} \)

We have argued in paper II that it is the change in the interlayer Josephson coupling associated with the transition that causes the structure in \( \rho_{\perp}(T) \) when measured in \( \mu_0 H_{\perp} \) as low as 0.15 T. There is also a step in \( \rho_{||} \) at \( \sim 35 \text{ K} \) measured in zero field; we have shown in paper II that this corresponds to the onset of the structural transition.

#### B. Analysis of \( \rho_{||} \)

With unusual behavior, it is important to consider possible extrinsic explanations. While the coincidence of the structural and superconducting transitions complicates the situation, it does not provide an explanation for the regime of apparent uniaxial resistivity. Could there be some sort of inhomogeneity in the samples that causes the \( \rho_{\parallel} \) and \( \rho_{\perp} \) measurements to be determined by distinct phases? Before addressing this question, we point out that the phase boundary for superconducting order determined by our \( \rho_{\perp} \) data is quantitatively consistent with results in the literature\(^ {15,19-21,43,44} \) for LSCO and LBCO with \( x \sim 0.1 \). It follows that only the behavior of \( \rho_{\parallel} \) is anomalous. So, could there be layered intergrowths of a more robust superconducting phase that might only be detected in the \( \rho_{\parallel} \) configuration? We see no credible way for this to occur. First of all, the sample studied here (LBCO \( x = 0.095 \)) has the highest zero field \( T_c \) in the LBCO phase diagram,\(^ {18} \) so that compositional variation could only lead to regions of reduced \( T_c \), and that would not explain our observations. Second, we have presented diffraction data in Fig. 6, in paper II, and elsewhere,\(^ {18} \) as well as thermodynamic measurements in paper II, that indicate high-quality samples with no indications of unique compositional inhomogeneities. Finally, if there were special layers present of a superconductor capable of providing negligible \( \rho_{\parallel} \) in substantial \( H_{\perp} \), then one might expect these layers to have a higher zero field \( T_c \) than that detected in \( \rho_{\perp} \), but there is no evidence of such an inhomogeneous anisotropy.

Another possibility to consider is inhomogeneous current flow below \( T_c \) in the mixed phase. As discussed in Sec. II A, studies of \( \text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_8+\delta \) have shown that in the regime where vortices are not uniformly pinned, the in-plane current tends to flow along the edges of the crystal.\(^ {38,39} \) For our contact configuration, such an effect would increase the current density in the vicinity of the voltage contacts, with the consequence that \( \rho_{\perp} \) would be underestimated. If \( \rho_{\parallel} \) were driven below our threshold sensitivity, then we would overestimate the temperature at which \( \rho_{\parallel} \) becomes negligible. Thus, this effect could cause a quantitative error in our analysis. The bigger question, though, is whether this effect could explain the difference between our measurements of \( \rho_{\parallel} \) in large \( H_{\perp} \) and that reported by other groups on similar samples\(^ {19,21} \) (see Fig. 4). The straightforward answer is that it can not. The latter data suggest that the normal state extends down to temperatures well below the point where we observe a drop due to superconducting correlations.

We have suggested that the differences for \( \rho_{\parallel} \) between our results and previous work might be due to different contact configurations. As this can be a contentious issue, it is highly desirable to confirm our results with independent measurements. We present two such checks below.

One confirmation is provided by field-dependent measurements of the in-plane thermopower \( S_\parallel \) shown in Fig. 8 (experimental details and further discussion are presented in paper II). Note that the thermopower must be zero in the superconducting state. As one can see, \( S_\parallel \) drops toward zero
on cooling in high field in a fashion quite similar to \( \rho_{||} \) and clearly distinct from \( \rho_{\perp} \). From these data, one might arrive at a slightly lower estimate for the temperature at which in-plane superconducting order appears at high field, but it would still be well above the point at which \( \rho_{\perp} \) heads to zero.

A second confirmation is provided by high-field measurements of the magnetic susceptibility (\( \chi = M/H \)). The data for \( \mu_0 H = 7 \) T, for fields both parallel and perpendicular to the planes, were already presented in Fig. 10 of Ref. 18. In Fig. 9(b), we present the spin susceptibilities in the form \( (g_{\text{ave}}/g_i^2)\chi_i^s \) for \( i = ||, \perp \) after correction for Van Vleck susceptibility, core diamagnetism, and anisotropic \( g \) factors, as explained in paper II and in Ref. 45. The data for \( \rho_{\perp} \) in the same fields are reproduced in Fig. 9(a).

The significance of this comparison may require some explanation. First, consider \( \chi_{||}^s \), which is indicated by the (blue) circles in Fig. 9(b). It shows a growth of diamagnetism (i.e., a decrease of \( \chi_{||}^s \) below the paramagnetic susceptibility of the normal state) on cooling that reflects diamagnetic screening currents within the planes. This growth of superconductivity in the planes is completely missed by \( \rho_{\perp} \), indicated by (blue) circles in Fig. 9(a); however, it is consistent with \( \rho_{\perp}(\mu_0 H_{\perp} = 7 \) T) [see Fig. 1(c)]. To emphasize how extreme a situation this is, it is instructive to compare with the measurements in \( H_{\perp} \), indicated by the (red) diamonds in Fig. 9. We see that \( \rho_{\perp}(H_{\perp}) \) drops rapidly with temperature compared to \( \rho_{\perp}(H_{\perp}) \). This happens despite the fact that the diamagnetism measured by \( \chi_{||} \) does not become apparent before the temperature reaches \( \sim 22 \) K. Here, the diamagnetic response requires screening currents that loop between the layers. The drop in \( \rho_{\perp}(H_{\perp}) \) reflects the superconducting order in the planes indicated by \( \rho_{\perp}(H_{\perp}) \), shown in Fig. 1(d). It is due to the transport of pairs between the layers, but without diamagnetic screening of fields between the layers because of the lack of interlayer coherence. Thus, the measurements of diamagnetism in high fields

FIG. 8. (Color online) Measurements of the in-plane thermopower \( S_{\parallel} \) with \( \mu_0 H_{\perp} = 0, 1, 3, 5, \) and 9 T.

FIG. 9. (Color online) (a) Data for \( \rho_{\perp} \) in \( \mu_0 H = 7 \) T applied both parallel (diamonds) and perpendicular (circles) to the planes. (b) Field-cooled spin susceptibility in the form \( (g_{\text{ave}}/g_i^2)\chi_i^s \) for \( i = ||, \perp \) (diamonds) and \( \perp \) (circles) obtained with \( \mu_0 H = 7 \) T, as discussed in the text.

support the interpretation of decoupled superconducting layers indicated by the resistivity data.

Now, let us return to the flux-flow issue, which is expected to limit \( \rho_{||} \) (but not \( \rho_{\perp} \)) close to \( T_c \), when \( H_{\perp} \) is applied. Tinkham\textsuperscript{46} argued that the resistivity in this case should be described by the formula

\[
\rho_{||}/\rho_{||n} = \left[I_0(\gamma_0/2)\right]^{-2},
\]

(1)

where \( \rho_{||n} \) is the normal-state resistivity, \( I_0 \) is the modified Bessel function, and

\[
\gamma_0 = A[1 - T/T_c(H)]^{5/2}/B.
\]

(2)

Here, \( A \approx 0.032 \times J_{c,0}/T_c \) is a constant having units of T (provided that \( T_c \) is measured in K), with \( J_{c,0} \) (measured in A/cm\(^2\)) being the critical current density at zero temperature and zero field along the direction in which the field is applied; we take \( B \approx \mu_0 H_{\perp} \). A fit of this formula to our \( \rho_{||} \) data is shown in Fig. 10. As one can see, it gives a reasonable description of the data where \( \rho_{||} \) is small, and does a good job capturing the field dependence. (In fact, it is a surprisingly good description given that we believe that the Josephson coupling is changing in an anomalous fashion in this temperature range due to the underlying structural transition.)\textsuperscript{360} In the fit, \( T_c \) varies from 31.6 K at 1 T to 30.9 K at 9 T. From the fitted value of \( A = 1.3 \times 10^6 \) T, we obtain the estimate \( J_{c,0} \sim 1.3 \times 10^6 \) A/cm\(^2\), which is of the same magnitude as that found by Tinkham\textsuperscript{46} in fitting similar data for YBa\textsubscript{2}Cu\textsubscript{3}O\textsubscript{6+x} with \( T_c = 91 \) K.
Exponent from power-law dependence of $E$ discussed in the text. Curves corresponding to a model of flux-flow resistivity (Ref. 46) as values of $H$ for temperatures near $T_c$ direction perpendicular to the planes. As shown in Fig. 12(a) $T_c$ voltage versus current behavior close to $\mu$ intensive quantities, in-plane electric field the measurements is shown in Fig. 11(a), where we use the $\mu$ from 36 down to 31.7 K, as indicated in the legend, and (b) $\mu \phi / (B + B_0)$, where $\phi$ is the magnetic flux quantum and $B_0$ is a parameter that characterizes the behavior at zero field. To test this in our case, we note that the AH formula for resistivity measured with a current less than the critical value is

$$\rho_\perp = \rho_\parallel^\gamma / [I_0(\gamma_0/2)]^2,$$

where $\rho_\parallel^\gamma$ is an effective normal-state resistivity (with corrections due to quasiparticle flow in parallel with Cooper pairs$^{27,28}$), $I_0$ is the same modified Bessel function as in Eq. (1), and

$$\gamma_0 = E_1/k_B T.$$

According to Hettinger et al.$^{27}$ the Josephson-coupling energy $E_1$ can be written as

$$E_1 = \mathcal{E}_J \phi_0 / (B + B_0),$$

where $\mathcal{E}_J$ is the Josephson energy density, proportional to the critical current density. Assuming $B_1 \approx \mu_0 H_1$, and ignoring temperature variations of $\rho_\perp$ at low temperatures, $\rho_\perp$ should scale as $(T \mu_0 (H_1 + H_{1,0}))^{-1}$. We show in Fig. 13 that this scaling works rather well for $2 T \leq \mu_0 H_1 \leq 9 T$ if we take $\mu_0 H_{1,0} = 2.2 T$. This analysis involves measurements in the temperature range of 5 to 15 K, where optical measurements$^{31}$ of the Josephson coupling suggest that there should be $E_1$ at larger $J_\perp$. Similar behavior is found at low temperature and $\mu_0 H_1 = 9 T$, as one can see in Fig. 12(b). The trend suggests that the linear $\rho_\perp$ extends down to negligibly small $J_\perp$. This behavior is reminiscent of the theoretical results of Ambegaokar and Halperin$^{24}$ (AH) for a resistively shunted Josephson junction$^{27}$ plus thermally driven current fluctuations. The model exhibits linear resistance at small currents and a rapid rise toward the normal-state resistance as the Josephson critical current is approached.

A number of previous studies of cuprates have invoked the AH results,$^{24}$ proposing that the temperature and field dependence of $\rho_\perp$ can be described by treating each crystal as a stack of independent interlayer Josephson junctions.$^{25-28}$ One issue is that the sensitivity to thermal noise depends on the extensive critical current, and hence depends on the effective junction area, which in practice can be much smaller than the sample cross section. Hettinger et al.$^{27}$ demonstrated experimentally that the effective area is given by $\rho_\perp / (B_1 + B_0)$, where $\rho_\perp$ is the magnetic flux quantum and $B_0$ is a parameter that characterizes the behavior at zero field. To test this in our case, we note that the AH formula for resistivity measured with a current less than the critical value is

$$\rho_\perp = \rho_\parallel^\gamma / [I_0(\gamma_0/2)]^2,$$

where $\rho_\parallel^\gamma$ is an effective normal-state resistivity (with corrections due to quasiparticle flow in parallel with Cooper pairs$^{27,28}$), $I_0$ is the same modified Bessel function as in Eq. (1), and

$$\gamma_0 = E_1/k_B T.$$

According to Hettinger et al.$^{27}$ the Josephson-coupling energy $E_1$ can be written as

$$E_1 = \mathcal{E}_J \phi_0 / (B + B_0),$$

where $\mathcal{E}_J$ is the Josephson energy density, proportional to the critical current density. Assuming $B_1 \approx \mu_0 H_1$, and ignoring temperature variations of $\rho_\perp$ at low temperatures, $\rho_\perp$ should scale as $(T \mu_0 (H_1 + H_{1,0}))^{-1}$. We show in Fig. 13 that this scaling works rather well for $2 T \leq \mu_0 H_1 \leq 9 T$ if we take $\mu_0 H_{1,0} = 2.2 T$. This analysis involves measurements in the temperature range of 5 to 15 K, where optical measurements$^{31}$ of the Josephson coupling suggest that there should be $E_1$ at larger $J_\perp$. Similar behavior is found at low temperature and $\mu_0 H_1 = 9 T$, as one can see in Fig. 12(b). The trend suggests that the linear $\rho_\perp$ extends down to negligibly small $J_\perp$. This behavior is reminiscent of the theoretical results of Ambegaokar and Halperin$^{24}$ (AH) for a resistively shunted Josephson junction$^{27}$ plus thermally driven current fluctuations. The model exhibits linear resistance at small currents and a rapid rise toward the normal-state resistance as the Josephson critical current is approached.

A number of previous studies of cuprates have invoked the AH results,$^{24}$ proposing that the temperature and field dependence of $\rho_\perp$ can be described by treating each crystal as a stack of independent interlayer Josephson junctions.$^{25-28}$ One issue is that the sensitivity to thermal noise depends on the extensive critical current, and hence depends on the effective junction area, which in practice can be much smaller than the sample cross section. Hettinger et al.$^{27}$ demonstrated experimentally that the effective area is given by $\rho_\perp / (B_1 + B_0)$, where $\rho_\perp$ is the magnetic flux quantum and $B_0$ is a parameter that characterizes the behavior at zero field. To test this in our case, we note that the AH formula for resistivity measured with a current less than the critical value is

$$\rho_\perp = \rho_\parallel^\gamma / [I_0(\gamma_0/2)]^2,$$

where $\rho_\parallel^\gamma$ is an effective normal-state resistivity (with corrections due to quasiparticle flow in parallel with Cooper pairs$^{27,28}$), $I_0$ is the same modified Bessel function as in Eq. (1), and

$$\gamma_0 = E_1/k_B T.$$

According to Hettinger et al.$^{27}$ the Josephson-coupling energy $E_1$ can be written as
relatively little temperature dependence of $E_\perp$. The scaling becomes poorer if we include that data for $\mu_0 H_{\perp} = 1$ T.

To evaluate the magnitude of $E_\perp$, we fit Eq. (3) to the data for $\rho_\perp(9 \text{T} < 1 \times 10^{-2} \text{ m}\Omega \text{ cm}$, obtaining $E_\perp(9 \text{T}) = 8.2 \pm 0.5 \text{ meV}$, corresponding to the field-independent quantity $e_1 = 44 \text{ eV}/\mu\text{m}^2$. The Josephson coupling can also be expressed in terms of the magnetic penetration depth $\lambda_\perp$, which, according to the analysis of optical reflectivity measurements, has a low-temperature value of $13.4 \mu\text{m}$. Using the formula

$$\lambda_\perp^2 = \frac{\Phi_0}{8\pi^3 s e_1},$$

where $s = 6.6 \text{ Å}$ is the layer separation, we find that our value of $e_1$ corresponds to $\lambda_\perp = 6.1 \mu\text{m}$, about a factor of 2 smaller than the optical value. We consider this to be rather good agreement, given the possibility that there could be a scale factor for the effective area identified by Hettinger et al. Furthermore, our field dependence of $E_\perp$ is similar to that determined by Schafgans et al. in LSCO $x = 0.10$ (where $\lambda_\perp = 12.6 \mu\text{m}$).

D. Discussion

We have presented evidence that, for our LBCO $x = 0.095$ sample, there is linear resistivity perpendicular to the layers under conditions where there is no linear in-plane resistivity. These conditions include substantial magnetic fields perpendicular to the layers. Linear $\rho_\perp$ can appear for measuring currents well below the effective Josephson critical current. The latter behavior is consistent with previous studies in which $\rho_\perp$ was analyzed in terms of a stack of independent Josephson junctions, with resistivity arising from thermal fluctuations. Our demonstration of finite $\rho_\perp$ with no linear $\rho_x$ goes beyond that earlier work.

When $\rho_\perp$ is finite, it indicates a lack of superconducting phase coherence perpendicular to the layers. In the mixed phase, the loss of phase coherence between the layers is expected to correspond to loss of coherence within the layers. This expectation is associated with the idea that the loss of coherence should be tied to fluctuations of pancake vortices. Interlayer interactions may help to pin the vortices, but once interlayer coherence is lost, the pancake vortices are expected to become unpinned, resulting in the loss of superconducting order. Our experimental results suggest that some sort of vortex glass state survives within the layers, despite the loss of interlayer coherence.

A similar situation to the one found here was previously observed in LBCO $x = 1/8$ in zero field. In the latter case, superconducting order was detected parallel to the planes while $\rho_\perp$ was still substantial. That phase was also found to survive in finite $H_{\perp}$. The unusual behavior in the $x = 1/8$ sample is closely associated with the occurrence of spin- and charge-stripe order. Thus, it is relevant to probe the impact of $H_{\perp}$ on stripe correlations in the present sample.

IV. DIFFRACTION MEASUREMENTS OF STRIPE ORDER

We have previously used neutron and x-ray diffraction to characterize the spin- and charge-ordering transitions, as well as the structural transitions in LBCO. In zero field, the spin- and charge-order diffraction peak intensities for the $x = 0.095$ composition are reduced by an order of magnitude compared to those in the $x = 0.125$ composition, where stripe order is maximized. Here, our main focus is on the impact of $H_{\perp}$.

For reference, the temperature dependence of a structural superlattice peak characteristic of the LTLO phase, measured by x-ray diffraction, is illustrated in Fig. 14(c). Correlated with the appearance of this phase are superlattice peaks associated with spin- and charge-stripe order, as shown in Figs. 14(a) and 14(b), respectively. Application of a significant $H_{\perp}$ results in a substantial growth of the stripe-order intensity. While boosting the spin order by an applied magnetic field is not new, field-enhanced charge-stripe order has not been reported previously, as far as we know.

The stripe order develops only at temperatures below the zero-field superconducting $T_c$. In this regime, the substantial $H_{\perp}$ penetrates the CuO$_2$ layers as flux quanta. Hence, the induced stripe order is likely associated with the superconducting vortex cores, with the implications of scanning tunneling spectroscopic observations. The stripe correlation length of $\sim 100$ Å is significantly larger than the typical vortex core size, indicating that the static charge and spin stripes coexist with the superconductivity in halo regions. The LTLO structure helps to stabilize the stripe order in our sample, although the observations in LSCO demonstrate that stripe order can also be induced in the LTO phase.

The LTO-LTLO/LTT transition is rather sensitive to composition. The crystal used for the x-ray measurements has its transition completed on cooling to 30 K, as indicated in Fig. 14, whereas the crystals studied by neutron diffraction and transport measurements have the transition end at 27 K. Based on the phase diagram presented in Ref. 18, this difference of 3 K corresponds to a composition difference of $\sim 0.002$. This sensitivity is also relevant to comparisons with work by other groups. Dunsiger et al. studied a sample with the same nominal composition; however, the LTO-LTT transition was at 45 K, consistent with a Ba composition greater than ours.
by ~0.015. The fact that they did not see any change in the intensity of a spin-order superlattice peak in \( \mu_0 H_z = 7 \) T is consistent with the greater hole concentration and larger zero-field stripe order. A significant field enhancement is only observed when the zero-field intensity is weak.\(^{16,17}\)

**V. SUMMARY AND DISCUSSION**

We have experimentally studied the anisotropic resistivity in LBCO \( x = 0.095 \) and the impact of an applied magnetic field, especially when oriented perpendicular to the \( \text{CuO}_2 \) layers. Measuring the onset of detectable resistivity versus temperature for various values of \( H_z \), we find quite different thresholds for the loss of superconducting order depending on whether the measurement current is parallel or perpendicular to the layers. For current parallel to the layers, the nonlinear voltage versus current behavior is consistent with survival of superconducting order to rather high temperatures and magnetic fields. In contrast, a small current applied perpendicular to the layers leads to linear voltage dependence (within the regime of detectable resistivity), with nonlinear behavior at higher currents. This behavior is consistent with thermal-noise-induced voltage fluctuations across independent interlayer Josephson junctions.\(^{24-28}\) This effect is expected to be quite sensitive to the effective area of the Josephson junction.\(^{24}\) Applying the empirical result of Hettinger et al.\(^{27}\) that the effective area is comparable to the area per vortex, we get reasonable consistency with the optical measurement of \( \lambda_{\perp}.\)^{31}

We have also used diffraction techniques to measure the impact of \( H_z \) on stripe order. We have observed that both charge- and spin-stripe orders are significantly enhanced by the field. The correlation lengths for the vortex-induced stripe orders\(^{30}\) are significantly larger than the typical vortex core size, so that the induced stripe order must coexist with superconducting screening currents.

Can we find a way to make sense of the different behaviors in \( \rho_\parallel \) and \( \rho_{\perp} \) in the regime where one indicates superconducting order and the other does not? One way to possibly understand these differences is in terms of anisotropic vortex pinning. In measuring \( \rho_\parallel \), the response necessarily indicates that vortices are pinned. This pinning may be aided by the stripes present in the system. In the LTLO or LTT lattice structures, stripes are pinned in orthogonal directions from one layer to the next. For a current flowing parallel to the layers with applied field \( H_z \), the transverse Lorentz force in the plane would push pancake vortices in half of the layers in the modulation direction of the induced stripe order. Given that the vortices appear to induce stripe order, the Lorentz force may serve to pin each vortex core within the halo of induced spin order. Because vortices between layers are (attractively) coupled electromagnetically,\(^{24}\) pinning in one layer will aid pinning in adjacent layers, even in those layers where the Lorentz force acts along the stripe. In contrast, for a current perpendicular to the layers, there is no Lorentz force on the pancake vortices, thus allowing them freedom to fluctuate parallel to the stripes, resulting in a lower threshold for detectable resistivity.

Another possibility to consider is whether there might be an intimate connection between the superconductivity and stripe order. A state with apparent superconducting order parallel to the planes but finite resistivity between the planes was previously observed in LBCO \( x = 1/8.\)\(^{34,35}\) There, it occurs in zero field and onsets together with spin-stripe order. Frustration of the interlayer Josephson coupling is evident from the extreme anisotropy of the resistivity and diamagnetism.\(^{35}\) For the present case of \( x = 0.095 \), the interlayer Josephson coupling is finite in zero field, but the coupling is reduced by the field. Dissipation appears while the Josephson coupling is still finite. A large magnitude of \( \rho_{\perp} \) in strong \( H_z \) occurs for a range of temperatures where \( \rho_\parallel \) remains very small, suggesting a frustration of Josephson coherence. We have also observed that \( H_z \) enhances spin- and charge-stripe order. Thus, there are significant qualitative similarities between the phases of superconductivity with uniaxial resistivity in the \( x = 0.095 \) and 0.125 samples. Of course, there are also some quantitative differences. Even in the state of uniaxial resistivity, the in-plane...
superconductivity appears much more robust to $H_\perp$ in the $x = 0.095$ sample than for $x = 1/8$. The pair-density-wave (PDW) superconducting state has been proposed\textsuperscript{36,37,55} to explain the frustrated Josephson coupling in cuprates with strong stripe order.\textsuperscript{34,56,57} In the PDW state, the pair wave function is intertwined with the spin- and charge-stripe order such that the spin order and pair wave function minimize their overlap. While there has not been definitive evidence for the PDW state, there have been recent observations of time-reversal-symmetry breaking associated with the onset of the charge-stripe order,\textsuperscript{58,59} which provide possible connections. In any case, one expects this state to be sensitive to disorder and perturbations, and the more rapid suppression of the superconducting signatures in $H_\perp$ in LBCO $x = 1/8$ is qualitatively consistent with expectations.

The coexistence of uniform superconducting order with the PDW is expected to eliminate the sensitivity to disorder,\textsuperscript{55} and this might help to explain the more robust field dependence of the in-plane superconductivity in LBCO $x = 0.095$. Of course, the presence of uniform superconducting order should also provide a channel for interlayer Josephson coupling, which is certainly a significant factor for the $x = 0.095$ sample. Nevertheless, even if the PDW state is relevant, we are not aware of any theory that could explain a superconducting state with field-induced uniaxial resistivity. The experimental parallels between the unusual phase found in both the $x = 0.095$ and 0.125 samples should provide some guidance to attempts to understand the phase theoretically.
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