Towards a Time-of-Flight Positron Emission Tomography System Based on Multi-Pixel Photon Counter Read-out


Abstract—We present the first commissioning data of our TOF-PET test device featuring MPPC read-out of small size LFS crystals. We discuss the characteristics of the test device and present results from two different multi-channel read-out ASIC chips which offer a high timing performance.

I. INTRODUCTION

The aim of our work is to build and commission a multi-channel time-of-flight Positron Emission Tomography (TOF-PET) test device with Silicon Photomultiplier (Multi-Pixel Photon Counter from HAMAMATSU) read-out featuring a coincidence time resolution of about 300 ps FWHM. This corresponds to an improvement by a factor of two compared to commercially available devices which offer a time resolution of about 600 ps (see for example [1]). A coincidence time resolution of 300 ps allows to locate the origin of the two back-to-back 511 keV Gamma rays with a precision of 4.5 cm FWHM. It has been shown that TOF information of this precision significantly improves the image quality (see for example [2]). While for two channel systems coincidence time resolutions of 240 ps FWHM are achieved [3], it still has to be proven that similar results can be obtained with a multi-channel system with Silicon Photomultiplier read-out. Our TOF-PET device is meant to serve as a test bench for different multi-channel read-out electronics with high timing performance.

Apart from the challenging requirements on the time resolution we are aiming for highly granular PET detectors in order to obtain a high spatial resolution. Due to their compact design Silicon Photomultipliers coupled to small size scintillating crystals allow the design of detectors with unprecedented granularity.

In the present work we first discuss the design of the TOF-PET test device and present the characterization measurements we performed. Then we elaborate on two different multi-channel read-out alternatives and present the first measurements performed with a two channel system.

II. DESIGN OF THE TOF-PET TEST DEVICE

The prototype of our TOF-PET test device is shown in figure 1. It consists of two modules mounted on a movable support, which allows rotation and translation. Each module...
consists of four submodules. A submodule is a $2 \times 2$ array of $3 \times 3 \times 15 \text{ mm}^3$ Lutetium Fine Silicate (LFS [4]) crystals which is read out by a $2 \times 2$ MPPC array from HAMAMATSU. LFS has similar properties as LSO in terms of the emission spectrum, the light yield, the decay time ($40 \text{ ns}$) and the density. Each MPPC is read out individually, for a total number of 16 channels per module. It is foreseen to build two additional modules to reduce the scan time which will give 64 read-out channels in total. The modules (see figure 2) are made of aluminium. The cavities for the crystals are eroded by electrical discharge machining so that the individual crystals are separated by a $100 \mu m$ thick wall. The aluminium provides a very good reflectivity, hence, a good energy resolution is achieved.

The bias voltage is provided by a multi-channel high voltage power supply [5] which allows to adjust the bias voltage for each MPPC device individually. The HV module is connected via a USB bridge to the USB port of a standard personal computer.

A 16-channel 10-bit 100 MHz Flash ADC board with signal processing core (ADCM-16 [6]) is used for the data acquisition. It is integrated on a CCB-PCI carrier board and utilizes one PCI slot of a computer. The device is capable to sustain high acquisitions rates up to a few hundred kHz. For the studies presented in this work only one crystal layer per module is read out, i.e. 8 channels for each module. We use this device only for a basic characterization of the system, as due to the 10 ns sampling the expected time resolution is not sufficient for our purpose. In the present study we use Multi-Pixel Photon Counter from HAMAMATSU [7] to read out scintillating crystals (LFS). The MPPC shows a high sensitivity in the $450 \text{ nm}$ spectral region. This matches the emission spectra of fast crystal scintillators which are peaked in the blue and ultra-violet spectral region, resulting in a high photon yield. The most important properties of the devices are listed in table I. The quoted photon detection efficiency (PDE) is taken from [8]. Single devices and $2 \times 2$ array devices are used. The former are used for studies on the energy and time resolution, the latter for the PET test device.

We studied the energy resolution of an LFS/MPPC system where the crystal is wrapped in Teflon tape and the MPPC is optically coupled to the crystal using optical grease. As $\beta^+$ emitter a $^{22}\text{Na}$ source is used. The signal from the MPPCs is digitized without any amplification. The charge integration is performed by a VME QDC CAEN V965A module (gate width $300 \text{ ns}$). Figure 3 shows the measured energy spectrum of $511 \text{ keV}$ Gamma rays from a $^{22}\text{Na}$ source. The energy resolution amounts to $11\%$ FWHM which ranks among the best results reached so far using SiPM devices attached to similar crystals [9], [10], [11], [3], [12], [13]. The mean number of pixels fired is about 2000 for photo-electric events.

We are using the GEANT4 simulation toolkit ([14], [15]) in order to study the theoretical limit on the coincidence timing precision of a two channel system using LFS crystals. Note that we only consider the statistics of the scintillation process but not effects of the photo-detector and the read-out electronics. The best timing precision can be reached when triggering on the first photon. Therefore we consider here the time jitter of the arrival time of the first photon as a measure for the theoretical limit on the timing precision. Since the scintillation rise time plays an important role for the timing properties (cf. [16], [17]) we modified GEANT4 to take the rise time into account. Figure 4 shows the theoretical limit on the coincidence time resolution as a function of the number of photons detected in each of the two photo-detectors for two different scintillation rise times: $500 \text{ ps}$ (blue dashed line) and $100 \text{ ps}$ (red solid line). Recent measurements indicate that a rise time of $100 \text{ ps}$ is realistic [18]. The decay time we used in the simulation is $40 \text{ ns}$. Provided we obtain a high enough photon collection efficiency we see that we are in principle able to obtain a time resolution of $300 \text{ ps}$ FWHM with low noise read-out electronics which allows to trigger on the first detected photon. Assuming a realistic time jitter of $160 \text{ ps}$ FWHM originating from the combined system of photo-detector and read-out electronics and assuming a total number of pixels fired of 1500 for each of the two detectors we obtain a limit of $260 \text{ ps}$ FWHM (black dot in figure 4). Note that for this estimate we assumed a scintillation rise time of $100 \text{ ps}$.

### III. Detector Characterization

For the individual channels of the TOF-PET test device we get an average energy resolution of $14\%$ FWHM with a $6\%$ channel to channel variation. The slightly inferior result compared to what we get for Teflon wrapped crystals can be mainly attributed to the lower reflectivity of aluminium resulting in a lower photon collection efficiency. The measured timing precision ($870 \text{ ps}$) from waveform analysis is limited

<table>
<thead>
<tr>
<th>Type (size [mm$^2$])</th>
<th>Bias [V]</th>
<th>Dark Rate [kHz]</th>
<th>Pixel Size [$\mu m^2$]</th>
<th>Gain ($10^3$)</th>
<th>PDE [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>single channel 3600 pixels (3×3)</td>
<td>70.4</td>
<td>3000</td>
<td>50×50</td>
<td>7.5</td>
<td>24±2</td>
</tr>
<tr>
<td>2×2 array 4×3600 pixels (3×3)</td>
<td>71.0</td>
<td>4500</td>
<td>50×50</td>
<td>7.5</td>
<td>24±2</td>
</tr>
</tbody>
</table>

**TABLE I**

Properties of the MPPC devices (HAMAMATSU) used in the present study. Dark rate, gain and photon detection efficiency (PDE) are given at nominal voltage. The PDE quoted here is the peak value (in the blue spectral region, i.e. $450 \text{ nm}$).
FIG. 4. Theoretical limit on the coincidence time resolution according to GEANT4 as a function of the number of photons detected in each of the two photo-detectors for two different scintillation rise times: 500 ps (blue line) and 100 ps (red line). The black dot is the limit assuming an additional time jitter of 160 ps FWHM originating from the photo-detector and the read-out electronics.

by the relatively low sampling rate (10 ns) of the flash ADC. This is not sufficient for TOF-PET and explains the necessity to develop dedicated multi-channel read-out electronics. This topic will be addressed in the next section.

Figure 6 shows the mean of the photo-electric peak for the individual channels. Applying the same voltage to all MPPC devices results in large differences between the channels (dashed histogram) which can be compensated by voltage adjustments (solid histogram). The errors denote the one sigma region around the mean. Differences between the channels arise mainly due to different breakdown voltages of the MPPC devices and variations in the crystal dimensions and in the coupling to the sensors. The HV cell is equipped with a temperature sensor which allows to automatically adjust the bias voltage of the individual sensors in order to achieve long term stability of the device. Figure 7 shows the temperature dependence of the gain for an MPPC device used in the prototype. By adjusting the bias voltage we are able to stabilize the gain over a wide temperature range (triangles). This is crucial for the timing precision we are aiming for since variations of the gain would cause variations in the effective trigger threshold. Note that we obtain the best timing precision by triggering on the first photon.

In order to study the spatial resolution of the test device we use a radioactive compound consisting of two $^{22}$Na sources with a diameter of about 1 mm and an activity of about 1 MBq each. The distance between the sources is about 10 mm. The compound is placed in the centre of the device and a scan is performed. The following free parameters define a complete scan: 1) The distance of the modules to the centre of the field of view $R$. 2) The number of angular steps $N$ and the size of the steps in degrees $\Delta \phi$. 3) The acquisition time at each angle step $T$. 4) The angle between the modules $\alpha$ which is set to 180° for the present work. The first two parameters have to be chosen such that large gaps in the angular acceptance are avoided which would deteriorate the image quality. Table II summarizes the results of different scans at different radii and...
TABLE II
The results in terms of image resolution for different scans and different radii and different steps.

<table>
<thead>
<tr>
<th>R  [mm]</th>
<th>N</th>
<th>ΔΦ [°]</th>
<th>T  [minutes]</th>
<th>Resolution FWHM [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>20</td>
<td>9</td>
<td>10</td>
<td>2.5</td>
</tr>
<tr>
<td>90</td>
<td>10</td>
<td>18</td>
<td>10</td>
<td>2.5</td>
</tr>
<tr>
<td>180</td>
<td>21</td>
<td>8.5</td>
<td>20</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Fig. 8. Reconstructed image of two point sources using the Filtered Backprojection algorithm. The pixel size is $0.5 \times 0.5$ mm$^2$.

Fig. 9. Profile of the reconstructed image along the x-axis. Also shown is the result of the simulation (hatched histograms). Entries outside the signal region are artifacts from the image reconstruction.

Fig. 10. Experimental setup for the two channel measurement performed with the NINO ASIC.

IV. MULTI-CHANNEL READ-OUT ELECTRONICS

In the following we discuss two different multi-channel read-out options which are under development. Both aim for a high timing precision and are able to trigger on the first photon arriving at the detector. Measurements are performed on a two channel system.

A. Measurements with an ultra-fast amplifier-discriminator ASIC (NINO)

In this section we summarize the results of our measurements with an 8-channel ultra-fast amplifier-discriminator ASIC, the NINO chip. More detailed information about the

1. We define a right-handed Cartesian coordinate system with the z-axis aligned along the rotation axis and the origin in the centre between the modules.

NINO ASIC and the results presented here can be found in [20] and [21]. The NINO ASIC is used in the TOF system of the ALICE experiment at the LHC. It works as a leading edge discriminator that also encodes, via time over threshold, the energy with the width of the digital output pulse. The anode and the cathode of the MPPC devices are both read out and connected to the differential input of the NINO. Within the NINO the inputs are amplified and parsed by a leading edge discriminator stage employing time over threshold processing. The leading edge of the output signal (Low Voltage Differential Signaling, LVDS) provides the time stamp which can be corrected for time walk via the output pulse width because the time walk depends on the energy.

In order to investigate the coincidence time resolution which can be achieved with the NINO ASIC we used the experimental setup as shown in figure 10. The NINO output is processed by a 16 channel multi-hit VME TDC (CAEN V1290N) with a time resolution of 25 ps (High Performance Time to Digital Converter, HPTDC [22]). The TOT spectra for both channels are shown in figure 11. The energy resolution amounts to about 20% FWHM which is sufficient to discriminate against Compton events. Selecting only photo-electric events a coincidence time resolution of 350 ps FWHM is reached (see figure 12). The effective trigger threshold corresponds to one fired pixel. In order to put the result of the coincidence time resolution into
context with measurements performed by other groups and with our simulation results we are still evaluating the photon yield and the time jitter introduced by the photo-detector and the read-out electronics. The data strongly suggests that the limiting factor of our experimental setup is the low light yield.

B. A fast discriminator ASIC dedicated to MPPC read-out (STiC)

A prototype ASIC (STiC, AMS 0.35 μm CMOS technology, cf. [23]), has been designed and its timing precision has been investigated. The prototype chip has 4 channels in total. Each channel of the chip is capable to deliver a trigger signal using two different methods: constant fraction (CF) or leading edge (LE) discrimination. In the present work we only consider the LE method. Due to the very low effective threshold which corresponds to about one pixels fired, the time walk effect inherent to leading edge triggering can be neglected. Note that we only consider high energy (photo-electric) events. Leading edge triggering is accomplished by a low threshold current comparator which has a jitter of about 60 ps. A capacitor in parallel to the input stage of the differentiator can be switched on to measure the charge of the input signal. Each channel has a special DAC to tune the bias voltage at the input signal line, which is used to compensate both, the breakdown voltage variations of the MPPCs and the temperature dependence of the gain. This is an important feature the StiC ASIC offers in comparison to the NINO ASIC. All discrimination threshold DACs as well as the bias DACs are controlled by an SPI (Serial Peripheral Interface Bus) slow control interface. The total power consumption is lower than 10 mW for each individual channel.

We measured the $^{22}$Na energy spectrum using the charge integration method. The experimental setup is shown in figure 13. The same two-channel crystal/MPPC system as for the NINO measurement is used. The measured energy spectra are shown in figure 14. An energy resolution of about 14% FWHM is obtained. For the ToT method, a resolution of around 20% is obtained. The latter result depends very much on the threshold value set for the ToT measurement: The higher the threshold, the better the energy resolution. For the LE method we get a coincidence time resolution of about 480 ps FWHM as depicted in figure 15.

Large electronic noise was observed during the measurements. Several modifications to the design are foreseen for the next STiC version which are expected to considerably improve the timing precision. For details we refer to [24].

V. CONCLUSIONS AND OUTLOOK

We have built a compact and uncomplex PET test device featuring MPPC read-out, and presented the first characterization measurements. The prototype consists of arrays of $3 \times 3 \times 15$ mm$^3$ LFS crystals read out individually by MPPC
devices with an active area of $3 \times 3$ mm$^2$. For a basic characterization of the system the read-out is performed by a 16-channel 10-bit flash ADC board with a sampling rate of 100 MHz. A mean energy resolution for 511 keV photons of about 14% FWHM with a 6% spread for the various channels is achieved. We were able to reconstruct the position of two point sources close to the centre of the field of view and derived a spatial resolution of 2.5 mm FWHM. The spatial resolution is mainly determined by the crystal width of 3 mm. Studies of the spatial resolution as a function of the distance to the centre of the field of view are foreseen. We achieved an initial coincidence time resolution of 870 ps FWHM, which is limited by the sampling rate of the ADC. We demonstrated that with a relatively simple approach a very good performance in terms of spatial resolution can be achieved. In addition, we showed that we can reach a very good channel-to-channel homogeneity and stability of the system by monitoring the temperature and adjusting the MPPC bias voltages individually.

In order to improve the coincidence time resolution to better than 300 ps FWHM we have to develop dedicated multi-channel read-out electronics which we will test on our prototype device. Two read-out alternatives are investigated. With an ultra-fast amplifier/discriminator ASIC (NINO) a coincidence time resolution of 350 ps FWHM is reached. The prototype of the STiC ASIC was also tested. Problems leading to a worse time resolution compared to the NINO chip were identified and triggered changes in the design.
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