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Abstract

We explore different scenarios of electroweak symmetry breaking by studying the phenomenology of several models that extend the scalar sector of the Standard Model (SM). We investigate resonant multiscalar production in a singlet extension of the SM. The resulting benchmark scenarios illustrate many previously unstudied signatures of Higgs-to-Higgs decays that could serve as discovery channels for additional scalars. While many properties of the 125 GeV Higgs boson ($h_{125}$) are precisely measured, it could nevertheless be a CP-mixed state with a sizeable CP-odd admixture. We investigate this possibility in the CP-violating two-Higgs-doublet model (2HDM) and discuss the impact of bounds from fermionic electric dipole moments. We find that maximally CP-violating Yukawa couplings of $h_{125}$ are compatible with current measurements. The Higgs sector could also contain CP violation that is confined to a dark sector. In the minimal model that allows this possibility, we find that the CP violation is in principle observable through loop-induced anomalous triple gauge couplings. However, the CP-violating form factor and the resulting asymmetries are strongly suppressed, making them challenging to observe even for maximally CP-violating scenarios. In many beyond the SM (BSM) models with extended scalar sectors — for example in this dark sector model — the scalar potential is so complicated that its vacuum structure can only be studied numerically. We present a novel approach to vacuum stability constraints that aims at an efficient and reliable evaluation for use in large parameter scans of BSM models. We study the vacuum structure of the next-to 2HDM (N2HDM) — an extension of the 2HDM by a real scalar singlet. We show analytically that — in contrast to the 2HDM — the electroweak vacuum of the N2HDM is not necessarily stable against charge- or CP-breaking vacua. Using our numerical approach, we study the phenomenological consequences of the intricate N2HDM vacuum structure and find a direct constraint from vacuum stability on the predictions for the decay of $h_{125}$ into two photons. We finally derive vacuum stability constraints on benchmark scenarios in the minimal supersymmetric extension of the SM. We validate our approach against results in the literature and find good agreement. In particular, we show that the better numerical stability of our approach can lead to more reliable results in a fraction of the runtime of alternative methods. The phenomenological studies carried out in this thesis aim to contribute to a better understanding of electroweak symmetry breaking and facilitate the exploration of models with extended scalar sectors using future experimental results.
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## List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>2HDM</td>
<td>two-Higgs-doublet model</td>
</tr>
<tr>
<td>BR</td>
<td>branching ratio</td>
</tr>
<tr>
<td>BSM</td>
<td>beyond the SM</td>
</tr>
<tr>
<td>C2HDM</td>
<td>CP-violating 2HDM</td>
</tr>
<tr>
<td>CCB</td>
<td>charge or colour breaking</td>
</tr>
<tr>
<td>CMB</td>
<td>cosmic microwave background</td>
</tr>
<tr>
<td>DM</td>
<td>dark matter</td>
</tr>
<tr>
<td>EDM</td>
<td>electric dipole moment</td>
</tr>
<tr>
<td>EFT</td>
<td>effective field theory</td>
</tr>
<tr>
<td>EW</td>
<td>electroweak</td>
</tr>
<tr>
<td>EWSB</td>
<td>electroweak symmetry breaking</td>
</tr>
<tr>
<td>FCNC</td>
<td>flavour changing neutral current</td>
</tr>
<tr>
<td>ggF</td>
<td>gluon fusion</td>
</tr>
<tr>
<td>$h_{125}$</td>
<td>the 125 GeV Higgs boson</td>
</tr>
<tr>
<td>$h_{35}$</td>
<td>SM-like Higgs boson</td>
</tr>
<tr>
<td>IDM</td>
<td>inert-doublet model</td>
</tr>
<tr>
<td>LHC</td>
<td>Large Hadron Collider</td>
</tr>
<tr>
<td>MDM</td>
<td>most dangerous minimum</td>
</tr>
<tr>
<td>MFV</td>
<td>minimal flavour violation</td>
</tr>
<tr>
<td>MSSM</td>
<td>minimal supersymmetric extension of the SM</td>
</tr>
<tr>
<td>N2HDM</td>
<td>next-to 2HDM</td>
</tr>
<tr>
<td>NFC</td>
<td>natural flavour conservation</td>
</tr>
<tr>
<td>NMSSM</td>
<td>next-to-minimal supersymmetric extension of the SM</td>
</tr>
<tr>
<td>NP</td>
<td>new physics</td>
</tr>
<tr>
<td>PHC</td>
<td>polynomial homotopy continuation</td>
</tr>
<tr>
<td>QCD</td>
<td>quantum chromodynamics</td>
</tr>
<tr>
<td>QED</td>
<td>quantum electrodynamics</td>
</tr>
<tr>
<td>QFT</td>
<td>quantum field theory</td>
</tr>
<tr>
<td>R2HDM</td>
<td>real (CP-conserving) 2HDM</td>
</tr>
<tr>
<td>RGE</td>
<td>renormalisation group equation</td>
</tr>
<tr>
<td>SM</td>
<td>Standard Model of particle physics</td>
</tr>
<tr>
<td>STXS</td>
<td>simplified template cross sections</td>
</tr>
<tr>
<td>SUSY</td>
<td>supersymmetry</td>
</tr>
<tr>
<td>TRSM</td>
<td>two-real-singlet model</td>
</tr>
<tr>
<td>vev</td>
<td>vacuum expectation value</td>
</tr>
<tr>
<td>WIMP</td>
<td>weakly interacting massive particle</td>
</tr>
</tbody>
</table>
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1 Introduction

In 2012 the ATLAS and CMS collaborations at the Large Hadron Collider (LHC) discovered a new scalar boson with a mass of about 125 GeV [14, 15]. The existence of a scalar Higgs boson had been predicted almost 50 years before [16–18], and it was certain that the LHC would either discover a Higgs boson or observe substantial deviations from the Standard Model (SM). Within the current uncertainties, the properties of the discovered particle were found to be in good agreement with the Higgs boson predicted in the SM [19]. At the same time, the properties of the observed Higgs boson also fit the predictions of many alternative theories of electroweak symmetry breaking (EWSB).

While it is well known that the SM is not a complete theory of nature — as it does not include gravitational interactions and cannot account for most of the energy density of the universe — there is no prediction for the energy scale at which these issues have to be addressed. Alternative models of EWSB, however, typically feature new particles with masses around the electroweak (EW) scale in reach of current experiments. Searching for these beyond the SM (BSM) particles is one facet of distinguishing different models of EWSB. The phenomenological exploration of the signatures such BSM theories could produce provides crucial input to the experimental search for new physics (NP).

The dynamics of EWSB can also be probed experimentally by studying the 125 GeV Higgs boson ($h_{125}$). Through the Brout-Englert-Higgs mechanism [16–18] all fermions and gauge bosons acquire masses and related couplings to the Higgs boson when the Higgs vacuum expectation value (vev) spontaneously breaks the EW symmetry. Precision measurements of these couplings are essential to test whether EWSB proceeds as predicted in the SM. Observing deviations from the SM expectations would be a clear indication of NP and might hint that there is not a single Higgs boson, but an extended Higgs sector with multiple scalars.

Even within the constrained framework of renormalisable and gauge-invariant quantum field theory (QFT), there is an infinite number of possible BSM models. In the past, theoretically appealing theories such as supersymmetry (SUSY) have been a focus of phenomenological studies. In the absence of any experimental results pointing to such a specific model, it is useful to explore BSM models that cover a wide range of possible experimental signatures. Phenomenological studies of the new particles or modified couplings predicted in these models can initiate experimental investigations. The experimental results, together with theoretical consistency constraints on the model parameter space, can then be used to judge whether such a model is a viable theory of EWSB.
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In this work, we focus on the broad category of BSM models with extended scalar sectors. These models add scalar particles to the SM that may mix and interact with the SM Higgs boson. As a result, they both modify the predicted couplings of $h_{125}$ and allow direct searches for the additional neutral and potentially charged scalars predicted by the model.

Additional scalar fields also modify the scalar potential that governs EWSB. This may lead to scenarios where the scalar potential has multiple local minima in addition to the EW minimum that results in the correct EWSB. If the EW vacuum is not the global minimum of the scalar potential, the universe could obtain an energetically favourable state through vacuum decay [20, 21]. While not inconsistent from a theoretical point of view, such a decay would lead to a vacuum bubble that expands through the universe. The requirement that a theory does not predict a lifetime of the EW vacuum shorter than the age of the universe can provide an important constraint — especially on models with large BSM scalar sectors.

Directly probing the structure of the scalar sector is possible by measuring couplings between multiple scalars. In the SM, the Higgs self couplings are so small that they are challenging to observe even at the high luminosity LHC [22]. BSM models can feature considerably larger couplings that may be probed more easily. Of particular interest are processes of resonant multiscalar production, where a resonantly produced heavy scalar decays into two or more lighter scalars. Observing these processes could provide substantial insight into the structure of the scalar sector. These processes are also the most promising discovery channels for additional scalars that dominantly decay into other scalars.

Extended scalar sectors may also introduce new sources of CP violation to the theory. If the parameters of the scalar potential or the vacuum state lead to a mixing of CP-eigenstates with different CP-quantum numbers, the resulting scalar mass eigenstates will have CP-violating interactions. While it is known that $h_{125}$ is not a pure CP-odd state [23, 24], it could be a CP-mixed state with a substantial CP-odd admixture without violating current constraints. However, models with CP-violating Yukawa couplings face strong constraints from bounds on fermionic electric dipole moments (EDMs). If the CP violation does not enter the Yukawa sector, loop-induced anomalous gauge couplings may reveal the CP-nature of the Higgs sector.

Supersymmetric theories are far more elaborate than pure extensions of the SM Higgs sector. However, they share numerous features with the simpler models as they also add many scalar fields to the SM. It is particularly interesting to study vacuum decay in supersymmetric theories. Due to the many degrees of freedom in the scalar sector, the constraints from vacuum stability can become extremely important in some regions of parameter space. These constraints can be complementary to experimental results in probing supersymmetric models.
Structure of this Thesis

In the remainder of this chapter, we introduce the SM of particle physics and discuss some of the open questions that cannot be addressed within the SM.

In chapter 2, we present the guiding principles in constructing BSM models with extended scalar sectors and discuss theoretical and experimental constraints applied to the models considered in this work. At the end of chapter 2, we introduce the basic features of the two-Higgs-doublet model (2HDM) and the minimal supersymmetric extension of the SM (MSSM) – two BSM models that we will refer to throughout this work.

Chapter 3 describes our numerical approach to vacuum stability in models with extended scalar sectors based on our ref. [3]. We discuss how to calculate the lifetime of the EW vacuum in models with complicated scalar sectors, and obtain vacuum stability constraints with the efficiency and stability required for BSM parameter scans. We also discuss unbounded scalar potentials, which form a special case among the scalar potentials with unstable EW vacua.

Chapter 4 presents phenomenological results in the two-real-singlet model (TRSM) that we obtained in ref. [5]. We discuss current constraints on the model from measurements of $h_{125}$ and searches for additional Higgs bosons and present benchmark scenarios for resonant multiscalar production that feature signatures that are not currently investigated at the LHC.

CP violation in the Higgs sector is the topic of chapter 5, which contains results from our refs. [2, 25]. We first discuss the phenomenology of a CP-mixed $h_{125}$ in the CP-violating 2HDM (C2HDM). We show that $h_{125}$ can have maximally CP-violating Yukawa couplings to some fermions and discuss the impact of EDM constraints on this conclusion. The second part of chapter 5 introduces a model with a minimal CP-violating dark sector where the CP violation can only be probed through anomalous gauge couplings.

In chapter 6, we study the vacuum structure of the next-to 2HDM (N2HDM), an extension of the SM by both a second Higgs doublet and a real scalar singlet. Based on our ref. [4], we systematically categorise the different phases of the models and establish analytical relations between the depths of different kinds of vacua. In particular, we show that an EW vacuum in the N2HDM is not necessarily safe against vacuum decay into deeper CP or charge breaking minima. We illustrate the phenomenological relevance of this analysis by using our approach of chapter 3 to study the vacuum structure of a large sample of phenomenologically viable parameter points.

Chapter 7 contains a detailed application of our vacuum stability results from chapter 3 to the MSSM. We have published this discussion in ref. [3]. We obtain vacuum stability constraints on recently proposed MSSM benchmark scenarios for Higgs physics [26], and use these results to validate our approach against existing results and methods in the literature.

We conclude in chapter 8.
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1.1 The Standard Model of Particle Physics

The SM of particle physics is a quantum field theoretical description of the elementary particles observed in nature, and their interactions mediated by the electroweak force [27–31] and strong force [32–36]. Gravitational interactions are not included in the SM. In the following, we give a short overview of the SM that is loosely based on refs. [37–39].

The SM is the most general renormalisable QFT with a field content corresponding to the observed particles that is invariant under the gauge symmetry

\[ SU(3)_c \otimes SU(2)_L \otimes U(1)_Y. \]  

(1.1)

SU(3)$_c$ is the gauge group of quantum chromodynamics (QCD) operating on fields with colour charge, while SU(2)$_L$ \( \otimes U(1)_Y \) is the EW gauge group operating on left chiral fields and fields carrying hypercharge \( Y \).\footnote{There are different conventions for the hypercharge. We use the convention where the electric charge is \( Q = I_3 + Y \), where \( I_3 \) is the third component of the SU(2)$_L$ isospin. The value of \( Y \) is then the average electric charge of an SU(2)$_L$ multiplet.} The field content of the SM consists of fermions (spin \( \frac{1}{2} \)), gauge bosons (spin 1), and a scalar boson (spin 0). There is one gauge field corresponding to each of the above gauge symmetries: the gluon field \( G_a^\mu \) of QCD, the SU(2)$_L$ gauge field \( W_a^\mu \) and the U(1)$_Y$ gauge field \( B_\mu \), where \( a \) is the index of the gauge representation. The SM includes two categories of fermion fields: the quark fields, which are triplets under SU(3)$_c$, and leptons, which carry no colour charge. All of the SM fermions are Dirac fermions with two chiralities, left- and right-handed. The left-handed fields are doublets under SU(2)$_L$, and the right-handed fields are singlets.

The SM treats neutrinos — which are known to be massive — as massless particles and does not introduce right-handed neutrinos. However, the neutrino masses are constrained to be so small that treating them as massless particles is sufficient for our purposes. Table 1.1 shows this structure of the fermionic fields. Finally, fermions come in three generations with identical quantum numbers but different masses.

1.1.1 Kinetic Terms and Gauge Invariance

In a generic QFT, the kinetic terms of a fermion \( \psi \), a gauge boson \( A_a^\mu \), and a scalar \( \phi \) are determined by Poincaré symmetry to be

\[ \mathcal{L}_{\text{kin}} = \bar{\psi} i \partial \psi - \frac{1}{4} F_{\mu \nu}^a F^{a \mu \nu} + (\partial \mu \phi)^\dagger (\partial \nu \phi), \]  

(1.2)

where \( \bar{\psi} = \psi^\dagger \gamma^0 \) and \( \phi = \gamma_\mu \partial^\mu \). The field strength tensor \( F_{\mu \nu}^a \) for a gauge field is given by

\[ F_{\mu \nu}^a = \partial_\mu A_a^\nu - \partial_\nu A_a^\mu + g f^{abc} A_b^\mu A_c^\nu, \]  

(1.3)

where \( g \) is the gauge coupling, and \( f^{abc} \) are the structure constants of the corresponding gauge group. In order for the eq. (1.2) to be invariant under a gauge symmetry is has to
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Table 1.1: One generation of chiral fermions in the SM.

<table>
<thead>
<tr>
<th>SU(2)$_L$</th>
<th>quarks</th>
<th>leptons</th>
</tr>
</thead>
<tbody>
<tr>
<td>colour</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{2}{3}$</td>
</tr>
</tbody>
</table>

The corresponding gauge transformations. In infinitesimal form these are given by

\begin{align}
\psi &\rightarrow \left(1 + \sum i \alpha^a \lambda^a \right) \psi, \\
A^a_{\mu} &\rightarrow A^a_{\mu} + \frac{1}{g} \partial_{\mu} \alpha^a + f^{abc} A^b_{\mu} \alpha^c, \\
\phi &\rightarrow \left(1 + \sum i \alpha^a \tau^a \right) \phi,
\end{align}

where the sum runs over the different gauge groups and their generators $t^a$ and structure constants $f^{abc}$ carry indices of the gauge representation. The transformations are parametrised by $\alpha$ which in general depends on the spacetime. In the special case where $\partial_{\mu} \alpha = 0$ the corresponding transformations are called global. To restore gauge invariance with respect to the SM gauge groups the derivatives $\partial_{\mu}$ in the fermionic and scalar kinetic terms need to be replaced by covariant derivatives

\[ D_{\mu} := \partial_{\mu} - ig \lambda^a G^a_{\mu} - ig_2 \sigma^a W^a_{\mu} - ig_1 Y B^a_{\mu}. \]

The $g_1$, $g_2$, and $g_1$ are the coupling constants, and $G^a_{\mu}$, $W^a_{\mu}$, and $B^a_{\mu}$ are the corresponding gauge fields. The generators of the gauge groups are expressed through the Gell-Mann matrices $\lambda^a$, the Pauli matrices $\sigma^a$, and the hypercharge $Y$. In the SM eq. (1.2) therefore becomes

\[ \mathcal{L}_{\text{kin}} = \sum_{\text{fermions}} \bar{\psi} i D \psi - \frac{1}{4} \left( G^a_{\mu\nu} G^{a\mu\nu} + W^a_{\mu\nu} W^{a\mu\nu} + B_{\mu\nu} B^{\mu\nu} \right) + (D_{\mu} \Phi) (D^\mu \Phi), \]

While all kinetic terms are gauge invariant by the use of covariant derivatives, the same is not possible for all the mass terms we might want to write, e.g.

\[ \mathcal{L}_{\text{mass}} \ni \begin{cases} 
- m \bar{\psi} \psi, & \text{for a fermion } \psi \\
+ m^2 A_{\mu} A^{\mu}, & \text{for a gauge boson } A_{\mu} \\
-m^2 |\phi|^2, & \text{for a scalar boson } \phi.
\end{cases} \]

The fermion and gauge boson mass terms are forbidden by the gauge symmetry of the standard model, only the scalar mass term is allowed. Therefore, all fermions and gauge bosons of the SM would be massless (up to quantum effects) which is in clear contradiction to observations.
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Figure 1.1: A sketch of the scalar potential of the SM, eq. (1.14), as a function of the neutral components $\rho$ and $\eta$ of the Higgs field. The potential rises monotonically for larger values of $\rho^2 + \eta^2$.

1.1.2 The BEH Mechanism and Electroweak Symmetry Breaking

The BEH mechanism [16–18] solves this issue through spontaneous EWSB. In the SM, a single scalar field

$$\Phi = \left( \frac{1}{\sqrt{2}} (\phi^+ + i \eta) \right)$$  \hspace{1cm} (1.10)

that is a colour singlet, SU(2)$_L$-doublet with $Y = \frac{1}{2}$ is introduced into the Lagrangian

$$\mathcal{L}_{\text{Higgs}} = (D^\mu \Phi) \, (D_\mu \Phi) - V(\Phi) + \mathcal{L}_{\text{Yukawa}}.$$  \hspace{1cm} (1.11)

The numerical prefactors in eq. (1.10) are chosen such that both the charged field $\phi^+$ and the neutral fields $\rho$ and $\eta$ have canonically normalised kinetic terms. For a real scalar field $\rho$ this convention requires the kinetic and mass terms to have the form

$$\mathcal{L} \supset \frac{1}{2} (\partial^\mu \rho \partial_\mu \rho) - \frac{1}{2} m^2 \rho^2.$$ \hspace{1cm} (1.12)

Complex scalar fields — such as $\phi^+$ — are conventionally written as

$$\phi^+ \rightarrow \frac{\text{Re}(\phi^+)}{\sqrt{2}} + i \frac{\text{Im}(\phi^+)}{\sqrt{2}}$$ \hspace{1cm} (1.13)

and their real and imaginary parts are normalised according to eq. (1.12).
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For the SM case of a single Higgs doublet \( \Phi \), the most general gauge-invariant scalar potential \( V(\Phi) \) in a renormalisable QFT is

\[
V(\Phi) = -\mu^2 \Phi^\dagger \Phi + \lambda (\Phi^\dagger \Phi)^2 .
\]  

(1.14)

If \( \mu^2, \lambda > 0 \) this potential has a minimum not at the origin but for a finite value of the Higgs field \( \Phi \). In fig. 1.1 the shape of the potential is shown as a function of the neutral components of the Higgs field. In the vacuum state, \( \Phi \) will take the energetically favourable value in this minimum and thus acquire a vev

\[
\langle \Phi \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v \end{pmatrix} ,
\]  

(1.15)

with

\[
|v|^2 = \frac{\mu^2}{2\lambda} .
\]  

(1.16)

The vev \( v \) is a classical background field with a globally uniform value. Choosing this vev to lie in the real, neutral component of \( \Phi \) spontaneously breaks EW symmetry by selecting one specific point out of an orbit of physically equivalent vacua related by global transformations under the SM gauge groups. We expand the Higgs field around the vev as

\[
\Phi = \left( \frac{1}{\sqrt{2}} (v + \rho + i\eta) \right) .
\]  

(1.17)

Since we can, without loss of generality, choose the vev to lie in the neutral component, the residual \( U(1)_{EM} \) symmetry of quantum electrodynamics (QED) is left intact.

If the EW symmetries were purely global, the theory would — according to the Goldstone theorem [40–42] — contain three massless Nambu-Goldstone bosons after the expansion of eq. (1.17). However, since the symmetries are gauged, the would-be Nambu-Goldstone bosons are related to the EW gauge bosons. In particular, the remaining freedom to perform local \( SU(2)_L \otimes U(1)_Y \) transformations can be used to transform these bosons into longitudinal components of the gauge fields, thus giving masses to the gauge bosons. This gauge is called the unitary gauge and results in bosonic mass terms of the form

\[
\mathcal{L}_{\text{bosons}} \supset \frac{v^2}{8} \left[ g_2^2 (W^1_\mu)^2 + g_2^2 (W^2_\mu)^2 + (g_1 B_\mu - g_2 W^3_\mu)^2 \right] - \lambda v^2 \rho^2 .
\]  

(1.18)

After mass diagonalisation this yields the physical gauge bosons

\[
W^\pm_\mu = \frac{W^1_\mu \mp g_2 B_\mu}{\sqrt{2}} ,
\]  

(1.19)

\[
Z_\mu = \frac{g_2 W^3_\mu - g_1 B_\mu}{\sqrt{g_1^2 + g_2^2}} = \cos \theta_W W^3_\mu - \sin \theta_W B_\mu ,
\]  

(1.20)

\[
A_\mu = \frac{g_1 W^3_\mu + g_2 B_\mu}{\sqrt{g_1^2 + g_2^2}} = \sin \theta_W W^3_\mu + \cos \theta_W B_\mu ,
\]  

(1.21)
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with the weak mixing angle $\theta_W$ defined through

$$\cos \theta_W = \frac{g_2}{\sqrt{g_1^2 + g_2^2}}. \quad (1.22)$$

The corresponding masses are

$$m_W = g_2 \frac{v}{2}, \quad m_Z = \sqrt{g_1^2 + \frac{g_2^2}{2}} v, \quad (1.23)$$

the photon field $A^\mu$ is massless, and the Higgs boson $h = \rho$ has a mass of

$$m_h = \sqrt{2\lambda v^2} = \sqrt{2\mu^2} . \quad (1.24)$$

The mass of the $W^\pm$ can also be expressed through the Fermi constant, which is the effective interaction strength of the weak interaction in the low energy Fermi theory. They are related at lowest order as $m_W^2 = \sqrt{2g_2^2/8G_F}$ leading to

$$v = \left( \sqrt{2G_F} \right)^{-\frac{1}{2}} \approx 246 \text{ GeV} . \quad (1.25)$$

The Higgs mass $m_h$ is a free parameter of the SM. The parameters of the scalar potential, $\lambda$ and $\mu$, can be expressed through $v$ and $m_h$ via eqs. (1.16) and (1.24).

The fermions interact with the Higgs field through the Yukawa couplings. In unitary gauge, these are given by

$$\mathcal{L}_{\text{Yukawa}} = - \sum_i y_i \bar{\psi}_L^i \psi^i_R \frac{v + h}{\sqrt{2}} \quad (1.26)$$

and yield fermion masses of

$$m_f = \frac{v}{\sqrt{2}} y_f , \quad (1.27)$$

where $y_f$ is the corresponding Yukawa coupling. Note that in the SM the Yukawa couplings (which are in general a matrix) are diagonalised simultaneously with the fermion masses. Therefore, there are no tree-level flavour changing neutral currents in the SM. Starting from a manifestly gauge invariant Lagrangian, eq. (1.11), the BEH mechanism thus generated the required mass terms of the form eq. (1.9) for all the massive particles of the SM.

Since it is the combination $v + h$ that leads to the gauge boson and fermion mass terms of the SM the couplings of the Higgs boson $h$ to fermions and gauge bosons are directly linked to their masses. The Feynman rules for these vertices are

$$g_{hff} = -i \frac{m_f}{v} , \quad g_{hVV} = 2i \frac{M_V^2}{v} , \quad g_{hhVV} = \frac{g_{hVV}}{v} . \quad (1.28)$$

The scalar potential eq. (1.14) additionally leads to triple and quartic Higgs self-couplings with Feynman rules

$$g_{hhh} = -3i \frac{m_h^2}{v} , \quad g_{hhhh} = \frac{g_{hh}}{v} . \quad (1.29)$$
1.2 Open Questions in the SM

While the SM agrees very well with a large number of experimental observations, there are many indications that there must be physics beyond the SM. We have already mentioned neutrino masses and gravity that are not part of the SM. In this section, we will give short overviews of some of the open questions of particle physics that cannot be addressed within the SM.

1.2.1 Dark Matter

The existence of a gravitationally interacting but invisible kind of matter — called dark matter (DM) — was first postulated by Zwicky [43, 44]. Astrophysical evidence for DM has since been established e.g. in rotation curves of galaxies [45, 46], galaxy cluster mergers [47], and through precision measurements of the cosmic microwave background (CMB) [48]. The following short overview of the subject is based on refs. [39, 49].

The most recent CMB measurements by the Planck collaboration [48] obtain a dark matter density $\Omega_c$ normalised to the total energy density of the universe of

$$\Omega_c h^2 = 0.120 \pm 0.001,$$  \hspace{1cm} (1.30)

where $h$ is the reduced Hubble parameter. Within current constraints, DM is allowed to interact with SM particles with couplings comparable to the weak interaction. This makes the inclusion of DM candidates an interesting extension of the SM. Any particle that is electrically neutral, a singlet of SU(3)$_c$, and stable on cosmological time scales is a candidate for DM. In this work, we consider only weakly interacting massive particle (WIMP) dark matter candidates will. These have masses around the EW scale and interact with the SM with comparable strength to the weak interaction. WIMPs can be produced in the early universe as thermal relics, and their density is naturally rather close to the observed DM density — this coincidence is called the WIMP-miracle.

There are ongoing experimental efforts in the search for DM particles. Most of the WIMP searches rely on scattering processes between two DM particles $\chi$ and two SM particles $s$ through a vertex

$$\chi \rightarrow s$$  \hspace{1cm} (1.31)

---

2There are also non-particle DM candidates such as primordial black holes.
Figure 1.2: Bound on the spin-independent dark matter nucleon scattering cross section at 90% confidence level as a function of the DM mass. Result by the XENON1T experiment from [50]. The blue and red curves indicate previous bounds by different experiments and the inset shows a normalisation of the plot the expected XENON1T limit.

where the content of the blob depends on the specific dark matter model. The annihilation of two $\chi$ into two $s$ can be looked for in cosmic rays and is called indirect detection. Pair production of dark matter particles can be studied at colliders through searches for initial state radiation plus missing energy — called mono-X searches, where $X \in \{ j, h, \gamma, \ldots \}$ depending on the radiated particle. The third possibility — scattering a dark matter particle off a SM particle — is called direct detection. Direct detection experiments typically look for scattering of DM against heavy nucleons, where Xenon is currently the most prominent scattering medium for WIMPs.

Direct detection experiments currently provide the strongest bounds for WIMPs. These constraints are also straightforward to apply as they put a bound on the DM nucleon scattering cross section which can be calculated in many models using public tools like MicrOMEGAs [51–57]. The currently strongest direct detection bound by the XENON1T experiment on the spin-independent scattering cross section is shown in fig. 1.2.

### 1.2.2 Baryogenesis

The matter-antimatter asymmetry in the universe can be estimated from the baryon to photon ratio $\eta$ by assuming that all CMB photons are the result of thermal annihilations of baryons

$$\frac{N_b - N_{\bar{b}}}{N_b + N_{\bar{b}}} \Big|_{T \geq 1 \text{ GeV}} \approx \eta = \frac{N_b}{N_{\gamma}} \bigg|_{\text{today}} \sim 6 \times 10^{-10}. \quad (1.32)$$
The numerical value is obtained from CMB measurements [48]. Without a theory of baryogenesis that leads to a matter-antimatter asymmetry, no matter is expected to remain after thermal annihilations.

Explaining this ratio requires a theory of baryogenesis in which the three Sakharov criteria [58] — baryon number violation, C and CP violation, and departure from thermal equilibrium — are fulfilled in the early universe. Two classes of baryogenesis have been studied in detail. In leptogenesis [59, 60], the baryon asymmetry is generated through CP-violating scattering processes involving heavy neutrinos. In electroweak baryogenesis [61–64], the baryon asymmetry is generated during a strong first-order EW phase transition. Leptogenesis can be realised at a high scale with little observable consequences. However, electroweak baryogenesis requires new physics at the EW scale, making it an interesting possibility to consider when studying BSM models with extended Higgs sectors.

In the SM, a first-order EW phase transition would require $m_h \lesssim 60\text{ GeV}$ [65, 66] which does not match the observed mass of $h_{125}$. However, in models with extended Higgs sectors a strong first-order EW phase transition can be realised (see e.g. refs. [6, 8, 67–69] for applications to the two-Higgs-doublet model). Such a phase transition will progress through an expanding vacuum bubble which is out of thermal equilibrium and satisfies the third Sakharov criterion. During the phase transition, baryon number violating EW sphaleron processes [70, 71] will occur and satisfy the first Sakharov criterion. If the BSM model also introduces new sources of CP violation — to satisfy the second criterion — this can generate a baryon asymmetry of the required size [72, 73].

### 1.2.3 Vacuum Stability in the SM

At tree-level, the scalar potential of the SM, eq. (1.14), has exactly one minimum — up to physically equivalent minima related by gauge transformations. However, when extrapolating the model to high scales this behaviour can change as a consequence of the running of the quartic Higgs coupling $\lambda$ [74–92]. Based on current theoretical predictions and the experimental inputs of the top-quark mass, Higgs boson mass, and the strong coupling constant the EW vacuum of the SM is no longer the global minimum of the scalar potential for energy scales $\gtrsim 10^{10}\text{ GeV}$.

If the EW vacuum is not the global minimum of the scalar potential, the vacuum may decay through a tunnelling process into a minimum where the Higgs vev takes an energetically favourable value. The lifetime of such a tunnelling process was first calculated in [20, 21] with the most recent calculations for the SM finding lifetimes around $\sim 10^{139}\text{ yr}$ [90].

This lifetime is enormous compared to the age of the universe. The EW vacuum of the SM is thus metastable at these energy scales — it is not the global minimum, but with a lifetime large enough to be viable. This result is very sensitive to parametric uncertainties from the top-quark mass, the Higgs mass, and the strong coupling constant as shown in fig. 1.3. Within the $3\sigma$ bands for these uncertainties, the current observations are still
Figure 1.3: Stability of the SM in the plane of the top-quark and Higgs masses, from ref. [92]. The blue ellipses give the $1\sigma$, $2\sigma$, and $3\sigma$ regions around the currently measured values. The labelled dashed lines approximately indicate the log$_{10}$ of the ratio between the lifetime of the EW vacuum and the age of the universe.

compatible with the SM being absolutely stable, i.e. the EW vacuum being the global minimum of the scalar potential up to the Planck scale. On the other hand, a short-lived instability of the SM is incompatible with current measurements. Note that this analysis is performed at such high energy scales that threshold corrections from a Planck-scale theory of quantum gravity may impact the result [88, 93].

Vacuum stability is, therefore, not a critical issue of the SM. From an observational point of view, metastability is perfectly acceptable. However, these conclusions only hold if there is no NP at all below the Planck scale. In BSM theories that introduce NP at lower scales, the vacuum stability behaviour may be completely different.
2 Constraints on Models with Extended Higgs Sectors

This chapter first reviews the guiding principles used to extend the SM scalar sector. Subsequently, we present and discuss the constraints from theoretical consistency and experimental observations that we impose on the resulting models of physics BSM. We also aim to provide some simple understanding regarding the expected impact of the individual constraints. This chapter is inspired by refs. [38, 94].

2.1 Guiding Principles in Extending the SM

In order to address some of the issues of the SM discussed in section 1.2 or to explore the possible phenomenology at current and future colliders, it is of interest to study BSM models. There is a multitude of possible directions to extend the SM in. Most approaches add additional particle content of some kind to the SM — this may be additional gauge bosons of an enlarged gauge group, fermions, or additional scalars. We focus on the effects of extending the Higgs sector by adding new scalar fields that couple to the Higgs doublet of the SM. In this section, we will present some of the considerations necessary when extending the SM.

Renormalisability

When categorising extensions of the SM, the first distinction is between renormalisable models and effective field theories (EFTs). In an EFT (e.g. the SMEFT [95]) heavy particles are integrated out leading to non-renormalisable higher-dimensional operators of light fields. EFTs are agnostic regarding the details of the additional particles making them a very generic approach to studying extensions of the SM. However, for practical reasons, it is usually necessary to make additional symmetry assumptions (e.g. regarding flavour symmetries, see section 2.1) to reduce the number of operators under consideration. The main issue with EFTs is their limited range of validity. The EFT is only a valid description of the underlying theory if the scale of the new particles — set by the ratio of their masses and couplings — is sufficiently large compared to the energy at which the theory is probed.
Phenomenological studies of new particles with masses around the electroweak (EW) scale at present colliders require a renormalisable model of these new particles. Such a model is constructed by adding renormalisable terms involving the new fields to the Lagrangian. Renormalisable terms are those that do not involve prefactors of negative mass dimensions — or equivalently have operators of mass dimension no higher than four.

For the theory to be renormalisable, all terms that respect the imposed symmetries must be added to the Lagrangian. Otherwise, higher-order corrections will induce the corresponding operators and eventually lead to divergencies. If these operators are not present in the Lagrangian, there are no counterterms to cancel these divergencies rendering the theory non-renormalisable. Soft breaking terms may be added up to some fixed operator mass dimension $d \leq 3$ without spoiling renormalisability [96].

**Gauge Invariance**

The gauge structure of the SM is well established and any BSM model should have a gauge structure that is equivalent to the SM or larger (i.e. contains the SM gauge groups as subgroups, e.g. in grand unified theories [97–99]). For pure extensions of the Higgs sector — without additional gauge symmetries — all additional scalars need to be grouped into complete representations of SU(3)$_c \otimes$ SU(2)$_L \otimes$ U(1)$_Y$, and the whole Lagrangian has to be invariant under the gauge transformations eqs. (1.4) to (1.6). This constrains the interactions of scalars to gauge bosons to originate entirely from the covariant derivatives of the scalar kinetic terms. The doublet nature of the left-handed SM fermions also constrains possible scalar-fermion interactions.

One consequence of gauge invariance is the requirement to reproduce the correct electroweak symmetry breaking (EWSB). This includes both breaking SU(2)$_L \times$ U(1)$_Y$ in a way that gives masses to the $W$ and $Z$ bosons and preserving the $U(1)_{EM}$ symmetry and thus the conservation of electric charge. In particular, only electrically neutral scalar fields may acquire a vacuum expectation value (vev).

**The $\rho$-Parameter and Custodial Symmetry**

The $\rho$-Parameter [100, 101] was originally defined as an observable to measure the relative strength of neutral and charged current processes in neutrino scattering experiments. Its current experimental value is obtained from a fit to EW precision measurements and given by [39]

$$\rho = 1.00039 \pm 0.00019.$$  \hspace{1cm} (2.1)

\footnote{It is possible to extend the SM by both additional field content and higher-dimensional operators. However, this approach has no strong motivation until new particles have been experimentally established.}
In the SM its theoretical value at lowest order is

$$\rho = \frac{m_W^2}{m_Z^2 \cos \theta_W}.$$  \hspace{1cm} (2.2)

Using the relations eqs. (1.22) and (1.23), this is identical to unity. This is the result of the accidental custodial symmetry of the SM. The Higgs potential eq. (1.14) preserves an accidental global $SU(2)_L \otimes SU(2)_R$ symmetry. The Higgs vev breaks this down to its diagonal subgroup — the $SU(2)_\text{diag}$ custodial symmetry. The remainder of the Lagrangian approximately preserves this symmetry. It is broken by the $U(1)_Y$ gauge interaction and by the difference in Yukawa couplings between up- and down-type quarks. However, one consequence of this symmetry is that in the limit $g_1 \to 0$ the masses of $W^\pm$ and $Z$ would be equal in accordance with eq. (2.2).

When extending the SM the custodial symmetry — being an accidental symmetry — can easily be completely removed. In generic gauge-invariant and renormalisable extensions the $\rho$-Parameter at tree-level becomes [39]

$$\rho = \frac{\sum (t(t+1) - Y^2) v^2}{\sum 2Y^2 v^2},$$  \hspace{1cm} (2.3)

where the sum runs over all scalar multiplets and their corresponding weak isospin $t$, hypercharge $Y$ and neutral vev $v$. Without relying on cancellations between different multiplets the simplest representations where this is equal to unity are

$$\begin{align*}
(t, Y) = \begin{cases} 
(\frac{1}{2}, \frac{1}{2}) & \text{doublet, like in the SM,} \\
(3, 2) & \text{septet,} \\
\left(\frac{25}{2}, \frac{15}{2}\right) & \text{26-plet.}
\end{cases}
\end{align*}$$  \hspace{1cm} (2.4)

It is also trivially fulfilled for $SU(2)_L$ singlets with $Y = 0$ which do not contribute to the $\rho$-Parameter at all. Out of these multiplets that naturally fulfill $\rho = 1$ at lowest order the singlet and doublet extensions are by far the most studied\(^2\) and all of the models treated in this work only add singlets and/or doublets to the SM.

Additional scalars only contribute to the tree-level value of the $\rho$-Parameter if they acquire a vev. Therefore, arbitrary scalar multiplets can be added to the SM provided they have vanishing vevs. This possibility is mainly interesting in the context of certain dark matter models where additional scalars without a vev are required (see e.g. ref. [104]). Additionally, it is possible to add different multiplets provided that their vevs are sufficiently small, and the predicted value of $\rho$ still agrees with the observed one. In particular, it is possible to impose an (approximate or exact) $SU(2)_L \otimes SU(2)_R$ symmetry on the extended Higgs sector. In this case, the custodial symmetry will remain after EWSB just like in the SM. Georgi-Machacek [105] or left-right-symmetric models [106–108] which include scalar triplets take this approach.

\(^2\)Recently minimal septet extensions have also been subject to phenomenological studies [102, 103].
Higher-order corrections to the ρ-Parameter provide an important constraint on BSM models, even if ρ = 1 at tree-level. These will be discussed in section 2.4.1. Finally, the considered multiplets directly relate to the maximal electric charge a scalar can have. Standard doublets can only contain singly charged scalars, triplets contain double charged, and septets with ρ = 1 allow charges of up to five.

Flavour Changing Neutral Currents

One prominent feature of the SM is the absence of tree-level flavour changing neutral currents (FCNCs). This is not due to some flavour symmetry of the SM but rather an accidental consequence of SU(2)_L ⊗ U(1)_Y gauge invariance. Processes mediated by FCNCs are loop-induced processes in the SM, and many of them have been observed at colliders. Due to their loop-induced nature, the rates for these processes are typically tiny and therefore very sensitive to BSM contributions.

Consider a generic BSM model that adds at least a second scalar doublet Φ_2 to the SM. The quark Yukawa Lagrangian becomes

\[ -\mathcal{L}_Y \supset \tilde{Q}_L' (X_{q1} \Phi_1 + X_{q2} \Phi_2) d'_R + \tilde{Q}_L' (X_{u1} \Phi_1^u + X_{u2} \Phi_2^u) u'_R \]

(2.5)

with generic flavour space matrices X. The quark fields denoted with the prime are the gauge eigenstates. After electroweak symmetry breaking this leads to quarks mass matrices \( q \in \{u, d\} \)

\[ M_q \propto (v_1 X_{q1} + v_2 X_{q2}) \]

(2.6)

which — for general X — cannot be diagonalised simultaneously with the Yukawa interactions. This will lead to FCNC interactions mediated by some of the physical neutral Higgs bosons. The lepton sector can be treated equivalently.

Several approaches have been developed to ensure that such BSM contributions to FCNC observables remain small [109]. In natural flavour conservation (NFC) the absence of FCNCs is ensured by requiring each fermion multiplet to couple to exactly one scalar multiplet. For the Yukawa Lagrangian eq. (2.5) this would correspond to either \( X_{q1} = 0 \) or \( X_{q2} = 0 \) for each \( q \in \{u, d\} \). In this case, Yukawa interactions and quark masses are simultaneously diagonalised, and tree-level FCNCs are absent. The NFC condition can be easily enforced by imposing discrete or continuous symmetries on the Higgs and Yukawa sectors. The resulting absence of FCNCs in NFC is related to an accidental flavour symmetry in analogy to SM.

The hypothesis of minimal flavour violation (MFV) is a more general framework postulating that the accidental flavour symmetry of the SM is only broken by terms proportional to SM Yukawa couplings. As such, the X matrices of eq. (2.5) are given by

\[ X_{q1} = c_{q1} Y_q, \quad X_{q2} = c_{q2} Y_q, \]

(2.7)

where \( Y_q \) are the SM Yukawa matrices, and \( c \) are numerical prefactors. This can be realised by explicitly imposing an appropriate flavour symmetry.
2.1 Guiding Principles in Extending the SM

Table 2.1: Fermionic $Z_2$ charge assignments (first three columns) and the resulting coupling structure (last two columns) of the four Yukawa types of 2HDM-like models with a $Z_2$ symmetry. The coupling structure is denoted by the Higgs doublet that has Yukawa couplings to the respective kind of fermion. The up-type quarks always couple to $\Phi_2$ with the charge assignment given in eq. (2.9).

<table>
<thead>
<tr>
<th></th>
<th>$d_R$</th>
<th>$L$</th>
<th>$l_R$</th>
<th>$d$-type</th>
<th>leptons</th>
</tr>
</thead>
<tbody>
<tr>
<td>type I</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>$\Phi_2$</td>
<td>$\Phi_2$</td>
</tr>
<tr>
<td>type II</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>$\Phi_1$</td>
<td>$\Phi_1$</td>
</tr>
<tr>
<td>lepton-specific</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>$\Phi_2$</td>
<td>$\Phi_1$</td>
</tr>
<tr>
<td>flipped</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>$\Phi_1$</td>
<td>$\Phi_2$</td>
</tr>
</tbody>
</table>

Since we are mostly interested in scalar phenomenology, we only consider models with NFC, which offers a simple way to avoid tree-level FCNCs. In many models, it is appealing to impose discrete symmetries on the scalar potential to reduce the number of free parameters. These symmetries can often be extended to the Yukawa sector in order to realise NFC.

The most frequently used NFC symmetry leads to the four Yukawa types of the two-Higgs-doublet model (2HDM) and similar models. In a theory with two SU(2)$_L$ doublets $\Phi_1$ and $\Phi_2$ a (possibly softly broken) $Z_2$ symmetry on the scalar potential

$$\Phi_1 \rightarrow \Phi_1, \quad \Phi_2 \rightarrow -\Phi_2$$

(2.8)
can be used to realise NFC. Without loss of generality, it can be assumed that up-type quarks only couple to $\Phi_2$ — i.e. $X_{u_2} = 0$. The corresponding $Z_2$ charge assignment is

$$Q_L \rightarrow Q_L, \quad u_R \rightarrow -u_R.$$  

(2.9)

This leaves four possible cases for coupling the down-type quarks and leptons to the Higgs doublets. The corresponding charge assignments and resulting coupling structures are given in table 2.1. Type I and type II are the most frequently studied Yukawa types. In type I models, all fermions couple to $\Phi_2$ resulting in a fermion-universal rescaling of the Yukawa couplings for each Higgs boson. In type II up-type quarks couple to $\Phi_2$ while down-type quarks and leptons couple to $\Phi_1$. The resulting coupling structure is equivalent to that obtained in supersymmetric theories such as the minimal supersymmetric extension of the SM (MSSM) (see section 2.5.2 and section 7.1).

Summary

As model building guidelines, we choose to respect renormalisability, gauge invariance, $\rho = 1$ at tree-level, and NFC to prevent tree-level FCNCs. The class of BSM models fulfilling these prerequisites includes all theories with a scalar potential of at most quartic terms that are composed of SU(2)$_L$ singlets and doublets in a gauge-invariant way. The
Yukawa terms have the same form as in the SM where only one scalar doublet couples to each kind of fermions to preserve NFC. The kinetic terms for all additional scalars are given by the covariant derivatives that also induce the appropriately gauge-invariant scalar-gauge couplings. Adding fermions in a renormalisable and gauge-invariant way is also possible.

This class of models covers all pure extensions of the Higgs sector (e.g. the 2HDM [110], next-to 2HDM (N2HDM) [7], or singlet extensions [111]) as well as supersymmetric models (e.g. the MSSM [112] or the next-to-minimal supersymmetric extension of the SM (NMSSM) [113, 114]) that introduce many scalars and some additional fermions. However, simply following these guidelines does not ensure that the resulting models agree with observations. In general, there will be only some part of their parameter space that is phenomenologically viable. In order to find this region of parameter space, we need to impose additional constraints coming from theoretical self-consistency or experimental results. The rest of the chapter is dedicated to the discussion of these constraints.

2.2 Unitarity

Unitarity of scattering processes in the limit of very high energies was one of the guiding principles in establishing the SU(2)$_L$ gauge structure and the Higgs mechanism of the SM [115–120]. There are intricate links between renormalisability, gauge invariance, and unitarity in model building (see e.g. ref. [119]). It is even possible to derive EW theory by postulating only unitarity and renormalisability and obtain the SU(2)$_L$ gauge structure as an accidental consequence [121].

In order for a theory to be well defined its S-matrix has to be unitary,

$$SS^\dagger = 1.$$  \hspace{1cm} (2.10)

Violating this condition would imply violations of probability conservation, i.e. the probability for $X \to$ anything scattering processes (where $X$ is any fixed initial state) could become larger than unity. If eq. (2.10) is violated in perturbation theory this implies that the perturbative expansion is not valid as the theory is strongly coupled. Unitarity constraints can easily be derived from the optical theorem

$$\sigma = \frac{1}{s} \text{Im}(\mathcal{M}_{\theta=0}),$$ \hspace{1cm} (2.11)

which follows from eq. (2.10). It relates the total cross section at a center of mass energy $s$ to the imaginary part of the matrix element $\mathcal{M}_{\theta=0}$ for forward scattering. In the partial wave decomposition the scatter matrix element $\mathcal{M}$ can be decomposed into partial wave amplitudes $a_J$ of wave number $J$ as

$$\mathcal{M}(s, \theta) = 16\pi \sum_J (2J + 1) a_J(s) P_J(\cos \theta),$$ \hspace{1cm} (2.12)
where \( P_J \) are Legendre polynomials, and \( \theta \) is the scattering angle. In case of two particle scattering the differential cross section can be expressed through \( \mathcal{M} \) as

\[
\frac{d\sigma}{d\Omega} = \frac{1}{64\pi^2s}|\mathcal{M}|^2. \tag{2.13}
\]

Combining eqs. (2.12) and (2.13) and using the orthogonality of the Legendre polynomials to perform the angular integral yields the total cross section for \( 2 \rightarrow 2 \) scattering expressed through the partial wave amplitudes

\[
\sigma = \frac{16\pi}{s} \sum_J (2J + 1)|a_J|^2. \tag{2.14}
\]

Applying the optical theorem (2.11) to this cross section then yields the unitarity bound

\[
|a_J|^2 = \text{Im}(a_J) \quad \forall J. \tag{2.15}
\]

Since the \( a_J \) are in general matrices, this should be interpreted as a bound on their eigenvalues \( a_J^I \). Furthermore, the unitarity bound eq. (2.15) is only saturated for purely elastic scattering. The resulting unitarity constraint on the \( a_J \) for partially inelastic scattering is

\[
|a_J|^2 \leq \text{Im}(a_J^I) \quad \forall J. \tag{2.16}
\]

This bound is displayed in fig. 2.1. It can be easily shown — or seen from fig. 2.1 — that this in particular implies

\[
|\text{Re}(a_J^I)| \leq \frac{1}{2}. \tag{2.17}
\]

The above discussion holds at the level of the \( S \)-matrix for which all perturbative calculations can only be an approximation. In particular, \( a_J^I \) will always be real at the tree-level and therefore necessarily lie outside the unitarity circle for non-trivial scattering processes. Loop corrections are expected to move the \( a_J^I \) back into the circle. However, for perturbation theory to be valid the loop corrections to \( \text{Re}(a_J) \) must be small compared to the tree-level contribution, while \( \text{Im}(a_J) \) is loop-induced, and higher-order contributions may be large without invalidating perturbation theory (see e.g. the discussion in ref. [122]). Therefore, a leading-order estimate of the unitarity bound in perturbation theory — called perturbative unitarity — can be obtained by applying eq. (2.17) to the tree-level scattering amplitude \( a_J^{\text{tree}} \).

The High Energy Limit and LQT Bounds

In order to use eq. (2.17), it is necessary to calculate and diagonalise the relevant part of \( a_J \) in the model of interest. This is most straight forward in the high energy limit \( s \rightarrow \infty \), where the condition can be split into two parts.
Figure 2.1: The unitarity constraint, eq. (2.15), in the complex plane of a partial wave amplitude $a_J$. All $a_J$ for all unitary scattering process lie inside or — for purely elastic scattering — on the blue circle. The orange lines indicate the projection to the real axis of eq. (2.17)

Since eq. (2.17) states that the eigenvalues of the scattering matrix are bounded by a constant, necessarily

$$\lim_{s \to \infty} (a_J^i) \rightarrow \text{constant.}$$

Therefore, no element of the scattering matrix may grow with $s$ in the high energy limit. It has been shown that all renormalisable spontaneously broken gauge theories — so in particular all extensions of the SM Higgs sector — have this correct scaling behaviour of the scattering matrix [119].

The second part involves calculating $\lim_{s \to \infty} (a_J^i)$ and verifying eq. (2.17) explicitly. This condition was first used by Lee, Quigg and Thacker [120] to put an upper bound of $m_h \lesssim 1$ TeV on the Higgs mass of the SM. Their approach is known as LQT bound and is the simplest method to apply unitarity constraints to BSM models (e.g. in the 2HDM [122–124], N2HDM [7], or in singlet extensions [5, 125]).

The scattering processes that are potentially relevant for unitarity are those that are not of typical electroweak strength $\sim \alpha_{em}$ at all energies. This leaves scattering among all the Higgs bosons and the longitudinal gauge bosons $W_L^\pm$ and $Z_L$.\footnote{We do not consider processes involving top quarks which may also be relevant due to their large Yukawa couplings [126–128].} In the high energy limit, this is equivalent to scattering among Higgs and Goldstone bosons by the Goldstone equivalence theorem [117, 119, 120]. All pure scalar scattering processes involving a propagator are suppressed by $1/s$ in the high energy limit. Therefore, including only contact interactions in the derivation of $a_J$ is a good approximation in which $a_J$ is independent of the energy. As a result, perturbative unitarity of $2 \to 2$ scalar scattering
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processes can be used to constrain the contact interactions between Higgs and Goldstone bosons — the quartic Higgs couplings.

There is no angular dependence in $2 \rightarrow 2$ scattering through contact interactions of scalars such that the only contributing mode is $a_0$. We can use eq. (2.12) for $J = 0$ to rewrite eq. (2.17) into

$$|\mathcal{M}_{2 \rightarrow 2}^i| \leq 8\pi,$$  \hspace{1cm} (2.19)

where $\mathcal{M}^i$ are the eigenvalues of the scattering matrix elements.

In models with extended Higgs sectors, the matrix $\mathcal{M}_{2 \rightarrow 2}$ in the mass basis can be too complicated for an analytic diagonalisation even with these approximations. However, since basis transformations are unitary transformations, the eigenvalues of $\mathcal{M}_{2 \rightarrow 2}$ are independent of the basis [122], and the most convenient basis — usually the gauge basis — can be used for the calculation.

With an appropriately normalised set of two scalar states

$$|AB\rangle = \frac{1}{\sqrt{1 + \delta_{AB}}} A B,$$  \hspace{1cm} (2.20)

where $A$ and $B$ run over all the scalar states of the model, $\mathcal{M}_{2 \rightarrow 2}$ can be derived directly from the scalar potential through

$$\langle AB|\mathcal{M}|CD\rangle = \frac{1}{\sqrt{(1 + \delta_{AB})(1 + \delta_{CD})}} \frac{\partial^4 V}{\partial A \partial B \partial C \partial D}.$$  \hspace{1cm} (2.21)

The resulting matrix is typically a block matrix according to the symmetries of the scalar sector, i.e. there are blocks for each possible value of the conserved charges. This allows most if not all of the eigenvalues to be calculated analytically while only small remaining submatrices require numerical diagonalisation. The perturbative unitarity bound can then be obtained by applying eq. (2.19).

**Impact of Perturbative Unitarity Constraints**

From eqs. (2.19) and (2.21) it is clear that perturbative unitarity puts upper bounds on some combinations of the dimensionless quartic couplings of the scalar potential. If the masses of the scalar particles are purely given by the quartic couplings and the vev, e.g. in the SM, perturbative unitarity constraints directly translate to upper bounds on the scalar masses. In the presence of other constraints, this is often true even in models with explicit mass scales (e.g. $m_{12}^2$ in the 2HDM).

A constraint similar to perturbative unitarity is the so called perturbativity constraint which is usually given as

$$|\lambda_i| < 4\pi,$$  \hspace{1cm} (2.22)

where $\lambda_i$ are the quartic scalar couplings of the scalar potential. This is motivated by the loop factors $\propto (4\pi)^{-n}$ that suppress $n$-loop diagrams. If eq. (2.22) was violated, the loop
contributions could become larger than the tree-level and thus invalidate perturbation theory. However, eq. (2.22) is no firm bound. For example, it depends on arbitrary choices of prefactor and basis when defining the \( \lambda_i \). We prefer to use perturbative unitarity constraints since they provide better-defined and often equivalent or stronger constraints than perturbativity while being neither hard to derive nor numerically complicated.

**Beyond High Energy LQT Bounds**

Improvements over the LQT bounds have been proposed by weakening either the tree-level or the high energy approximation. One of the most straightforward approaches is to apply the LQT perturbative unitarity bounds not to the tree-level parameters of the scalar potential but instead to their renormalisation group equation (RGE) improved values [129] (see e.g. ref. [130] for a recent application to the 2HDM).

Recently, numerical studies of unitarity constraints beyond the high energy limit have been performed in BSM models [131–133]. In this case Feynman diagrams with propagators are no longer neglected, leading to unitarity constraints on triple Higgs couplings. In this case, eq. (2.17) is applied for the value of \( s \), where it gives the strongest constraint. This necessitates a scan of \( s \) and a careful treatment of the poles that may appear as propagators go on-shell. This approach can provide substantially stronger constraints in some regions of the parameter space.

These approaches provide interesting ways to improve upon the LQT perturbative unitarity bounds. It may be useful to account for possible strengthened unitarity constraints through higher-order or finite-\( s \) effects already at the tree level. One possibility is replacing the \( 8\pi \) in eq. (2.19) with a smaller value leading to more stringent LQT bounds on the tree-level parameters. Since smaller tree-level parameters tend to lead to even smaller loop effects, this can reduce the impact of RGE running. In theories without explicit trilinear couplings in the Higgs potential, this will also reduce the finite \( s \) contributions to \( a_0 \). It can, therefore, be a worthwhile approach in models with a large number of free parameters that are hard to sample efficiently, while accommodating interesting phenomenology even with this stronger cut.

**2.3 Other Theoretical Constraints**

Stability of the EW vacuum is an essential source of additional constraints. It is discussed separately in the dedicated chapter 3.

Another possible source of theoretical constraints are Landau poles — divergences in the running couplings — that may appear when using RGE running to study physics at different scales. This signals a breakdown of perturbation theory. Requiring the absence of Landau poles up to a given energy scale leads to constraints on the parameter space.
We do not apply these constraints in this work as we only consider models at fixed energy scales.

2.4 Experimental Constraints

In addition to the constraints from theoretical consistency, we also need to impose agreement with experimental observations and the limits from experimental searches for new particles or new production and decay modes. In this section, we will give a short overview of the different kinds of experimental constraints we use. We aim to apply all experimental constraints at the 2σ level consistently.

2.4.1 Electroweak Precision Constraints

In section 2.1 we introduced the $\rho$-Parameter. We discussed the resulting model building constraints on scalar SU(2)$_L$ representations that can be added to the SM while retaining the correct value of the $\rho = 1$ at tree-level.

However, higher-order effects will always contribute to the $\rho$-Parameter and will differ between BSM models even if only scalar singlets and doublets — which give the correct tree-level value — are added to the SM. The oblique parameters $S$, $T$, and $U$ were introduced by Peskin and Takeuchi [134] as a framework to study one-loop contributions of BSM physics to EW precision observables relative to the SM. As long as BSM effects only contribute through gauge boson self energies — which holds in all of the models considered in this work — these variables parametrise the $W$ mass $m_W$ as well as several $Z$-pole observables. In particular

$$T \propto \rho - 1$$

(2.23)

directly parametrises the deviation of the $\rho$ parameter from its tree-level value of one.

The experimental values for the oblique parameters can be extracted from a global fit to EW precision measurements. We use the fit results from ref. [135]

$$S = 0.04 \pm 0.11, \quad T = 0.09 \pm 0.14, \quad U = -0.02 \pm 0.11.$$  

(2.24)

More technical information on the fitting procedure can be found in ref. [136]. Since the parameters are defined relative to the SM reference values of $m_{\text{SM}} = 125$ GeV and $m_t = 172.5$ GeV are assumed [135].

Predictions for the oblique parameters have been calculated in a wide class of BSM models with extended scalar sectors encompassing any number of added SU(2)$_L$ doublets, $Y = 0$ singlets, and $Y = 1$ singlets [137, 138]. We use these results to obtain the theory predictions for the oblique parameters and compare these to the fit results of eq. (2.24). Including the correlation matrix given in ref. [135] we obtain a $\chi^2$ value and apply a cut
of $\chi^2 < 7.81$ corresponding to a $2\sigma$ limit in the three-dimensional space of $S$, $T$, and $U$.

The parametrisation of BSM effects through the oblique parameters is only valid as long as the new particles are sufficiently heavy that they cannot go on-shell in the loops of the self-energy diagrams. This allows individual BSM particles to be lighter than the gauge boson masses as long as BSM decays of $W^\pm$ and $Z$ are kinematically forbidden. Extensions to the $S$, $T$, and $U$ framework have been proposed to capture subleading effects in the $s/m^2_{\text{BSM}}$ expansion by including observables that are probed at a higher center of mass energy $s > m_W^2, m_Z^2$. These three additional parameters are called $V$, $W$, and $X$ [139].

AnEW precision observable that cannot be parametrised through the oblique parameters is the $g - 2$ of the muon. There is a long-standing discrepancy between its measured value and the SM prediction [39]. It is possible to address this discrepancy in some of the models studied in this work such as the 2HDM [140] and the MSSM [141]. However, there can be significant tension between the regions of parameter space favoured by the muon $g - 2$ and the regions favoured by other constraints. The measurement of the muon $g - 2$ is so precise, that model predictions including higher-order effects are essential to match the experimental precision. For simplicity, we do not impose constraints from the muon $g - 2$ in this work.

**Impact of EW Precision Constraints**

The constraints from oblique parameter directly constrain the possible mass spectra of theories. In models with additional doublets, the $T$ parameter puts a very stringent upper bound on the mass difference between the charged scalars and the corresponding closest-in-mass neutral scalars. The $S$ parameter constrains large mass differences between scalar states that are considerably mixed. However, its impact on phenomenology is less pronounced compared to the $T$ parameter. The $U$ parameter is only rarely relevant. However, since the fit results for the three parameters are strongly correlated, including $S$ and even $U$ can lead to substantially stronger constraints. Since the oblique parameters are inherently related to EW gauge symmetries, they are small in pure singlet extensions where they are often not competitive with other constraints.

**2.4.2 Constraints from Flavour Physics**

Even in models that do not introduce tree-level FCNCs (see section 2.1) BSM particles may still contribute to the loop-induced FCNC processes. Additionally, charged BSM scalars may contribute at tree-level to charged current interactions in the flavour sector. Precise measurements for many of these processes are available and can be used to constrain BSM models. These observables are mainly sensitive to charged Higgs effects.
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Figure 2.2: Constraints from flavour physics in the 2HDM in the plane of the charged Higgs mass \( m_{H^\pm} \) and the parameter \( \tan \beta \) for a Yukawa sector of type I (a) and type II (b). Figure taken from ref. [135].

which can both mediate tree-level charged current processes and contribute to loop-induced FCNCs. With these assumptions, we expect precision flavour observables to mainly put constraints on the charged Higgs boson mass and its couplings to fermions.

A fit to flavour observables within the 2HDM was performed in ref. [135]. Figure 2.2 shows the resulting limits in the plane of the charged Higgs mass \( m_{H^\pm} \) and the parameter \( \tan \beta \) which governs the Yukawa couplings of the charged Higgs boson. Figure 2.2 shows the results for the two most commonly studied Yukawa types (see section 2.1). These results generalise to all models where one additional SU(2)_L scalar doublet is added to the SM and the appropriate Yukawa type is realised — irrespective of the number of additional singlets. The Yukawa couplings of the charged Higgs boson are given by [110]

\[
\mathcal{L}_{\text{Yukawa}} \supset -\frac{\sqrt{2} V_{ud}}{v} \bar{u} \left( m_u \xi u P_L + m_d \xi d P_R \right) dH^+ - \frac{\sqrt{2} m_t}{v} \xi \bar{t} v_L t R H^+ - \text{H.c.},
\]

where \( V_{ud} \) is the CKM matrix, \( m_{u,d} \) are the quark masses, \( v^2 = v_1^2 + v_2^2 \) is the Higgs vev, and \( P_{L,R} \) are projection operators for left- and right-handed fermions. The factors \( \xi \) depend on the Yukawa type and \( \tan \beta = v_2/v_1 \) as given in table 2.2.

Flavour constraints on flavour conserving models mainly arise from precision \( B \)-physics measurements. The most important of these are the FCNC process \( B \to X_s \gamma \) [142] with theory-predictions from refs. [143, 144] and the leptonic decays \( B_e \to \mu^+ \mu^- \) and \( B_d \to \mu^+ \mu^- \) [145, 146] with theory predictions from refs. [147–149]. The neutral Higgs bosons contribute to the \( B \to \mu^+ \mu^- \) observables at NLO. However, their contribution was found to be subdominant compared to the charged Higgs boson and was marginalised to obtain limits independent of the neutral Higgs masses [135].

\footnote{In general 2HDMs \( \tan \beta \) cannot be defined without relying on an arbitrary basis choice. However, in the 2HDM with a \( Z_2 \) symmetry that ensures NFC \( \tan \beta \) can be uniquely defined in the basis where the \( Z_2 \) symmetry is manifest.}
Table 2.2: Scaling factors of the charged Higgs boson Yukawa couplings in the different Yukawa types of 2HDM-like models as a function of the parameter $\beta$.

<table>
<thead>
<tr>
<th></th>
<th>$\xi^u$</th>
<th>$\xi^d$</th>
<th>$\xi^l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>type I</td>
<td>$\cot \beta$</td>
<td>$- \cot \beta$</td>
<td>$- \cot \beta$</td>
</tr>
<tr>
<td>type II</td>
<td>$\cot \beta$</td>
<td>$\tan \beta$</td>
<td>$\tan \beta$</td>
</tr>
<tr>
<td>lepton-specific</td>
<td>$\cot \beta$</td>
<td>$- \cot \beta$</td>
<td>$\tan \beta$</td>
</tr>
<tr>
<td>flipped</td>
<td>$\cot \beta$</td>
<td>$\tan \beta$</td>
<td>$- \cot \beta$</td>
</tr>
</tbody>
</table>

Recently, anomalies in some flavour observables reported by the BaBar, Belle, CMS, and LHCb experiments have received considerable attention (for a recent review see ref. [150] and references therein). None of the models considered in this work are designed to reproduce those anomalies, and we will not comment on them any further.

**Impact of Flavor Constraints**

Since the flavour constraints are available as fit results in planes of a physical mass and an easily interpretable coupling parameter, they relate very clearly to phenomenology. The most important effect in the context of this work is the lower bound of $m_{H^\pm} \gtrsim 600$ GeV which can be derived from $B \to X_s \gamma$ irrespective of $\tan \beta$ in NFC realisations where up- and down-type quarks couple to different Higgs doublets (see fig. 2.2b). In type II Yukawa sectors the constraints from $B_s \to \mu^+\mu^-$ also lead to an upper limit on $\tan \beta$. Additionally, flavour constraints impose a lower bound on the parameter $\tan \beta$ (with a value depending on the Yukawa type) which rules out substantially enhanced top Yukawa couplings in 2HDM-like models.

**2.4.3 Electric Dipole Moments and CP violation**

In models that introduce additional sources of CP violation to the scalar sector the fermionic electric dipole moments (EDMs) provide important constraints. These CP-violating quantities are expected to be very small within the SM where they only appear at the multi-loop level (e.g. for the electron EDM the leading SM contribution is of four-loop order [151, 152]).$^5$ Their smallness in the SM makes EDMs very sensitive to new physics contributions.

The most precise measurement of an EDM is that of the electron by the ACME collaboration [156]:

$$d_e < 1.1 \times 10^{-29} e \text{ cm}$$  \hspace{1cm} (2.26)

at 95% confidence level, where $e$ is the electric charge of the electron. Theoretical predictions have been calculated in many models (e.g. in the CP-violating 2HDM [157]).

$^5$This is only true if the strong CP-problem is resolved, e.g. by the Peccei-Quinn mechanism [153–155].
Precise limits on the neutron EDM have also been obtained [158]. However, due to the composite nature of the neutron, it is considerably more complex to obtain a precise theoretical prediction for this quantity. Different approaches exist [159, 160] but their results can differ by orders of magnitude depending on the used parametrisation of non-perturbative effects.

Impact of EDM Constraints

The upper bound on the electron EDM severely constrains CP violation in the Yukawa sectors. However, cancellations between different diagrams and (potentially) several Higgs bosons can lead to a small electron EDM even for large CP-violating phases. In this case, the EDM constraints instead impose complicated correlations between Higgs masses and couplings to ensure these cancellations. The inclusion of several EDM observables can then forbid these cancellations and lead to substantially stronger constraints [161, 162]. Note that CP-violating Higgs sectors only induce EDMs if they lead to CP-violating Yukawa couplings in the mass basis. If there are no couplings between the CP-violating sector and the SM fermions all EDMs vanish.

2.4.4 Searches for Additional Higgs Bosons

A crucial constraint when studying BSM models with extended Higgs sectors are the limits from direct collider searches for additional scalars. The ATLAS and CMS experiments at the LHC as well as the experiments at the Tevatron and LEP colliders have searched for additional BSM particles in a large variety of decay channels. It is imperative in phenomenological studies to make sure that the signature or phenomenology under consideration it not already excluded by one of these searches. However, due to the large number of experimental results, it is necessary to ensure a correct statistical interpretation.\textsuperscript{6}

For this reason the code HiggsBounds [163–168] has been developed. The code takes the theory predictions for all Higgs production processes and decay rates of the model and checks whether the considered parameter point is excluded. It uses the narrow width approximation to assemble the supplied production cross sections and branching ratios into signal rates with corresponding experimental limits.

The experimental results are supplied as expected and observed limits at 2σ or 95% confidence level as a function of one or more model parameters — typically the masses of the involved scalars. Figure 2.3 shows a limit by the ATLAS collaboration on a heavy Higgs decaying into ττ. This is a comparatively simple, fairly model-independent result depending only on the mass of the heavy Higgs boson. When considering multiple limits, the naive approach of applying all limits simultaneously leads to an overestimated total

\textsuperscript{6}Also, it would be very time consuming and error-prone to apply the limits individually.
Figure 2.3: Exemplary result of a search for an additional Higgs boson $\phi$ of mass $m_\phi$. Limit at 95\% confidence level on its production cross section through $gg \rightarrow \phi$ times its branching ratio into $\tau\tau$. Result by the ATLAS collaboration from ref. [169].

limit that is considerably stronger than a properly combined limit at 95\% confidence level.\footnote{For example, when applying 20 limits at 95\% confidence level one of them is statistically expected to show a significant fluctuation which could lead to an erroneous exclusion of the parameter point. For more applied limits this becomes ever more likely.} For this reason, HiggsBounds uses the expected limits (dashed line and coloured confidence intervals in fig. 2.3) to select the most sensitive experimental search for each Higgs boson of the model. Only for these searches are the observed limits (solid line of fig. 2.3) then applied. This leads to an approximate combined $2\sigma$ limit from searches for additional Higgs bosons.

**Impact of Constraints from Higgs Searches**

The constraints derived from Higgs searches immediately impact the phenomenology of additional Higgs bosons by limiting their allowed production times decay rate as a function of their mass.

**2.4.5 Properties of the Observed Higgs Boson**

Any BSM model needs to reproduce the properties of the observed Higgs boson. The tool HiggsSignals [170–173] has been developed to compare the model predictions to the Higgs measurements. The code interfaces with HiggsBounds to use the same input
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data. It then calculates a $\chi^2$ value quantifying the agreement between model predictions and observations for each parameter point.

HiggsSignals includes a large number of LHC results from the ATLAS and CMS experiments. It combines mass measurements and rate measurements for all currently observed processes. For the results at 7 TeV and 8 TeV the experimental collaborations have released combined results for the mass [174] and signal rates [19] of the observed Higgs boson. The newest included 13 TeV results are given in the simplified template cross sections (STXS) [175] framework by the ATLAS [176] and CMS [177–186] collaborations based on up to $\sim 137$ fb$^{-1}$ of data collected at the 13 TeV LHC. From these experimental results, HiggsSignals calculates $\chi^2$ values, which can be combined to check the agreement of the model prediction with the Higgs measurements.

There are different ways to interpret the $\chi^2$ value returned by HiggsSignals. In our parameter scans, we use a profiled likelihood ratio test with the SM as the alternative hypothesis. In practice, we calculate the likelihood ratio test statistic in the gaussian approximation as

$$\Delta \chi^2 = \chi^2_{\text{Model}} - \chi^2_{\text{SM}},$$

where both $\chi^2_{\text{Model}}$ and $\chi^2_{\text{SM}}$ are obtained from HiggsSignals. We use this test statistic — instead of e.g. constructing a goodness-of-fit test using $\chi^2_{\text{Model}}$/d.o.f. — as it allows a much easier statistical interpretation. Additionally, all effects related to the number of experimental observables cancel in the normalisation such that $\Delta \chi^2$ directly compares the model to the SM.

The resulting $\Delta \chi^2$ approximately describes the best-fit region of the model parameter space. The upper bound $\chi^2_{\text{crit}}$ to impose on $\Delta \chi^2$ depends on the desired confidence level and on the number $\nu$ of degrees of freedom. As stated above, we always aim to impose 2$\sigma$ constraints in the gaussian limit and thus $\Delta \chi^2 < \chi^2_{\text{crit}} (2\sigma, \nu)$. When presenting results where all but $n$ model parameters and all nuisance parameters are profiled over, the set of allowed parameter points are those with $\Delta \chi^2 < \chi^2_{\text{crit}} (2\sigma, n)$. We choose $n = 2$, which is appropriate for presenting results as scatter plots and in benchmark planes. This leads to the criterion

$$\Delta \chi^2 < 6.18,$$

which corresponds to the region allowed at 2$\sigma$ under the assumption of gaussian errors.

**Impact of Constraints from Higgs Measurements**

So far, no significant deviation from the SM has been observed in the properties of the discovered Higgs boson. Therefore, imposing agreement with these observations forces most models to have one scalar that behaves similarly to the SM Higgs boson. In many models, this is an alignment limit — where the couplings of one scalar to SM particles become SM-like. Deviations from such a limit — while certainly not excluded — are strongly constrained by the Higgs measurements.
Note that this behaviour changes when there is more than one Higgs boson around 125 GeV. If these scalars cannot be distinguished due to limited mass resolution they can all contribute to the observed Higgs signal. This case allows for larger deviations from the alignment limit compared to what is possible for a single the 125 GeV Higgs boson \((h_{125})\). For simplicity, we mostly focus on the case of only one Higgs boson around 125 GeV.

### 2.5 Basic Models Beyond the SM

In this section we will give short overviews on two classes of BSM extensions. We will first discuss the consequences of having two instead of only one scalar SU(2)\(_L\) doublet and then introduce supersymmetry.

#### 2.5.1 Models with Two Higgs Doublets

The 2HDM [187] extends the SM Higgs sector by a second SU(2)\(_L\) scalar doublet (see e.g. ref. [110] for a detailed review). The most general renormalisable and gauge invariant potential of two SU(2)\(_L\) doublets \(\Phi_1\) and \(\Phi_2\) is

\[
V = m_{11}^2 \Phi_1^\dagger \Phi_1 + m_{22}^2 \Phi_2^\dagger \Phi_2 - \left( m_{12}^2 \Phi_1^\dagger \Phi_2 + H.c. \right) + \frac{\lambda_1}{2} (\Phi_1^\dagger \Phi_1)^2 + \frac{\lambda_2}{2} (\Phi_2^\dagger \Phi_2)^2 + \lambda_3 (\Phi_1^\dagger \Phi_1)(\Phi_2^\dagger \Phi_2) + \lambda_4 (\Phi_1^\dagger \Phi_2)(\Phi_2^\dagger \Phi_1) + \frac{\lambda_5}{2} (\Phi_1^\dagger \Phi_2)^2 + \lambda_6 (\Phi_1^\dagger \Phi_1)(\Phi_1^\dagger \Phi_2) + \lambda_7 (\Phi_1^\dagger \Phi_2)(\Phi_2^\dagger \Phi_2) + H.c. \right) .
\]

The parameters \(m_{12}^2\) and \(\lambda_{5,6,7}\) can in general be complex and may lead to CP violation. During EW symmetry breaking the two scalar doublets acquire (in general complex) vevs \(v_1\) and \(v_2\) that have to fulfil

\[
|v_1|^2 + |v_2|^2 = v^2 \approx (246 \text{ GeV})^2
\]

to reproduce the correct gauge boson masses. The parameter \(\tan \beta\) — that already appeared in section 2.4.2 — is defined through

\[
\tan \beta \equiv \frac{v_2}{v_1} .
\]

However, the values of \(v_1, v_2\), and \(\tan \beta\) depend on the basis chosen for \(\Phi_1\) and \(\Phi_2\) and are not invariant under a basis transformation

\[
\begin{pmatrix}
\Phi_1 \\
\Phi_2
\end{pmatrix} \rightarrow S \begin{pmatrix}
\Phi_1 \\
\Phi_2
\end{pmatrix}
\]

\(UkXjyV\)
that redefines the two doublets through a unitary $2 \times 2$ matrix $S$. The parameter $\tan \beta$ is therefore not useful when studying the most general potential, eq. (2.29).

The terms involving $\lambda_6$ and $\lambda_7$ will induce FCNCs for any possible coupling of $\Phi_1$ and $\Phi_2$ to the fermion sector. For this reason it is appealing to impose a softly broken $\mathbb{Z}_2$ symmetry,

$$\Phi_1 \rightarrow \Phi_1, \quad \Phi_2 \rightarrow -\Phi_2,$$

(3.33)
on the scalar potential of the 2HDM. This symmetry forces $\lambda_6 = \lambda_7 = 0$ resulting in the scalar potential

$$V = m_{11}^2 |\Phi_1|^2 + m_{22}^2 |\Phi_2|^2 - \left( m_{12}^2 \Phi_1^\dagger \Phi_2 + \text{H.c.} \right)$$

(3.34)

$$+ \frac{\lambda_1}{2} (\Phi_1^\dagger \Phi_1)^2 + \frac{\lambda_2}{2} (\Phi_2^\dagger \Phi_2)^2 + \lambda_3 (\Phi_1^\dagger \Phi_1)(\Phi_2^\dagger \Phi_2)$$

$$+ \lambda_4 (\Phi_1^\dagger \Phi_2)(\Phi_2^\dagger \Phi_1) + \left[ \frac{\lambda_5}{2} (\Phi_1^\dagger \Phi_2)^2 + \text{H.c.} \right].$$

In this scalar potential, the basis where the $\mathbb{Z}_2$ symmetry is manifest is special and $\tan \beta$ can be uniquely defined in this basis. Extending this symmetry to the Yukawa sector to realise NFC as described in section 2.1 leads to the four 2HDM Yukawa types of table 2.1.

After electroweak symmetry breaking three of the eight degrees of freedom in the two doublets become the would-be Goldstone bosons that get absorbed by the EW gauge bosons. These would-be Goldstone bosons are separated from the physical degrees of freedom through a rotation into the so-called Higgs basis through eq. (2.32) with

$$S = \begin{pmatrix} \cos \beta & \sin \beta \\ -\sin \beta & \cos \beta \end{pmatrix}.$$

(3.35)

This rotation diagonalises the charged Higgs sector leading to a pair of charged Higgs boson mass eigenstates $H^{\pm}$. The mixing between the neutral scalar degrees of freedom depends on the pattern of EWSB and if CP violation occurs in the Higgs sector. In the most commonly considered case — eq. (2.34) with $v_1, v_2 \neq 0$ and imposing CP-conservation — the neutral mass eigenstates of the model are two CP-even scalars $h$ and $H$, and a CP-odd scalar $A$. We call this case the real (CP-conserving) 2HDM (R2HDM).

### 2.5.2 Supersymmetry

A popular symmetry to impose on BSM models is supersymmetry (SUSY). It introduces a fundamental symmetry between fermionic and bosonic fields. As such it predicts a bosonic (fermionic) superpartner for every fermion (boson) of the SM. The bosonic superpartners are called sfermions — e.g. the stop $\tilde{t}$ — and an “-ino” is appended to the names of the fermionic superpartners — e.g. the gluino $\tilde{g}$. 
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2 Constraints on Models with Extended Higgs Sectors

The MSSM [188–190] is probably the most studied BSM model overall. For a more complete introduction to supersymmetry and the MSSM see ref. [112] on which the overview presented in this section is based.

SUSY requires an extended Higgs sector that contains at least two SU(2)_L Higgs doublets. They are conventionally called Φ_u and Φ_d as one of them couples to up-type quarks and the other one to down-type quarks and leptons similar to a type II 2HDM. Just like in a 2HDM, these acquire vevs v_u and v_d during EWSB which have to fulfil

\[ v_u^2 + v_d^2 = v^2 \approx (246 \text{ GeV})^2 \]  \hspace{1cm} (2.36)

and the parameter tan β is defined through\(^8\)

\[ \tan \beta \equiv \frac{v_u}{v_d} \]  \hspace{1cm} (2.37)

At tree-level the MSSM Higgs sector conserves CP and thus contains two neutral CP-even scalars h and H with m_h < m_H, a CP-odd scalar A, and a pair of charged Higgs bosons H\(^\pm\) just like the R2HDM. SUSY imposes strong symmetry requirements on the scalar potential. In particular, the quartic Higgs couplings are given in terms of the U(1)_Y and SU(2)_L gauge couplings, and the Higgs boson masses are related to the gauge boson masses. The tree-level Higgs sector of the MSSM is fully parametrised through m_Z, m_W, tan β and either m_A or m_{H^\pm}. In contrast to all the non-supersymmetric models discussed in this work, the neutral CP-even Higgs masses cannot be chosen as free parameters of the MSSM.

At tree-level in the MSSM the relation

\[ m_h \leq m_Z|\cos(2\beta)| \leq m_Z \]  \hspace{1cm} (2.38)

holds. This mass range was already excluded at LEP for a SM-like Higgs boson [191] and cannot fit the mass of h_{125}. However, loop corrections to m_h can make it substantially heavier and allow the MSSM to fit observations. At the same time, they make m_h dependent on many of the other parameters of the theory leading to considerable complexity in determining the phenomenologically viable regions of parameter space. See e.g. ref. [192] for a recent review on Higgs-mass calculations in the MSSM. In the case H = h_{125} the Higgs mass at tree-level can reproduce the observed value. However, this scenario requires A and H\(^\pm\) to be rather light and faces strong constraints from searches for additional Higgs bosons, see e.g. refs. [193–196].

---

\(^8\)The basis invariance of the 2HDM is broken by SUSY such that tan β can be uniquely defined.
3 Vacuum Stability

This chapter discusses vacuum stability and the resulting constraints on BSM models. We present in detail the method to obtain vacuum stability constraints that was developed within this thesis. We have published large parts of this discussion in ref. [3].

3.1 Vacua in Extended Scalar Sectors

In section 1.2.3 we discussed vacuum stability when extrapolating the SM to very high energies. In BSM models with additional scalar fields constraints from vacuum stability can already become relevant at tree-level and for fixed scale. While this shares a name with the SM analysis the method and the encountered issues are very different. The SM discussion relies on high precision to run parameters over many orders of magnitude in energy, while for the resulting potential the tunnelling calculation is of the simplest possible form. In BSM scalar extensions, on the other hand, the analysis is confined to the electroweak (EW) scale but the multidimensional scalar potential can be much more complicated with potentially many different coexisting vacua. The main issue is to efficiently find all minima of the multifield scalar potential, to identify the vacua relevant for vacuum decay, and to calculate the decay rates of the possible decays to obtain a vacuum stability constraint.\(^1\)

The vacuum state of a (quantum) field is a minimum of the potential energy. This potential energy is given by the (effective) potential \(V(\phi)\) which describes the potential energy density as a function of the scalar fields\(^2\) in the theory. Formally, the effective potential is defined for classical field values \(\phi_{cl}\) that minimise the effective action. For our purpose and at lowest order, the field theoretical potential and the effective potential are the same when replacing field operators \(\phi\) by classical commuting field values \(\phi_{cl}\) and defining the effective potential \(V(\phi = \phi_{cl})\) as a function of \(\phi \equiv \phi_{cl}\) [199].

\(^1\)Another related but separate issue is vacuum decay at finite temperature [197]. It is best studied in the context EW baryogenesis (see section 1.2.2) but can also be used to obtain vacuum stability constraints [198]. Vacuum stability constraints at zero temperature — which we exclusively consider — and at finite temperature are complementary as they stem from very different cosmic time scales. Constraints derived at finite temperature necessarily rely on additional assumptions about the cosmological history of the universe.

\(^2\)Only scalar fields can acquire classical background field values as fermionic or higher spin background fields would break Lorentz invariance.
3 Vacuum Stability

Consider the most general renormalisable scalar potential of \( n \) real scalar fields \( \phi_a \) with \( a \in \{1, \ldots, n\} \) at tree-level

\[
V(\vec{\phi}) = \lambda_{abcd}\phi_a\phi_b\phi_c\phi_d + A_{abc}\phi_a\phi_b\phi_c + m_{ab}^2\phi_a\phi_b + t_a\phi_a + c,
\]

where the sum over repeated indices is implied. The totally symmetric coefficient tensors \( \lambda_{abcd}, A_{abc}, m_{ab}^2 \) and \( t_a \) as well as the constant \( c \) contain all possible real coefficients with non-negative mass dimension. Any scalar potential can be expanded into this form by splitting all complex fields and coefficients into their real and imaginary parts and appropriately symmetrising the coefficient tensors.

This potential has up to \( 3^n \) complex stationary points. Since we have defined the \( \phi^a \) to be real only the real stationary points are of interest to us. We select a (local) minimum out of these stationary points to be the initial vacuum \( \vec{\phi}_v \) which — by construction — fulfills

\[
\frac{\partial V}{\partial \phi_a} \bigg|_{\vec{\phi} = \vec{\phi}_v} = 0,
\]

and the mass matrix

\[
M_{ab} = \frac{\partial^2 V}{\partial \phi_a \partial \phi_b} \bigg|_{\vec{\phi} = \vec{\phi}_v}
\]

is positive definite. After expanding eq. (3.1) around the vacuum as \( \vec{\phi} = \vec{\phi}_v + \vec{\varphi} \), with \( \vec{\varphi} = (\varphi_1, \ldots, \varphi_n)^T \), we obtain

\[
V(\vec{\varphi}) = \lambda'_{abcd}\varphi_a\varphi_b\varphi_c\varphi_d + A'_{abc}\varphi_a\varphi_b\varphi_c + m'_{ab}^2\varphi_a\varphi_b ,
\]

where \( t'_a \) vanishes due to eq. (3.2), and we have normalised the potential energy at \( \vec{\varphi} = 0 \) to zero. For particle physics applications this normalisation is irrelevant but it could be related to a non-vanishing cosmological constant [200].

We rewrite the field-space vector as \( \vec{\varphi} \to \varphi \hat{\varphi} \) with a unit vector \( \hat{\varphi} \) and its absolute value \( \varphi = \sqrt{\varphi_1^2 + \cdots + \varphi_n^2} \) and obtain

\[
V(\varphi, \hat{\varphi}) = \lambda(\hat{\varphi})\varphi^4 - A(\hat{\varphi})\varphi^3 + m^2(\hat{\varphi})\varphi^2 ,
\]

where all the dependence on the normalised direction in field space \( \hat{\varphi} \) has been absorbed into the coefficients \( \lambda(\hat{\varphi}), A(\hat{\varphi}) \) and \( m^2(\hat{\varphi}) \). For convenience, we allow \( \varphi \) to take negative values which corresponds to the absolute value in the opposite direction \(-\hat{\varphi}\). Since we constructed this potential to have a minimum at \( \varphi = 0 \) the condition \( m^2(\hat{\varphi}) > 0 \) has to be satisfied for all \( \hat{\varphi} \). We can use the symmetry

\[
\hat{\varphi} \to -\hat{\varphi}, \quad A \to -A
\]

to set \( A > 0 \) without loss of generality. Finally, for the potential to be bounded from below \( \lambda(\hat{\varphi}) > 0 \) is necessary for all \( \hat{\varphi} \).
3.1 Vacua in Extended Scalar Sectors

Figure 3.1: Behaviour of the generic quartic potential as given in eq. (3.5) for different relations between the coefficients $A(\phi)$, $m^2(\phi)$ and $\lambda(\phi)$ as indicated in the legend for arbitrary units on both axes. Figure from our ref. [3].

Figure 3.1 shows the possible shapes of the potential in eq. (3.5). Since it is a quartic polynomial in one variable it can have at most two minima, one of which we have chosen to lie at the origin. The second minimum exists if

$$ (A(\phi))^2 > \frac{32}{9} m^2(\phi) \lambda(\phi) $$

and is deeper than the minimum at the origin if

$$ (A(\phi))^2 > 4 m^2(\phi) \lambda(\phi) . $$

This implies that large cubic terms $A$ compared to the mass parameters and self-couplings are potentially dangerous for the stability of the initial vacuum at the origin. We call the directions $\phi$ fulfilling eq. (3.8) deep directions.

### 3.1.1 Calculation of the Bounce Action

The semi-classical tunnelling and first quantum corrections in a theory of one scalar field were calculated in refs. [20, 21]. It was found that the decay rate $\Gamma$ of a metastable vacuum state per (spatial) volume $V_S$ is given by the exponential decay law

$$ \frac{\Gamma}{V_S} = K e^{-B} , $$

(3.9)
where $K$ is a dimensionful parameter that will be specified below, and $B$ denotes the bounce action which gives the dominant contribution to $\Gamma$. The $O(4)$-symmetric bounce [201] $\phi_B(\rho)$ is the solution of the Euclidean equation of motion

$$\frac{d^2 \phi}{d\rho^2} + \frac{3}{\phi} \frac{d\phi}{d\rho} = \frac{\partial U}{\partial \phi} \quad (3.10)$$

with the boundary conditions

$$\phi(\infty) = \phi_v, \quad \left. \frac{d\phi}{d\rho} \right|_{\rho=0} = 0 \quad (3.11)$$

$U$ is the Euclidean scalar potential, $\rho$ is the radius in Euclidean space, $s$ and $\phi_v$ is the location of the metastable minimum. The bounce action $B$ is the stationary point of the Euclidean action given by the integral

$$B = 2\pi^2 \int_0^\infty \rho^3 d\rho \left[ \frac{1}{2} \left( \frac{d}{d\rho} \phi_B(\rho) \right)^2 + U(\phi_B(\rho)) \right] \quad (3.12)$$

In the one field case, eqs. (3.10) and (3.12) can be solved numerically by the under-shoot/overshoot method (see e.g. ref. [202] for a detailed explanation of the method). While all of the above equations generalise trivially to the multi-field case $\phi \rightarrow \vec{\phi}$, the determination of $B$ becomes considerably more involved. In order to judge the stability of the EW vacuum we need to obtain the minimal bounce action for tunnelling into a deeper point in the scalar potential. There exist methods for solving eq. (3.10) numerically in multiple field dimensions [203–213] using optimisation, discretisation, path-deformation or multiple shooting. For our purposes a fast evaluation of the bounce action is more important than an extremely precise result (see section 3.3.2). For this reason, we approximate the path of the bounce by the straight line in a given deep direction.

Figure 3.2 illustrates this approximation. While the green path solves eq. (3.10) we instead use the bounce action calculated along the straight, blue path. The potential along this straight path is a simple quartic polynomial as given by eq. (3.5). For this form of the potential a semi-analytic result exists for the bounce action [214]

$$B = \frac{\pi^2}{3\lambda} (2 - \delta)^{-3} \left( 13.832 \delta - 10.819 \delta^2 + 2.0765 \delta^3 \right) \quad (3.13)$$

with

$$\delta = \frac{8\lambda m^2}{A^2} \quad (3.14)$$

The expression in brackets was obtained in ref. [214] by fitting a cubic polynomial in $\delta$ to the numerical result. The coefficients do not depend on any model parameters, and the polynomial approximation agrees with the numerical result within a 0.004 absolute tolerance for all values of $\delta$. We use this formula to calculate $B$ for all deep directions.
from the initial vacuum. The deep direction with the smallest bounce action is the dominant decay path.

The value of $B$ is not invariant under rescaling of the field $\varphi$ of eq. (3.5)

$$\varphi \rightarrow n \varphi \Rightarrow \lambda \rightarrow n^4 \lambda, \ A \rightarrow n^3 A, \ m^2 \rightarrow n^2 m^2, \ \delta \rightarrow \delta$$ \hspace{1cm} (3.15)

$$\Rightarrow B \rightarrow n^{-4}B.$$ \hspace{1cm} (3.16)

This dependence on the field normalisation arises from the equation of motion, where eq. (3.10) only applies to fields with canonically normalised kinetic terms. A consistent expansion of the form of eq. (3.5) therefore requires all real field components $\varphi_i$ to have canonically normalised kinetic terms. If $|\dot{\varphi}| = 1$ this ensures that $\varphi$ is appropriately normalised. It is crucial to ensure that the parametrisation of the scalar potential fulfills this requirement.

### 3.1.2 Lifetime, Metastability, and Instability

The vacuum decay rate eq. (3.9) also depends on the quantity $K$. The value of $K$ is both challenging to calculate and a subdominant effect towards the tunnelling rate as it does not enter in the exponent. Since it is a dimensionful parameter, $[K] = \text{GeV}^4$, it can be estimated from a typical scale $\mathcal{M}$ of the theory as

$$K = \mathcal{M}^4.$$ \hspace{1cm} (3.17)

Comparing the vacuum decay time $\tau_{\text{decay}}$ to the age of the universe $t_{\text{uni}}$ [48] yields [90]

$$\tau_{\text{decay}} \over t_{\text{uni}} = \left( \frac{\Gamma}{V_S} \right)^{-\frac{1}{2}} \frac{1}{t_{\text{uni}}} = \frac{1}{t_{\text{uni}}} e^{B/4}.$$ \hspace{1cm} (3.18)
Figure 3.3: The instantaneous lifetime of the metastable vacuum $\tau_{\text{decay}}$ relative to the age of the universe $t_{\text{uni}}$ (as defined in eq. (3.18)) is given in the plane of the scale $\mathcal{M}$ and the bounce action $B$. The contour lines denote a 5$\sigma$ probability for decay and survival, respectively.

Figure 3.3 shows the relative lifetime $\tau_{\text{decay}}/t_{\text{uni}}$ as a function of $B$ and $\mathcal{M}$. As expected, the threshold of instability where $\tau_{\text{decay}} \sim t_{\text{uni}}$ is highly sensitive to $B$ and only mildly sensitive to $\mathcal{M}$.

Note that properly defining $\tau_{\text{decay}}$ is non-trivial. Here we use a definition for an instantaneous decay time corresponding to the typical lifetime of unit volume in space. Another possibility would be to define the decay time for the whole universe

$$\tau_{\text{decay, alt}} = \left( \frac{\Gamma}{V_S} \right)^{-1} \approx \left( \frac{\Gamma}{V_S} H_0^3 \right)^{-1}, \quad (3.19)$$

which is numerically similar but assumes a static universe of fixed size. This ambiguity is resolved for the survival probability $P$ given by

$$P = \exp \left( -\frac{\Gamma}{V_S} \tilde{V}_{\text{light-cone}} \right) = \exp \left( -\mathcal{M}^4 \tilde{V}_{\text{light-cone}} e^{-B} \right), \quad (3.20)$$

where the (spacetime) volume of the past light-cone is $\tilde{V}_{\text{light-cone}} \sim 0.15/H_0^4$ [83], and $H_0$ is the current value of the Hubble parameter [48]. The contours corresponding to a 5$\sigma$ expected decay or a 5$\sigma$ expected survival of the vacuum during the evolution of the universe are also show in fig. 3.3.

The points in the green region of fig. 3.3 are definitely long-lived — i.e. have a survival probability extremely close to one — while the red points are definitely short-lived.
— having a survival probability extremely close to zero. Varying the scale $\mathcal{M}$ over a generous range from 10 GeV to 100 TeV shifts the border between metastability and instability by less than 10% in $B$. We consider points where $B > 440$ as long-lived and points where $B < 390$ as short-lived. We treat the intermediate range $390 < B < 440$ as an uncertainty on the stability threshold from the unknown $\mathcal{M}$.

### 3.1.3 Beyond Leading Order Calculations of the Decay Rate

The calculation presented here is a leading order computation of the decay rate. This includes the estimation of $K$ on dimensional grounds as $K$ is formally a higher order effect in the $\hbar$ expansion [93].

The calculation could be improved in several directions. The easiest improvement would be to perform the calculation not at a fixed input scale but to use a scale where the higher order corrections to the decay rate are minimised. In the SM this is typically used with NNLO matching and three loop beta functions to reach the highest possible precision for the input parameters [87]. In models with only one scalar degree of freedom in the vacuum stability calculation (e.g. the SM) this scale has been shown to be the $\mu_X$ for which [93]

$$\beta_\lambda(\mu_X) = 0,$$

where $\beta_\lambda(\mu)$ is the beta function of the quartic self coupling corresponding to the scalar degree of freedom. This condition is hard to generalise to the multi-field case. One possibility would be to choose the scale where

$$\beta_{\lambda(\hat{\phi})}(\mu_X) = 0$$

using the beta function for $\lambda(\hat{\phi})$ corresponding to the deep direction under consideration. However, this would explicitly rely on the straight path approximation. We instead choose to neglect the scale dependence of the parameters, which is justified as long as all vacua are approximately at the EW scale.

Full NLO calculations of the decay rate have recently been performed in the SM [90–92]. The NLO correction to the decay rate is obtained by evaluating the prefactor $K$ instead of estimating it. There are different approaches to handle the calculation of the required functional determinants, and we refer to refs. [90, 91] for the details of the calculation. Note that, in these approaches, the NLO contributions to the decay rate exclusively involve the prefactor $K$. Corrections to the shape of the bounce and thus to the bounce action only enter at NNLO. It is currently unknown how to generalise these methods to multi-field cases.

One method that could be used as an attempt to take into account NLO contributions to decay rates in BSM models is to numerically find bounce solutions in the loop corrected

---

3In addition, we use the straight path approximation of the bounce, which is a further approximation on top of the perturbative expansion.
effective potential. This is the approach taken in the public code Vevacious \cite{198, 215} using the one-loop Coleman–Weinberg potential. However, it has been argued that it is in general insufficient to use the loop-corrected effective potential to calculate vacuum decay rates \cite{93} as this only captures part of the NLO contributions. This happens because the effective action is a perturbative expansion both in powers of \( \hbar \) and the momentum transfer, where the effective potential corresponds to the zeroth order term of the momentum expansion. While the full one-loop effective action could in principle be used to calculate NLO corrections to the decay rate, truncating the momentum expansion does not result in a consistent perturbative approximation. Therefore, higher momentum terms of the full one-loop effective action contain contributions to the bounce action comparable to those from the effective potential. Since it seems unfeasible to calculate even the leading higher momentum terms of the effective action in general BSM models it appears questionable whether using the one-loop effective potential for decay rate calculations systematically improves upon the LO result.\footnote{This is in contrast to tests for absolute stability, where finding the global minimum of the effective potential is a method that is superior to a leading-order analysis \cite{84, 216}.}

### 3.2 Boundedness — Existence of a Global Minimum

If a scalar potential is not bounded from below it tends to \(-\infty\) as the fields tend to \(\infty\) for some directions in field space. In terms of eq. (3.5) these directions in fieldspace are those \( \hat{\phi} \) for which \( \lambda(\hat{\phi}) < 0 \) since as \( \varphi \gg A(\hat{\phi}), m(\hat{\phi}) \)

\[
V(\varphi, \hat{\phi}) \to \lambda(\hat{\phi}) \varphi^4,
\]

which is clearly unbounded from below if \( \lambda \) is negative for any \( \hat{\phi} \). If \( \lambda(\hat{\phi}) > 0 \) for all \( \hat{\phi} \) the scalar potential is called bounded from below \textit{in the strong sense}. If directions exist where \( \lambda(\hat{\phi}) = 0 \) the potential may still be bounded if \( A(\hat{\phi}) = 0 \) and \( m^2(\hat{\phi}) > 0 \) for these directions.\footnote{The trilinear term \( A(\hat{\phi}) \) has to vanish in this case because it would make either \( \varphi \to \infty \) \( (A(\hat{\phi}) > 0) \) or \( \varphi \to -\infty \) \( (A(\hat{\phi}) < 0) \) unbounded.} This boundedness \textit{in the weak sense} can lead to constraints on the cubic and quadratic coefficients. We do not include this possibility in our models and require boundedness \textit{in the strong sense} constraining only \( \lambda(\hat{\phi}) \).

Tunnelling from any — necessarily local — minimum into an unbounded direction is always possible. Usually, this process involves large field values such that the structure of the scalar potential around the initial vacuum can be neglected as a first approximation, and it is sufficient to study eq. (3.23). The initial state is the local \textit{maximum} at \( \varphi = 0 \). For small \( |\lambda| \) corresponding to a flat region around \( \varphi = 0 \) this state will dominantly decay through tunnelling even though classical rolling is possible \cite{217}. Equation (3.23) with \( \lambda < 0 \) is one of the few scalar potentials for which analytic solutions for the bounce \( \phi_B \) and the bounce action

\[
B = \frac{8\pi^2}{3|\lambda|}
\]

\footnote{This is in contrast to tests for absolute stability, where finding the global minimum of the effective potential is a method that is superior to a leading-order analysis \cite{84, 216}.}
exist [217]. Using this result and the discussion of section 3.1.2 we impose \( B > 440 \) as a condition for metastability and obtain

\[
- \frac{\pi^2}{165} \approx -0.06 < \lambda(\hat{\phi}).
\]  

(3.25)

This means that the EW vacuum would still be metastable if eq. (3.25) is fulfilled for all unbounded directions \( \hat{\phi} \).

In most cases, the phenomenological difference between requiring \( \lambda(\hat{\phi}) > -0.06 \) and \( \lambda(\hat{\phi}) > 0 \) is negligible.\(^6\) Therefore, we do not allow metastability when considering boundedness of the scalar potential. In our notation, the question of boundedness is thus reduced to establishing \( \lambda(\hat{\phi}) > 0 \) for all \( \hat{\phi} \). Finding closed form analytic solutions to this condition is a technically difficult endeavour, and such conditions have only been found for rather simple or highly symmetric scalar potentials (e.g. the two-Higgs-doublet model (2HDM) [219, 220], the N2HDM [221], and several pure singlet extensions [125, 222, 223]).

In more complicated scalar potentials the algorithmic approaches often do not lead to closed form analytic solutions and have to be evaluated numerically. In this case it may be more efficient to employ a fully numerical approach — e.g. by minimising \( \lambda(\hat{\phi}) \) — and checking that the minimal value is positive (see e.g. ref. [224]). A recent overview over the different methods and their applications can be found in ref. [225].

**Effect of Boundedness Constraints**

Boundedness places constraints on the coefficients of the scalar potential. In the case of boundedness in the strong sense — as discussed above — only the quartic coefficients are constrained. The clearest consequence of enforcing boundedness is that the coefficients of \( \phi_4^a \) terms must be positive as otherwise the \( \phi_a \) direction would be unbounded. A combination of boundedness and unitarity constraints (see section 2.2) can often be used to derive absolute upper and lower bounds on some of the quartic coefficients of the scalar potential (see section 5.2.1 for an example).

### 3.3 Stability of the EW Vacuum

In unbounded scalar potentials the most severe instabilities appear at arbitrarily large field values. We will now assume that the potential is bounded from below and turn towards vacuum decay between different minima at finite field values. In this case \( \varphi \) is of similar size as the dimensionful parameters of eq. (3.5), and the full scalar potential

\(^6\)Additionally, it can be argued that it would be highly unlikely in most inflationary models for the universe to end up in a local minimum while unbounded directions are present [218].
is relevant. Calculating decay rates will establish three categories of stability in our analysis.

- **Absolute stability**: the EW vacuum is the global minimum of the scalar potential, no tunnelling is possible.
- **Long-lived metastability**: the EW vacuum is a local minimum, but tunnelling into all deeper minima is long-lived with $B > 440$.
- **Short-lived instability**: the EW vacuum is a local minimum, and tunnelling into at least one deeper minimum is short-lived with $B < 390$.

We use the definitions of long-lived and short-lived vacuum decay as well as the uncertainty band in between, $390 < B < 440$, as defined in section 3.1.2.

### 3.3.1 Additional Minima of the Scalar Potential

As mentioned above, the most general scalar potential of $n$ scalar fields, eq. (3.1), has up to $3^n$ isolated complex stationary points. However, if the scalar potential — or its first derivative — is invariant under any continuous global symmetries none of these stationary points will be isolated and instead span multidimensional surfaces in field space related by these symmetries. While all points on such a surface are physically equivalent vacua it is nevertheless crucial to isolate the stationary points in order to reduce the complexity of the minimisation problem and to allow for better numerical convergence.

In BSM theories with the SM gauge groups at the very least the SU(2)$_L$ and U(1)$_Y$ gauge symmetries give rise to corresponding global continuous symmetries of the scalar potential. These symmetries can be used to remove up to four degrees of freedom. Through a global SU(2)$_L$ transformation one of the doublets of the theory can be brought into the form

$$
\Phi = \begin{pmatrix} \phi^+ \\ \phi^0 \end{pmatrix} \xrightarrow{\text{SU(2)$_L$}} \begin{pmatrix} 0 \\ \text{Re}(\phi^0) \end{pmatrix}.
$$

(3.26)

The Re$(\phi^0)$ indicates that this component is made real as a result of the transformation and thus three degrees of freedom have been removed. If this leaves any complex $Y$-charged degrees of freedom in the theory (*e.g.* in models with a second SU(2)$_L$ doublet) the global U(1)$_Y$ symmetry can be used to render one $Y$-charged degree of freedom real, *e.g.*

$$
\Phi = \begin{pmatrix} \phi^+ \\ \phi^0 \end{pmatrix} \xrightarrow{\text{U(1)$_Y$}} \begin{pmatrix} \text{Re}(\phi^+) \\ \phi^0 \end{pmatrix}.
$$

(3.27)

for a $Y = 1$ doublet. If the model under consideration has additional continuous BSM symmetries — either gauged or global — even more degrees of freedom can be removed.

---

7Since we treat all fields as classical background fields, only global transformations are relevant and we do not need to distinguish between gauged and non-gauged continuous symmetries.
This reduces the number of degrees of freedom that have to be considered in the numerical solution and prevents convergence problems for non-isolated solutions.

We use the numerical method of polynomial homotopy continuation (PHC) (see ref. [226] for a physics based introduction or e.g. ref. [227] for technical details) to find all solutions of eq. (3.2). PHC efficiently finds all isolated and complex solutions of systems of polynomial equations. Since — as all $\phi_i$ are real by definition — only real solutions are of interest to us, the main source of missed or erroneously included stationary points lies in judging whether a solution is real or complex. This can be ameliorated by a careful preconditioning of the system of equations [227]. Another subtlety is that PHC only finds point-like, isolated solutions. If any continuous symmetries are left in the model the stationary points cannot be found by the algorithm. For this reason it is essential to remove all continuous symmetries as described above.

Finally, stationary points of the scalar potential always come in sets of physically equivalent stationary points related by any remaining discrete symmetries of eq. (3.2). In particular, in general multiple degenerate vacua with the correct pattern of EW symmetry breaking exist that are related by some discrete symmetry $\mathcal{S}$. We need to pick one of these to be the EW vacuum which is possible without loss of generality. The EW vacuum then spontaneously breaks $\mathcal{S}$. As a result, other sets of stationary points related by $\mathcal{S}$ are no longer equivalent regarding vacuum stability constraints and the tunnelling time into these minima can be different [3, 228].

In the presence of many local and global minima the tunnelling from the EW vacuum to the global minimum of the scalar potential may not provide the most stringent constraint. Therefore, we calculate the decay rates into all deep directions and select the most dangerous minimum (MDM) as the deeper minimum with the largest decay rate. This is often, but not always, the deeper minimum which is closest in field space to the EW vacuum.

### 3.3.2 Parameter Scans and Vacuum Stability Calculations

Typical BSM parameter scans consider millions of different parameter points which places strong requirements on evaluation time and reliability of any numerical method to evaluate vacuum stability constraints.

The first trade-off between speed and precision is in the calculation of the bounce action described in section 3.1.1. Using one of the available sophisticated solvers [211–213] may take a lot of runtime and could encounter numerical problems. As described above, we instead approximate the tunnelling path with a straight line in field space and use the semi-analytic solution eq. (3.13) [214]. A comparison between such simple approximations and the multiple-shooting method of ref. [212] has been performed in ref. [229] where

---

This includes both explicitly imposed discrete symmetries and accidental discrete remainders of the removed continuous symmetries.
agreement within $O(10\%)$ for polynomial potentials has been found. The approximation according to eq. (3.13) is evaluated instantaneously while the available solvers typically take between a few seconds and several minutes per tunnelling calculation.

This approximation, as well as the discussion at the beginning of chapter 3, relies on the potential being a quartic polynomial — which is only true at tree-level. This is sufficient to obtain a LO calculation of the decay rate when estimating the prefactor $K$ on dimensional grounds. As discussed in section 3.1.3 there is currently no method available to calculate the NLO decay rate in models with multiple scalar degrees of freedom. For this reason we stick to the LO calculation instead of using the Coleman–Weinberg potential to obtain a partial NLO result for the decay rate which may or may not be more accurate than the LO result. This also allows us to employ the very concise formulation presented in this section and considerably increases the speed and numerical stability of our calculation.

The tunnelling time with respect to the age of the universe as given in eq. (3.18) depends exponentially on the value of the bounce action $B$. For any given parameter point, small uncertainties on $B$ are therefore amplified to large uncertainties on the tunnelling time. While this makes precise predictions for the lifetime of individual parameter points very challenging, it is less problematic for constraining the parameter space of BSM models since the bounce action $B$ is also very sensitive to the values of the model parameters. Therefore, a small shift in parameter space typically leads to a change in the bounce action substantially larger than the uncertainties described above. For this reason the resulting constraints on the model parameter space depend only mildly on the precise way $B$ is calculated. This dependence can be estimated from the width of the uncertainty band $390 < B < 440$ (see section 3.1.2) in parameter space.

**Impact of EW-Scale Vacuum Stability Constraints**

The constraints obtained in this way depend on all parameters of the scalar potential and are obtained fully numerically in most models. Based on eq. (3.8) it can be argued that if the trilinear coefficients for some directions are substantially larger than the quadratic coefficients, vacuum stability constraints are expected to be relevant.
4 Singlet Extensions and Higgs-to-Higgs Decays

In this chapter we study the collider phenomenology of a singlet extension of the SM in detail. In particular, we focus on novel signatures in resonant multiscalar production for which we provide benchmark scenarios. The results in this chapter have been published in our ref. [5].

4.1 Pure Singlet Extensions of the SM

Extensions of the SM by scalar singlets are among the simplest possible BSM models. According to the criteria established in section 2.1, the most general extension of the SM by \( n \) real scalar singlet fields \( \phi_i \) (\( i \in [1, \ldots, n] \)) has a scalar potential of the form

\[
V(\phi_i, \Phi) = a_i \phi_i + m_{ij} \phi_i \phi_j + T_{ijk} \phi_i \phi_j \phi_k + \lambda_{ijkl} \phi_i \phi_j \phi_k \phi_l + T_{HH} \phi_i (\Phi^\dagger \Phi) + \lambda_{ijHH} \phi_i \phi_j (\Phi^\dagger \Phi)
\]

(4.1)

with real coefficient tensors and \( V(\Phi)_{\text{SM}} \) of eq. (1.14). An extension by complex singlets can always be brought into this form by expanding fields and coefficients into real and imaginary parts. Since the \( \phi_i \) are pure gauge singlets they have trivial kinetic terms that do not induce any gauge interactions. Additionally, it is not possible to write down gauge invariant and renormalisable interactions between a scalar singlet and any of the SM fermions. The singlets will therefore only interact with the SM Higgs boson through the couplings of the scalar potential and — if they acquire a vacuum expectation value (vev) — mix with the SM Higgs boson and inherit some of its gauge and Yukawa couplings.

This is also the reason why there is no physical difference between a parametrisation in terms of \( n \) complex or \( 2n \) real scalar singlet fields. Naively, one would expect that imaginary parts of complex scalar fields are CP-odd, and mixing them with the real parts or the SM Higgs boson would lead to CP violation. However, since the singlets have no gauge or Yukawa couplings it is always possible to find a CP-transformation under which all of them are CP-even [94, 230]. Thus any pure singlet extension of the SM is a theory of only CP-even scalars.\(^1\)

\(^1\)This is no longer true in the presence of additional doublets (\( e.g. \) in the 2HDMs [231–233] or the NMSSM [113, 114]) or vector-like fermions which couple to the singlets [234, 235].
Singlet extensions of the SM have been subject to detailed phenomenological studies before. This includes both extensions by a single real singlet [236–240] (see refs. [241–245] for recent phenomenological studies) and by a complex singlet or two real singlets [9, 111, 125, 246–251]. The models are also interesting in the context of scalar singlet dark matter [252–260] and a strong first-order electroweak phase transition [256, 258, 260–264]. We will focus on a specific extension of the SM by two real singlets that has not been previously considered in the literature.

Experimentally, singlet extensions can be explored in two complementary ways at the LHC. First, precisely measuring the signal rates of the 125 GeV Higgs boson \( h_{125} \) probes the structure of the doublet-singlet mixing, as well as possible new decay modes of \( h_{125} \) to new light scalar states. Second, direct searches for new scalars may reveal the existence of mostly singlet-like Higgs bosons. The discovery prospects for direct searches depend on the singlet-doublet mixing and the mass of the new scalars (both governing the production rates), and on the decay pattern of the produced scalar state. In general, decays directly to SM particle final states as well as to two lighter scalar states (“Higgs-to-Higgs decays”) are possible. While some of the former decays are already searched for by the LHC experiments, current searches for Higgs-to-Higgs decays focus almost exclusively on the signatures \( h_S \rightarrow h_{125} h_{125} \) (where \( h_S \) denotes a new Higgs state with mass above 250 GeV) [265–276], or \( h_{125} \rightarrow h_S h_S \) (with the \( h_S \) mass below 62.5 GeV) [277–283]. The model considered in the following, however, features also Higgs decays to unidentical scalar bosons (“asymmetric decays”), Higgs decays involving only non-SM-like Higgs bosons, as well as the possibility of successive Higgs-to-Higgs cascade decays. All of these decay signatures have not been experimentally explored in detail.\(^2\) We will discuss them in detail in this chapter and show that they lead to novel collider signatures with sizeable signal rates that are experimentally interesting for the analysis of Run-II data as well as the upcoming LHC runs. We provide six dedicated two-dimensional benchmark scenarios, each highlighting a different Higgs-to-Higgs decay signature that has not been probed experimentally so far. We strongly encourage the experimental collaborations to investigate these novel signatures using current and future collider data.

### 4.2 The TRSM

The two-real-singlet model (TRSM) adds two real singlet degrees of freedom to the SM. These are written as two real singlet fields \( S \) and \( X \). In order to reduce the number of free parameters two discrete \( \mathbb{Z}_2 \) symmetries

\[
\begin{align*}
\mathbb{Z}_2^S : \quad & S \rightarrow -S, \\
\mathbb{Z}_2^X : \quad & X \rightarrow -X
\end{align*}
\]

\(^2\)A first search result for a symmetric Higgs-to-Higgs decay involving only non-SM Higgs states has been presented by ATLAS in the \( W^+W^-W^+W^- \) final state [266].
are introduced. The most general renormalisable scalar potential invariant under the $\mathbb{Z}_2^S \otimes \mathbb{Z}_2^X$ symmetry is

\begin{equation}
V = \mu_\Phi^2 \Phi^\dagger \Phi + \lambda_\Phi (\Phi^\dagger \Phi)^2 + \mu_S^2 S^2 + \lambda_S S^4 + \mu_X^2 X^2 + \lambda_X X^2
+ \lambda_{\Phi S} \Phi^\dagger \Phi S^2 + \lambda_{\Phi X} \Phi^\dagger \Phi X^2 + \lambda_{X S} S^2 X^2.
\end{equation}

All coefficients in eq. (4.5) are real resulting in a total of nine model parameters. A translation of these coefficients to the parameters of the complex scalar singlet parametrisation is given in the appendix of ref. [5].

Depending on the vevs acquired by the scalars different phases of the model can be realised. We decompose the fields (in unitary gauge) as

\begin{equation}
\Phi = \begin{pmatrix} 0 \\ \frac{\phi_h + v}{\sqrt{2}} \end{pmatrix}, \quad S = \frac{\phi_S + v_S}{\sqrt{2}}, \quad X = \frac{\phi_X + v_X}{\sqrt{2}}
\end{equation}

leading to the tadpole equations

\begin{align}
-v \mu_\Phi^2 &= v^2 \lambda_\Phi + \frac{vv_S^2}{2} \lambda_{\Phi S} + \frac{vv_X^2}{2} \lambda_{\Phi X} \\
-v_S \mu_S^2 &= \frac{v_S^2}{2} \lambda_S + \frac{vv_S^2}{2} \lambda_{\Phi S} + \frac{v_S v_X^2}{2} \lambda_{S X} \\
-v_X \mu_X^2 &= \frac{v_X^2}{2} \lambda_X + \frac{vv_X^2}{2} \lambda_{\Phi X} + \frac{v_S^2 v_X}{2} \lambda_{S X}.
\end{align}

These have solutions for any values of $v$, $v_S$, $v_X$. However, in order to achieve electroweak symmetry breaking (EWSB) $v = v_{SM} \approx 246$ GeV is required. If $v_S, v_X \neq 0$ the $\mathbb{Z}_2$ symmetries are spontaneously broken, and the fields $\phi_{h,S,X}$ mix into three physical scalar states. This is called the broken phase.

If $v_X = 0$ the field $\phi_X$ does not mix with $\phi_{h,S}$, does not acquire any couplings to SM fermions and gauge bosons, and is stabilised by the $\mathbb{Z}_2^X$ symmetry.\footnote{The case of $v_S = 0$ is equivalent by renaming $S \leftrightarrow X$.} This makes it a candidate particle for dark matter (DM). The phenomenology of the two other scalar states is very similar to the real singlet extension [241–245]. If both singlet vevs vanish, $\phi_h$ is the SM Higgs boson, and the two singlets both form separate dark sectors stabilised by their respective $\mathbb{Z}_2$ symmetries. In this case collider phenomenology is (at tree-level) only impacted by possible invisible decays of $h_{125}$ to the DM particles.

In this chapter we focus on the broken phase featuring to the most interesting collider phenomenology. The mass eigenstates $h_{1,2,3}$ are related to the fields $\phi_{h,S,X}$ through the $3 \times 3$ orthogonal mixing matrix $R$

\begin{equation}
\begin{pmatrix} h_1 \\ h_2 \\ h_3 \end{pmatrix} = R \begin{pmatrix} \phi_h \\ \phi_S \\ \phi_X \end{pmatrix}.
\end{equation}
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We assume the mass eigenstates to be ordered by their masses

\[ M_1 \leq M_2 \leq M_3 \]  

(4.11)

and parametrise the mixing matrix \( R \) by three mixing angles \( \theta_{hS}, \theta_{hX}, \theta_{SX} \). Using the short-hand notations

\[ s_1 \equiv \sin \theta_{hS}, \quad s_2 \equiv \sin \theta_{hX}, \quad s_3 \equiv \sin \theta_{SX}, \quad c_1 \equiv \cos \theta_{hS}, \ldots \]  

(4.12)

it is given by

\[
R = \begin{pmatrix}
    c_1 c_2 & -s_1 c_2 & -s_2 \\
    s_1 c_3 - c_1 s_2 s_3 & c_1 c_3 + s_1 s_2 s_3 & -c_2 s_3 \\
    c_1 s_2 c_3 + s_1 s_3 & c_1 s_3 - s_1 s_2 c_3 & c_2 c_3
\end{pmatrix}.
\]  

(4.13)

The angles \( \theta \) can be chosen to lie in

\[
-\frac{\pi}{2} < \theta_{hS}, \theta_{hX}, \theta_{SX} < \frac{\pi}{2}
\]  

(4.14)

without loss of generality. In the TRSM it is possible to express the nine parameters of the scalar potential through the three physical Higgs masses, the three mixing angles, and the three vevs. These relations are given by

\[
\lambda_{\Phi} = \frac{1}{2v^2} m_i^2 R_{i1}^2, \quad \lambda_{S} = \frac{1}{2v_S^2} m_i^2 R_{i2}^2, \quad \lambda_{X} = \frac{1}{2v_X^2} m_i^2 R_{i3}^2,
\]

\[
\lambda_{\Phi S} = \frac{1}{vv_s} m_i^2 R_{i1} R_{i2}, \quad \lambda_{\Phi X} = \frac{1}{vv_X} m_i^2 R_{i1} R_{i3}, \quad \lambda_{SX} = \frac{1}{vv_X} m_i^2 R_{i2} R_{i3},
\]  

(4.15)

where a sum over \( i \) is implied. Fixing one of the Higgs masses to the mass of the observed Higgs boson, \( M_a \simeq 125 \text{ GeV} \), and setting \( v \) to its SM value leaves seven free input parameters of the TRSM:

\[
M_b, \ M_c, \ \theta_{hS}, \ \theta_{hX}, \ \theta_{SX}, \ v_S, \ v_X,
\]  

(4.16)

with \( a \neq b \neq c \in \{1, 2, 3\} \).

This is an important practical difference between the TRSM and another well-studied extension of the SM by two real singlet degrees of freedom, the CxSM [125, 249]. The CxSM is expressed in terms of a complex singlet with a softly broken \( U(1) \) symmetry of the singlet phase imposed on the scalar potential. This more stringent symmetry leaves only seven model parameters such that one of the physical scalar masses and one of the singlet vevs are dependent parameters. In contrast, the TRSM is consistent for any combination of masses, mixing angles, and vevs. Therefore, it can cover the full kinematic phase space of Higgs-to-Higgs decay signatures for all parameters except the two non-\( h_{125} \) Higgs masses fixed. This property allows us to define two-dimensional benchmark scenarios in section 4.5.

As in all pure singlet extensions the couplings of the scalar boson \( h_a \) \( (a \in \{1, 2, 3\}) \) to all SM fermions and gauge bosons are given by the SM value rescaled by

\[
\kappa_a = R_{a1}.
\]  

(4.17)
The scaling factor $\kappa_a$ denotes the doublet admixture of the mass eigenstate $h_a$. Due to the orthogonality of the mixing matrix these obey the important sum rule

$$\sum_{a=1}^{3} \kappa_a^2 = 1. \quad (4.18)$$

### 4.2.1 Collider Phenomenology

The triple Higgs couplings are of special phenomenological interest in the TRSM. Using eq. (4.15) they can be expressed directly through the input parameters of eq. (4.16). The coupling $\tilde{\lambda}_{abb}$ of $h_a h_b h_b$ is defined through

$$V \supset \frac{h_a h_b^2}{2} \left( \sum_j \frac{R_{aj} R_{bj}^2}{v_j} \right) (M_a^2 + 2M_b^2) \equiv \frac{1}{2} \tilde{\lambda}_{abb} h_a h_b^2. \quad (4.19)$$

Similarly, the coupling of three different scalars is given by

$$V \supset h_a h_b h_c \left( \sum_j \frac{R_{aj} R_{bj} R_{cj}}{v_j} \right) \left( \sum_i M_i^2 \right) \equiv \tilde{\lambda}_{abc} h_a h_b h_c, \quad (4.20)$$

and the triple Higgs self coupling $\tilde{\lambda}_{aaa}$ is defined through

$$V \supset \frac{h_a^3}{2} \left( \sum_j \frac{R_{aj}^2}{v_j} \right) M_a^2 \equiv \frac{1}{3!} \tilde{\lambda}_{aaa} h_a^3. \quad (4.21)$$

With these definitions the tree-level partial decay width of a scalar $h_a$ into two scalars $h_b$ and $h_c$ (where $b = c$ is allowed) is then given by

$$\Gamma_{a \to bc} = \frac{\tilde{\lambda}_{abc}^2}{16 \pi M_a^3} \sqrt{\lambda(M_a^2, M_b^2, M_c^2)} \frac{1}{1 + \delta_{bc}} \Theta(M_a - M_b - M_c), \quad (4.22)$$

with

$$\lambda(x_1, x_2, x_3) \equiv \sum_i x_i^2 - \sum_{i,j \neq i} x_i x_j. \quad (4.23)$$

With this information, the phenomenology of a TRSM Higgs boson $h_a$ can be fully obtained from the predictions for a SM-like Higgs boson ($h_{SM}$) of the same mass. Throughout this work we employ the narrow width approximation to factorise production cross sections and branching ratios (BRs).

Production cross sections for $h_a$ can be obtained from the corresponding $h_{SM}$ cross section by simply rescaling

$$\sigma(h_a) = \kappa_a^2 \cdot \sigma(h_{SM})|_{M_a}. \quad (4.24)$$
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Figure 4.1: Branching ratios of a SM-like Higgs boson $h_{SM}$ into SM final states $F_{SM}$ as a function of its mass, $M_{h_{SM}}$, from 1 GeV to 1 TeV, in the low mass region (left panel) and high mass region (right panel). The numerical values are taken from ref. [175], see text for further details.

Since $\kappa_a$ rescales all couplings of $h_a$ to SM fermions and gauge bosons, eq. (4.24) is exact up to electroweak (EW) corrections involving multi-Higgs vertices. In particular, this holds to all orders in QCD.

The scaling factor $\kappa_a$ also universally rescales the partial widths of $h_a$ into SM particles which leads to a rescaling of the $h_{SM}$ total width as

$$\Gamma(h_a \rightarrow SM) = \kappa_a^2 \cdot \Gamma_{\text{tot}}(h_{SM})|_{M_a}. \quad (4.25)$$

Note that this alone can never change the BRs of $h_a$ into SM particles. Using the results of eq. (4.22) we can obtain the BRs of $h_a \rightarrow h_b h_c$:

$$\text{BR}(h_a \rightarrow h_b h_c) = \frac{\Gamma_{a \rightarrow bc}}{\kappa_a^2 \cdot \Gamma_{\text{tot}}(h_{SM}) + \sum_{xy} \Gamma_{a \rightarrow xy}}. \quad (4.26)$$

Denoting the sum of these new physics (NP) decay rates to multiscalar final states as

$$\text{BR}(h_a \rightarrow \text{NP}) \equiv \sum_{b,c} \text{BR}(h_a \rightarrow h_b h_c), \quad (4.27)$$

the BRs of $h_a$ into any final state $F_{SM}$ composed entirely of SM fermions and gauge bosons are given by

$$\text{BR}(h_a \rightarrow F_{SM}) = (1 - \text{BR}(h_a \rightarrow \text{NP})) \cdot \text{BR}(h_{SM} \rightarrow F_{SM}). \quad (4.28)$$

One important special case is that in the absence of BSM decay modes — which is always the case for the lightest Higgs bosons $h_1 = h_a$ has BRs identical to an $h_{SM}$ of the same mass.
Figure 4.1 shows the BRs of a $h_{SM}$ as a function of its mass. As long as $\text{BR}(h_a \to \text{NP}) = 0$ — i.e. if no Higgs-to-Higgs decays are possible — the scalar $h_a$ has exactly the BRs shown in fig. 4.1. The numerical values are taken from [175], based on state-of-the-art evaluations using HDECAY [284–286] and Profecy4F [287–289].

## 4.3 Constraints and Parameter Scan

In order to assess the phenomenologically viable regions of the parameter space we apply all relevant theoretical and experimental constraints described in chapter 2.

Unitarity constraints were discussed in detail in section 2.2. In the TRSM we have derived perturbative unitarity bounds in the high energy limit by requiring the eigenvalues $M_i$ of the scatter matrix $M$ defined through eq. (2.21) to fulfil

$$|M_i| < 8\pi .$$

(4.29)

The resulting constraints on the parameters of the scalar potential are

$$|\lambda_\phi| < 4\pi$$

(4.30)

$$|\lambda_{\phi S}| , |\lambda_{\phi X}| , |\lambda_{S X}| < 8\pi$$

(4.31)

$$|a_1| , |a_2| , |a_3| < 16\pi$$

(4.32)

where $a_{1,2,3}$ are the three real roots of the cubic polynomial

$$x^3 + x^2(-12\lambda_\phi - 6\lambda_S - 6\lambda_X)$$

$$+ x \left(72\lambda_\phi(\lambda_S + \lambda_X) - 4(\lambda_{\phi S}^2 + \lambda_{\phi X}^2) + 36\lambda_S\lambda_X - \lambda_{S X}^2 \right)$$

$$+ 12\lambda_\phi\lambda_{S X}^2 + 24\lambda_{\phi S}^2\lambda_X + 24\lambda_{\phi X}^2\lambda_S - 8\lambda_{\phi S}\lambda_{\phi X}\lambda_{S X} - 432\lambda_\phi\lambda_S\lambda_X .$$

(4.33)

Closed form conditions for boundedness (see section 3.2) of the scalar potential, eq. (4.5), have been derived in [222, 223]. In our notation they read

$$\lambda_\phi, \lambda_S, \lambda_X > 0 ,$$

$$\lambda_{\phi S} \equiv \lambda_{\phi S} + 2\sqrt{\lambda_\phi\lambda_S} > 0 ,$$

$$\lambda_{\phi X} \equiv \lambda_{\phi X} + 2\sqrt{\lambda_\phi\lambda_X} > 0 ,$$

$$\lambda_{S X} \equiv \lambda_{S X} + 2\sqrt{\lambda_S\lambda_X} > 0 ,$$

$$\sqrt{\lambda_S\lambda_{\phi X}} + \sqrt{\lambda_X\lambda_{\phi S}} + \sqrt{\lambda_\phi\lambda_{S X}} + \sqrt{\lambda_\phi\lambda_S\lambda_X} + \sqrt{\lambda_{\phi S}\lambda_{\phi X}\lambda_{S X}} > 0 .$$

(4.34)

It has been proven [250] that a vacuum of the form of eq. (4.6) with $v, v_S, v_X \neq 0$ is always the global minimum of the scalar potential at tree-level. Therefore, no additional constraints from vacuum decay need to be considered.
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![Graph showing constraints from Higgs measurements on the parameters $\kappa_{125}$ and BR($h_{125} \rightarrow$ NP) as obtained from HiggsSignals-2.3.0. The green and yellow regions are allowed at 95% and 68% confidence level, respectively.]

Figure 4.2: Constraints from Higgs measurements on the parameters $\kappa_{125}$ and BR($h_{125} \rightarrow$ NP) as obtained from HiggsSignals-2.3.0. The green and yellow regions are allowed at 95% and 68% confidence level, respectively.

We use the oblique parameters $S$, $T$ and $U$ described in section 2.4.1 to parametrise constraints from EW precision measurements. The results of refs. [137, 138] are applicable to the TRSM to obtain model predictions for $S$, $T$ and $U$ which are compared to the fit results of [135]. Flavour constraints are not relevant as the singlets neither change the Yukawa sector. We use HiggsBounds-5.4.0 [163–168] to check for agreement with the bounds from searches for additional Higgs bosons (see section 2.4.4).

Important constraints on the model parameter space arise from the signal rate measurements of the $h_{125}$. We use HiggsSignals-2.3.0 [170–173] to test for agreement with the observations at the 2σ level as described in section 2.4.5, i.e. we require $\Delta \chi^2 < 6.18$. These constraints are especially relevant in singlet extensions as there are effectively only two BSM parameters that enter the phenomenology of $h_{125}$ — its coupling scaling factor $\kappa_{125}$ and its BR($h_{125} \rightarrow$ NP) into new particles (see section 4.2.1). A complication may arise in case that two or even all three scalar bosons have a mass around 125 GeV. HiggsSignals then automatically takes into account a possible superposition of their signals in the test against the Higgs rate measurements, see ref. [171] for details.

Assuming that only one scalar boson is responsible for the observed signal at 125 GeV, we show the constraints from Higgs signal rate measurements in the two-dimensional parameter plane $\kappa_{125}$–BR($h_{125} \rightarrow$ NP) in fig. 4.2.4 If no BSM decay modes of $h_{125}$ exist, a lower bound on $\kappa_{125} > 0.963$ at 95% confidence level is obtained. For the other limiting case of exactly SM-like couplings, $\kappa_{125} = 1$, we find a limit of BR($h_{125} \rightarrow$ NP) < 7.3%. The 2σ limit between these two limiting cases approximately follows a linear slope. The

---

4The expected sensitivity of Higgs rate measurements at the high-luminosity (HL)-LHC in this parameter plane has been presented in section 6 of ref. [22].
region $\kappa > 1$ is only included for completeness in fig. 4.2 but cannot be realised in the TRSM, see eq. (4.18).

### 4.3.1 Parameter Scan

Based on these constraints we performed a large scan of the TRSM parameter space using an updated private version of the code ScannerS [7, 125, 249, 290], including all of the constraints described in the previous section. Note that bounds from signal strength measurements are evaluated with HiggsSignals for each point individually. This guarantees that the possibility that two or even all three Higgs bosons may have masses close to 125 GeV and therefore contribute to the observed $h_{125}$ signal is correctly accounted for.

We parametrise the model via the input parameters given in eq. (4.16). For the numerical results presented in section 4.4 we sample the parameter space by independently drawing from uniform distributions for each parameter. We allow for the non-$h_{125}$ Higgs masses and the singlet vevs to lie within

$$
1 \text{ GeV} \leq M_b, M_c, v_X, v_S \leq 1 \text{ TeV}
$$

and vary the mixing angles throughout their allowed range, eq. (4.14). In the parameter scan, we only keep parameter points that pass all constraints. For the benchmark scenarios in section 4.5, we instead fix all parameters apart from the non-$h_{125}$ scalar masses, and scan the two-dimensional parameter space in a grid within the defined parameter ranges.

For the reference $h_{SM}$ production cross sections and BRs, we use the predictions from refs. [175, 291]. The $h_{SM}$ production cross sections and total width are rescaled according to eqs. (4.24) and (4.25) and combined with leading-order decay widths for the Higgs-to-Higgs decays from eq. (4.22). For the $h_{125}$ production rates, we use the results of the N$^3$LO calculation in the gluon fusion (ggF) channel [292]. This calculation uses an effective description of the top-induced contributions. For scalar bosons with masses $M_s \neq 125 \text{ GeV}$ we instead employ results from the NNLO+NNLL calculation [291] that accounts for top-quark mass induced effects up to NLO. Indeed, we find that the predictions of these calculations differ sizeably for masses $M \gtrsim 2m_t$, for instance

$$
\left. \frac{\sigma_{\text{NNLO+NNLL}}}{\sigma_{\text{NNLO}}} \right|_{M=400 \text{ GeV}} \sim 3.
$$

In the following discussion of collider signatures we assume the production of a single scalar state via the dominant ggF process. In some cases, it might be worthwhile to investigate the subdominant Higgs production processes of vector boson fusion or Higgs-Strahlung, $pp \rightarrow V\phi$ ($V = W^\pm, Z$), as these give additional trigger options and may help to reduce the background. We leave the detailed exploration of the prospects for various production modes to future studies.
4.4 Implications of Collider Searches

The additional scalar bosons $h_a \neq h_{125}$ can decay directly to SM particles. The branching ratios of the various SM particle final states ($F_{SM}$) are obtained according to eq. (4.28), and their relative rates (i.e. the ratios of branching ratios for different $F_{SM}$ decay modes) are identical to the corresponding SM predictions for $h_{SM}$ with mass $M_a$. The rate for $h_a \to F_{SM}$ signal processes normalised to the corresponding SM prediction can be expressed as

$$\frac{\sigma(pp \to h_a(+X)) \times BR(h_a \to F_{SM})}{\sigma_{SM}(pp \to h_{SM}(+X)) \times BR(h_{SM} \to F_{SM})} = \kappa_a^2 \cdot (1 - BR(h_a \to NP)) .$$

(4.37)

This quantity is shown in fig. 4.3 as a function of $M_a$ in the low mass region (left) and high mass region (right) for the sampled parameter points that pass all relevant constraints (see section 4.3). For $M_a$ roughly between 12 and 85 GeV LEP searches for $e^+e^- \to h_aZ \to b\bar{b}Z$ [293] lead to an upper limit on the possible signal rate, as shown by the red lines in fig. 4.3 (left). The whole parameter region shown in this plot could be probed at a future ILC [294]. At larger mass values $\gtrsim 190$ GeV, the upper limit originates from LHC searches for $pp \to h_a \to W^+W^-$ and ZZ. The latest ATLAS [295] and CMS [296] limits are overlaid as green and orange lines, respectively, in fig. 4.3 (right). For very large mass values $\gtrsim 700$ GeV direct LHC searches are not yet sensitive to probe the parameter space. In addition, we include in fig. 4.3 the upper limit inferred indirectly via the sum rule, eq. (4.18), from the rate measurements of $h_{125}$. These lead to an upper limit of $\kappa_a^2 \leq 7.3\%$ (see section 2.4), except in the mass region around 125 GeV where $h_a$ potentially contributes to the observed Higgs signal.

The model allows for resonant scalar pair-production at the LHC, or, in other words, the direct production of a single scalar $h_a$ followed by the “symmetric” or “asymmetric” decay into identical or different scalar states, respectively. Specifically,

$$pp \to h_a (+X) \to h_a h_b (+X),$$

(4.38)

$$pp \to h_3 (+X) \to h_1 h_2 (+X),$$

(4.39)

where, in the symmetric case, eq. (4.38), $a = 2$, $b = 1$ or $a = 3$, $b \in \{1, 2\}$, and $X$ denotes not further defined objects that may be produced in association with the scalar state (e.g., jets, vector bosons, etc.). The $h_{125}$ can be either of the three scalar states $h_a$ ($a \in \{1, 2, 3\}$).

Processes of the symmetric type, eq. (4.38), leading to pair production of $h_{125}$ are already being investigated, see e.g. refs. [265–276] for recent LHC Run-II searches. Figure 4.4 (left) shows the 13 TeV LHC cross section for the resonant scalar pair production process $pp \to h_a \to h_{125} h_{125}$ ($a \in \{2, 3\}$) as a function of the $M_a$. Overlaid are the most recent experimental limits on this process from the ATLAS [276] and CMS [273] collaborations. Figure 4.4 (left) illustrates that experimental searches in this channel are beginning to directly constrain the TRSM for resonance masses between around 380 GeV and 550 GeV.
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Figure 4.3: SM-normalised signal strength for an additional Higgs boson decaying to SM particle final states as a function of its mass, $M_a$, for all parameter points passing all relevant constraints. In the low mass region (left panel) we include the observed and expected limit from LEP searches in the $ee \rightarrow h_aZ \rightarrow bbZ$ channel [293]. In the high mass region (right) the ATLAS [295] and CMS [296] observed and expected limits from the latest $pp \rightarrow h_a \rightarrow ZZ/WW$ searches are displayed. The dotted grey line indicates the indirect limit on $\kappa^2$ from Higgs rate measurements.

Figure 4.4: Left panel: Cross section for the process $pp \rightarrow h_a \rightarrow h_{125}h_{125}$ at the 13 TeV LHC as a function of the $h_a$ mass, $M_a$, for all parameter points passing all relevant constraints. The current expected and observed upper limits on this process from ATLAS [276] and CMS [273] are overlaid. Right panel: Total width over mass, $\Gamma_a/M_a$ in the plane of $M_a$ and the decay rate $BR(h_a \rightarrow NP)$. Parameter points with larger $\Gamma_a/M_a$ are plotted on top.
4 Singlet Extensions and Higgs-to-Higgs Decays

Figure 4.5: Possible Higgs-to-Higgs decay signatures involving three neutral (mass ordered) scalars $h_i$ ($i \in \{1, 2, 3\}$): (a) $h_i \rightarrow h_j h_k$ (with $i > j, k$) with successive decay of $h_j$ and $h_k$ to SM particles; (b) $h_3 \rightarrow h_2 h_k$ (with $k \in \{1, 2\}$) with successive decay $h_2 \rightarrow h_1 h_1$ and $h_k$ as well as all $h_1$ decaying to SM particles; (c) $h_3 \rightarrow h_2 h_2 \rightarrow h_1 h_1 h_1$ and all $h_1$ decaying to SM particles.

In contrast, LHC searches [277–283] for the inverted signature of single-production of $h_{125}$ which then decays into a pair of light $h_a$ ($a \in \{1, 2\}$) are not yet sensitive, as the indirect constraint from Higgs signal rates on the possible new decay modes, $\text{BR}(h_{125} \rightarrow \text{NP}) \leq 7.3\%$ (see fig. 4.2), are much stronger than the direct limits from these searches. Currently, the strongest limit from $h_{125} \rightarrow h_a h_a$ searches is obtained in the $b\bar{b}\tau^+\tau^-$ final state [278] at $M_a \simeq 35 \text{ GeV}$, amounting to around $\text{BR}(h_{125} \rightarrow h_a h_a) \leq 25\%$ (assuming $h_a$ to decay exclusively to SM particles) in the TRSM. Both of these processes are under active experimental investigation and we expect the sensitivity to improve in the future.

Figure 4.4 (right) shows the ratio of the total width over the mass, $\Gamma_a/M_a$, in the plane of $M_a$ and the sum of the $h_a$ decays to scalar states, $\text{BR}(h_a \rightarrow \text{NP})$. Parameter points with larger values of $\Gamma_a/M_a$ overlay parameter points with smaller values. We can clearly see that parameter points with larger $\Gamma_a/M_a$ only appear for sizeable decay rates to scalar states. However, overall, $\Gamma_a/M_a$ never exceeds values greater than around 18% in the considered mass range up to 1 TeV. In the discussion of the benchmark scenarios below we will comment on cases where $\Gamma_a/M_a \gtrsim 1\%$.

We will now turn to the more exotic signatures resulting from eqs. (4.38) and (4.39) that
are not yet under active investigation. Following the processes in eqs. (4.38) and (4.39),
the two produced scalar states may decay directly to SM particles. Alternatively, an
$h_2$ final state particle may decay into the two lightest scalars, $h_2 \rightarrow h_1 h_1$. This can
lead to interesting cascade decays resulting in three or four scalar states that eventually
decay to SM particles. The possible decay patterns within our model are depicted in
a generic form in fig. 4.5. Here and in the following we denote final states from Higgs
decays composed of SM particles (i.e. gauge bosons or fermions) generically as $F_{SM}$,
unless otherwise specified. For the more complicated final states we will use $F^n_{SM}$ to
denote an $n$-particle SM final state, where we count the SM particles before their decay
(i.e. $W^\pm$, $Z$, and $t$ are counted as one particle). We find that all possible Higgs-to-Higgs
decay signatures, fig. 4.5, can appear at sizeable rates in the allowed TRSM parameter
space. In the next section we therefore present six two-dimensional benchmark scenarios
that highlight these signatures, and are tailored to initiate dedicated experimental studies
and facilitate the design of corresponding searches.

4.5 Benchmark Scenarios

In this section we define six benchmark scenarios in order to motivate and enable dedicated
experimental studies of Higgs-to-Higgs decay signatures. Each scenario focuses on one (or
more) novel signatures and features a (close-to) maximal signal yield that can be expected
within the model while obeying the constraints described in section 4.3. The benchmark
scenarios are defined as two-dimensional planes where all model parameters except for
the two non-$h_{125}$ scalar masses are fixed. A brief overview of the benchmark scenarios is
given in table 4.1. For each benchmark scenario, BP1–BP6, it specifies the Higgs state
$h_a$ that is identified with $h_{125}$, the target Higgs-to-Higgs decay signature, as well as the
possibilities of phenomenologically relevant\(^5\) successive Higgs decays, potentially leading
to single or double cascade decay signatures (see fig. 4.5).

We employ a factorised approach relying on the narrow width approximation. For each
benchmark scenario we will show both the BR($h_a \rightarrow h_b h_c$) ($a, b, c \in \{1, 2, 3\}$, $a \neq b, c$)
and the cross section

$$
\sigma(pp \rightarrow h_a \rightarrow h_b h_c) = \kappa^2_a \sigma(gg \rightarrow h_{SM})|_{M_a} \cdot \text{BR}(h_a \rightarrow h_b h_c).
$$

(4.40)

In all scenarios where either $b = c$ or $h_{b,c} \equiv h_{125}$ there is only one unknown BSM mass in
the final state $h_b h_c$. In this case we will employ a further factorisation where we present
the decay rate of $h_b h_c \rightarrow F_{SM}$ as a function of the remaining mass parameter. For this
decay rate, we use the short-hand notation

$$
\text{BR}(h_b h_c \rightarrow F_{SM}) = c \cdot \sum_{F_{SM}^i + F_{SM}^j = F_{SM}} \text{BR}(h_b \rightarrow F_{SM}^i)\text{BR}(h_c \rightarrow F_{SM}^j),
$$

(4.41)

\(^5\)For instance, in BP2, the successive decay $h_2 \rightarrow h_1 h_1$ could in principle occur for the case that
$M_1 < 62.5\text{ GeV}$, however, Higgs signal rate measurements strongly constrain the possible BR and we
do not consider this possibility further.
Table 4.1: Overview of the benchmark scenarios: The second column denotes the Higgs mass eigenstate that we identify with $h_{125}$, the third column names the targeted decay mode of the resonantly produced Higgs state, and the fourth column lists possible, relevant cascade decays of the resulting Higgs states.

<table>
<thead>
<tr>
<th></th>
<th>$h_{125}$ target signature</th>
<th>possible cascade decays</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP1</td>
<td>$h_3$ $h_{125} \rightarrow h_1 h_2$</td>
<td>$h_2 \rightarrow h_1 h_1$ if $M_2 &gt; 2M_1$</td>
</tr>
<tr>
<td>BP2</td>
<td>$h_2$ $h_3 \rightarrow h_1 h_{125}$</td>
<td>—</td>
</tr>
<tr>
<td>BP3</td>
<td>$h_1$ $h_3 \rightarrow h_{125} h_2$</td>
<td>$h_2 \rightarrow h_{125} h_{125}$ if $M_2 &gt; 250$ GeV</td>
</tr>
<tr>
<td>BP4</td>
<td>$h_3$ $h_2 \rightarrow h_1 h_1$</td>
<td>—</td>
</tr>
<tr>
<td>BP5</td>
<td>$h_2$ $h_3 \rightarrow h_1 h_1$</td>
<td>—</td>
</tr>
<tr>
<td>BP6</td>
<td>$h_1$ $h_3 \rightarrow h_2 h_2$</td>
<td>$h_2 \rightarrow h_{125} h_{125}$ if $M_2 &gt; 250$ GeV</td>
</tr>
</tbody>
</table>

where $c$ is the appropriate combinatorial factor. The full cross section into a given SM final state can be obtained by

$$
\sigma(pp \rightarrow h_a \rightarrow h_b h_c \rightarrow F_{SM}) = \sigma(pp \rightarrow h_a \rightarrow h_b h_c) \cdot \text{BR}(h_b h_c \rightarrow F_{SM}),
$$

(4.42)

where potential cascades, fig. 4.5, are included in the BR$(h_b h_c \rightarrow F_{SM})$ for $F_{SM}^6$ and $F_{SM}^8$.

The model parameters for the selected benchmark scenarios as well as the coupling scale factors $\kappa_a$ are given in Table 4.2. All cross section values given in the following refer to production of the initial scalar through ggF at the 13 TeV LHC. All of the benchmark scenarios presented in the following are exemplary for the corresponding signature within the TRSM. Similar signatures are possible with different parameter choices and may also appear in different models. As such, the regions of parameter space that are excluded in a benchmark scenario should under no circumstances discourage experimental searches for the corresponding signatures.

4.5.1 BP1 — $h_{125} \rightarrow h_1 h_2$

In the first benchmark scenario, BP1, we identify the heaviest scalar state $h_3$ with $h_{125}$, and focus on the asymmetric decay $h_{125} \rightarrow h_1 h_2$. The parameter values (see Table 4.2a) are chosen such that the couplings of $h_3$ to SM particles are nearly identical to the SM predictions, $\kappa_3 \simeq 1$. At the same time, the parameter choice maximizes — within the experimentally allowed range — the branching ratio BR$(h_{125} \rightarrow h_1 h_2)$, which is shown in Fig. 4.6 (top left) as a function of $M_1$ and $M_2$. In Fig. 4.6 (top right) we show the corresponding cross section for inclusive production via ggF. We find that the BR for $h_3 \rightarrow h_1 h_2$ reaches up to $7 - 8\%$ which translates into a signal cross section of around 3 pb. These maximal branching ratios are reached in the intermediate mass range for $h_2$, $M_2 \sim 60 - 80$ GeV. This feature is caused by the proportionality of the triple Higgs couplings to the masses (see eq. (4.20)). Therefore, although phase space
Table 4.2: Input parameter values (a) and coupling scale factors $\kappa_\alpha$ (b) for the six benchmark planes. The doublet vev is set to $v \approx 246$ GeV and the mass indicated by $h_{125}$ is set to 125.09 GeV for all BPs.

(a) Input parameters

<table>
<thead>
<tr>
<th></th>
<th>$M_1$ (GeV)</th>
<th>$M_2$ (GeV)</th>
<th>$M_3$ (GeV)</th>
<th>$\theta_{hS}$</th>
<th>$\theta_{hX}$</th>
<th>$\theta_{sX}$</th>
<th>$v_S$ (GeV)</th>
<th>$v_X$ (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP1</td>
<td>1 – 62</td>
<td>1 – 124</td>
<td>$h_{125}$</td>
<td>1.435</td>
<td>-0.908</td>
<td>-1.456</td>
<td>630</td>
<td>700</td>
</tr>
<tr>
<td>BP2</td>
<td>1 – 124</td>
<td>$h_{125}$</td>
<td>126 – 500</td>
<td>1.352</td>
<td>1.175</td>
<td>-0.407</td>
<td>120</td>
<td>890</td>
</tr>
<tr>
<td>BP3</td>
<td>$h_{125}$</td>
<td>126 – 500</td>
<td>255 – 650</td>
<td>-0.129</td>
<td>0.226</td>
<td>-0.899</td>
<td>140</td>
<td>100</td>
</tr>
<tr>
<td>BP4</td>
<td>1 – 62</td>
<td>1 – 124</td>
<td>$h_{125}$</td>
<td>-1.284</td>
<td>1.309</td>
<td>-1.519</td>
<td>990</td>
<td>310</td>
</tr>
<tr>
<td>BP5</td>
<td>1 – 124</td>
<td>$h_{125}$</td>
<td>126 – 500</td>
<td>-1.498</td>
<td>0.251</td>
<td>0.271</td>
<td>50</td>
<td>720</td>
</tr>
<tr>
<td>BP6</td>
<td>$h_{125}$</td>
<td>126 – 500</td>
<td>255 – 1000</td>
<td>0.207</td>
<td>0.146</td>
<td>0.782</td>
<td>220</td>
<td>150</td>
</tr>
</tbody>
</table>

(b) Coupling scale factors

<table>
<thead>
<tr>
<th></th>
<th>$\kappa_1$</th>
<th>$\kappa_2$</th>
<th>$\kappa_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP1</td>
<td>0.083</td>
<td>0.007</td>
<td>-0.997</td>
</tr>
<tr>
<td>BP2</td>
<td>0.084</td>
<td>0.976</td>
<td>-0.203</td>
</tr>
<tr>
<td>BP3</td>
<td>0.966</td>
<td>0.094</td>
<td>0.239</td>
</tr>
<tr>
<td>BP4</td>
<td>0.073</td>
<td>0.223</td>
<td>0.972</td>
</tr>
<tr>
<td>BP5</td>
<td>0.070</td>
<td>-0.966</td>
<td>-0.250</td>
</tr>
<tr>
<td>BP6</td>
<td>0.968</td>
<td>0.045</td>
<td>0.246</td>
</tr>
</tbody>
</table>

opens up significantly for light decay products, the branching ratios become smaller for $M_2 < 40$ GeV. In the hatched region in fig. 4.6 the decay rate slightly exceeds the 2σ upper limit inferred from the LHC Higgs rate measurements (using HiggsSignals). For very low masses, $M_{1,2} \lesssim 5$ GeV, the scenario is also constrained by boundedness. We stress again that this excluded area is dependent on our parameter choices and strongly encourage experimental searches to cover the whole mass range.

Due to the sum rule, eq. (4.18), the couplings $\kappa_{1,2}$ have to be very close to zero in order to achieve $\kappa_3 \sim 1$. This means that the couplings of $h_1$ and $h_2$ to SM particles are strongly suppressed. As a result, if the decay channel $h_2 \rightarrow h_1 h_1$ is kinematically open, $M_2 > 2M_1$, it is the dominant decay mode leading to a significant rate for the $h_1 h_1 h_1$ final state. In BP1 we find that $BR(h_2 \rightarrow h_1 h_1) \approx 100\%$ in this kinematic regime (i.e. above the red line in fig. 4.6) with a very sharp transition at the threshold. If in addition $M_1 \gtrsim 10$ GeV the $h_1$ decays dominantly into $b\bar{b}$ leading to a sizeable rate for the $b\bar{b}b\bar{b}b\bar{b}$ final state as shown in fig. 4.6 (bottom right).

If the $h_2 \rightarrow h_1 h_1$ decay is kinematically closed, $M_2 < 2M_1$, both scalars $h_1$ and $h_2$
Figure 4.6: Benchmark plane BP1 for the decay signature $h_{125} \rightarrow h_1 h_2$ with $h_{125} \equiv h_3$, defined in the $(M_1, M_2)$ plane. The colour code shows BR($h_{125} \rightarrow h_1 h_2$) (top left panel) and the 13 TeV-LHC cross section for $pp \rightarrow h_{125} \rightarrow h_1 h_2$ (top right panel). The red line separates the region $M_2 > 2M_1$, where BR($h_2 \rightarrow h_1 h_1$) $\approx 100\%$, from the region $M_2 < 2M_1$, where BR($h_2 \rightarrow F_{SM}$) $\approx 100\%$. The decay rates of $h_1 h_2$ into $bb\bar{b}\bar{b}$ and — through a $h_2 \rightarrow h_1 h_1$ cascade — $b\bar{b}b\bar{b}b\bar{b}$ final states are shown in the bottom left and right panels, respectively.
Figure 4.7: Benchmark plane BP2 for the decay signature $h_3 \rightarrow h_1 h_{125}$ with $h_{125} \equiv h_2$, defined in the $(M_1, M_3)$ plane. The colour code shows $\text{BR}(h_3 \rightarrow h_1 h_{125})$ (left panel) and the cross section for $pp \rightarrow h_3 \rightarrow h_1 h_{125}$ (right panel).

decay directly to SM particles, with BRs identical to a SM-like Higgs boson with the corresponding mass (see fig. 4.1). Therefore, for masses $M_1, M_2 \gtrsim 10$ GeV, the $bb\bar{b}\bar{b}$ final state dominates, as shown in fig. 4.6 (bottom left), while at smaller masses, combinations with $\tau$-leptons and eventually final states containing charm quarks, muons, and photons become relevant.

4.5.2 BP2 $→ h_3 \rightarrow h_1 h_{125}$

In the second benchmark scenario, BP2, we identify $h_{125} \equiv h_2$ and consider the production of $h_3$ followed by the asymmetric decay $h_3 \rightarrow h_1 h_{125}$. The scenario is defined in the $(M_1, M_3)$ parameter plane, and the remaining parameters are fixed to the values given in table 4.2a. The mixing angles are chosen such that the production rate of $h_3$ is maximised, while the $h_2$ properties remain consistent with the measured Higgs signal rates. This results in a $h_3$ production rate of roughly 4% of the production cross section for a $h_{\text{SM}}$ at the same mass.

The phenomenology of BP2 is illustrated by fig. 4.7. The $\text{BR}(h_3 \rightarrow h_1 h_2)$ shown in fig. 4.7 (left) mostly stays above 20% for $M_3 \lesssim 350$ GeV, reaching maximal values of around $50 - 55\%$ in the low mass region, $M_3 \sim 150 - 170$ GeV. In this region, the corresponding cross section in fig. 4.7 (right) is about 0.6 pb. It remains above 50 fb as long as $M_3 \lesssim 450$ GeV. The shaded region in fig. 4.7 is excluded by boundedness of the scalar potential. Again, this constraint depends strongly on the values of the model parameters and should not discourage experimental efforts to perform model-independent searches in this mass range. The total width of $h_3$ can reach maximal values of $\Gamma_3/M_3 \sim 1.1\%$ in this benchmark scenario for $M_3 \gtrsim 480$ GeV.
The decay rates of $h_1 h_2$ into selected SM final states as a function of $M_1$ in BP2.

Besides the asymmetric decay $h_3 \rightarrow h_1 h_2$ the symmetric decays $h_3 \rightarrow h_1 h_1$ and $h_3 \rightarrow h_2 h_2$ are also present in this scenario. The BR($h_3 \rightarrow h_1 h_1$) is $\gtrsim 25\%$ in the mass range $M_3 \lesssim 250\text{ GeV}$. The decay mode $h_3 \rightarrow h_2 h_2$ only becomes kinematically open for $M_3 \gtrsim 2 M_2 = 250\text{ GeV}$, and reaches BRs up to $\sim 28\%$. Although these rates are not negligible in BP2, we shall define dedicated benchmark scenarios BP5 and BP6 below, where these decay modes clearly dominate.

### 4.5.3 BP3 — $h_3 \rightarrow h_{125} h_2$

In benchmark scenario BP3 we identify $h_{125} = h_1$ and consider the production of $h_3$ followed by the asymmetric decay $h_3 \rightarrow h_{125} h_2$. Similar to the BP2 scenario the mixing angles are chosen to maximize $\kappa_3^2 \approx 5.7\%$ and BR($h_3 \rightarrow h_1 h_2$). The benchmark plane corresponding to the parameters given in table 4.2a is shown in fig. 4.9.

The BR($h_3 \rightarrow h_{125} h_2$) shown in fig. 4.9 (left) is $\gtrsim 35\%$ throughout the benchmark plane except for the region very close to threshold. It reaches values around 50\% in the parameter region $M_3 \lesssim 2 M_2$. The signal cross section, $\sigma(pp \rightarrow h_3 \rightarrow h_1 h_2)$ shown in fig. 4.9 (right), reaches up to 0.3 pb while $M_3 \lesssim 500\text{ GeV}$. At large values of $M_3 \gtrsim 500 - 600\text{ GeV}$ the parameter space is partly constrained by perturbative
Figure 4.9: Benchmark plane BP3 for the decay signature $h_3 \to h_{125}h_2$ with $h_{125} \equiv h_1$, defined in the $(M_2, M_3)$ plane. The colour code shows $\text{BR}(h_3 \to h_{125}h_2)$ (left panel) and the cross section for $pp \to h_3 \to h_{125}h_2$ (right panel). The shaded regions are excluded by boundedness from below, perturbative unitarity, and searches for heavy scalar resonances in diboson final states [295, 296].

unitarity, and if simultaneously $M_1 \lesssim 150\,\text{GeV}$ the potential can become unbounded from below, as indicated by the shaded regions. Very close to its kinematic threshold, $M_3 \approx M_1 + 125\,\text{GeV}$, the decay $h_3 \to h_{125}h_1$ is strongly suppressed. In this case, constraints can be derived from current LHC searches for heavy resonances, in particular for the process $pp \to h_3 \to ZZ$ [295, 296]. The total width of $h_3$ is maximal for the largest allowed values of $M_3$ and reaches $\Gamma_3/M_3 \approx 4\%$ for $M_3 \gtrsim 600\,\text{GeV}$.

If $M_2 < 250\,\text{GeV}$, BSM decay modes of $h_2$ are forbidden and its BRs are identical to an $h_{\text{SM}}$ of the same mass (see fig. 4.1). In this region the dominant final states of $h_{125}h_2 \to F_{\text{SM}}$ involve $b$-quarks and heavy gauge bosons as shown in fig. 4.10. As soon as $M_2 > 250\,\text{GeV}$ the decay $h_2 \to h_{125}h_{125}$ becomes dominant, quickly reaching BRs of $\sim 70\%$. Above threshold this BR remains largely independent of $M_2$. The decay rates of the resulting $h_{125}h_{125}$ into the most important six particle SM final states, $F_{\text{SM}}^6$, are given in table 4.3. The first row lists the direct decay rates of $h_{125}h_{125}$ while the second row includes the factor $\text{BR}(h_2 \to h_{125}h_{125}) \approx 68\%$, which is an approximation averaged over the mass region $260\,\text{GeV} < M_2 < 500\,\text{GeV}$. The resulting values can thus be compared directly to decay rates of the four particle $F_{\text{SM}}^4$ in fig. 4.10. For instance, rates for $b\bar{b}b\bar{b}b\bar{b}$, $b\bar{b}bW^+W^-$ and $b\bar{b}W^+W^-$ final states are of comparable size for $M_2 \gtrsim 270\,\text{GeV}$.

In BP3, the competing symmetric decay $h_3 \to h_2h_2$ reaches BRs of $\sim 20\%$ if kinematically allowed. Otherwise the decay $h_3 \to h_{125}h_{125}$ reaches similar values (and becomes dominant in the threshold region, $M_3 \sim M_1 + M_2$).
Figure 4.10: Branching ratios of the $h_{125}h_2$ state as a function of $M_2$ for BP3. Included are a selection of the decay modes into SM particles as well as the cascade decay to $h_{125}h_{125}h_{125}$.

Table 4.3: Decay rates of $h_{125}h_{125}h_{125} \rightarrow F_{SM}^{6}$ in BP3. The second row gives the corresponding rates originating from $h_2h_{125}$, assuming BR($h_2 \rightarrow h_{125}h_{125}$) $\approx$ 68%.

| BR($X \rightarrow F_{SM}^{6}$) in % | 6b | 4b2W | 2b4W | 4b2$\tau$ | 4b2Z | 4b2$\gamma$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{125}h_{125}h_{125}$</td>
<td>20</td>
<td>22</td>
<td>7.8</td>
<td>6.6</td>
<td>2.8</td>
<td>0.24</td>
</tr>
<tr>
<td>$h_2h_{125}$</td>
<td>14</td>
<td>15</td>
<td>5.3</td>
<td>4.5</td>
<td>1.9</td>
<td>0.16</td>
</tr>
</tbody>
</table>

4.5.4 BP4 $\rightarrow h_2 \rightarrow h_1h_1$ with $h_{125} \equiv h_3$

We now turn to the symmetric Higgs-to-Higgs decay signatures. In benchmark scenario BP4 we identify $h_{125} \equiv h_3$ and focus on the production of $h_2$ followed by its decay $h_2 \rightarrow h_1h_1$. In order to avoid constraints from the Higgs rate measurements on the possible decays $h_{125} \rightarrow h_ah_b \ (a,b \in \{1,2\})$, the relevant couplings must be tuned to rather small values while keeping $\kappa_a^2$ relatively large to ensure sizeable direct production of $h_2$. The parameter choices for BP4 are listed in table 4.2.

Figure 4.11 shows the collider phenomenology of BP4. The branching ratio BR($h_2 \rightarrow h_1h_1$) is larger than 40% throughout the allowed parameter plane, as shown in fig. 4.11 (left). For $M_2 \gtrsim 40$ GeV it is by far the dominant decay mode of $h_2$ with a BR of more than 90%. As the produced scalar boson is light, the cross sections shown in fig. 4.11 (right) are enhanced by the large ggF cross section for light scalars. Even though $h_2$ is only produced with a rate of about $\kappa_2^2 \sim 5\%$ of the $h_{SM}$ cross section at the same mass we still obtain cross sections of $\mathcal{O}(100\text{ pb})$ in the low mass region $M_2 \lesssim 20$ GeV. However, this parameter region is partly constrained by LEP searches for $e^+e^- \rightarrow Zh_2 \rightarrow Z(b\bar{b})$ [293]. For $M_2 \geq 20$ GeV this limit becomes insensitive as BR($h_2 \rightarrow h_1h_1$) increases when the
corresponding coupling is no longer suppressed by small Higgs masses (see section 4.2.1). The cross section in this region can still reach 60 pb. However, the signature remains experimentally challenging as the decay products for these low $M_1$ will be very soft.

The rates for the decay modes of $h_1h_1$ into SM particles are shown in fig. 4.12. For $M_1 \gtrsim 10$ GeV the decay into $b\bar{b}b\bar{b}$ is dominant followed by $b\bar{b}\tau^+\tau^-$. For even lighter $M_1$ the predominant decay is into charm quarks.

### 4.5.5 **BP5** — $h_3 \rightarrow h_1 h_1$ with $h_{125} \equiv h_2$

In the benchmark plane **BP5** we identify $h_{125} \equiv h_2$ and consider the production of the heavier scalar $h_3$ followed by its symmetric decay to the lightest scalar, $h_3 \rightarrow h_1 h_1$. In our parameter scan of the TRSM (see section 4.3.1) we found that parameter points exhibiting a sizeable $pp \rightarrow h_3 \rightarrow h_1 h_1$ rate also tend to be strongly constrained by the Higgs signal strength measurements if $2M_1 < 125$ GeV. In addition, if kinematically accessible, the decay modes $h_3 \rightarrow h_{125}h_{125}$ and/or $h_3 \rightarrow h_1h_{125}$ tend to dominate over the decay $h_3 \rightarrow h_1h_1$. In order to define a suitable benchmark scenario for the $pp \rightarrow h_3 \rightarrow h_1 h_1$ process it is therefore necessary that all triple Higgs couplings except for $\lambda_{113}$ are small while not overly suppressing $\kappa_3$. The chosen parameter values of **BP5** are given in table 4.2.

The phenomenology of **BP5** is shown in fig. 4.13. Throughout the parameter plane $\text{BR}(h_3 \rightarrow h_1 h_1)$ — shown in fig. 4.13 (left) — exceeds 85% and approaches 100% for low values of $M_3$. The heavy scalar $h_3$ is produced at a rate of around $\kappa_3^2 \approx 6\%$ of the corresponding prediction for $h_{3\text{SM}}$. Figure 4.13 (right) shows the resulting signal cross sections of $\mathcal{O}(0.1 - 1\text{ pb})$ with maximal values around 3 pb for light $M_3 \lesssim 150$ GeV. The
Figure 4.12: Decay rates of $h_1 h_1 \to F^{4}_{\text{Sm}}$ in BP4 and BP5 for selected SM decay modes as a function of $M_1$.

Figure 4.13: Benchmark plane BP5 for the decay signature $h_3 \to h_1 h_1$ with $h_{125} \equiv h_2$, defined in the ($M_1, M_3$) plane. The colour code shows BR($h_3 \to h_1 h_1$) (a) and the cross section for $pp \to h_3 \to h_1 h_1$ (b). The shaded region is excluded by searches for resonant double Higgs production [270, 273] via HiggsBounds.
Figure 4.14: Benchmark plane BP6 for the decay signature $h_3 \rightarrow h_2 h_2$ with $h_{125} \equiv h_1$, defined in the ($M_2, M_3$) plane. The colour code shows $\text{BR}(h_3 \rightarrow h_2 h_2)$ (left panel) and the cross section for $pp \rightarrow h_3 \rightarrow h_2 h_2$ (right panel). The shaded region at large $M_3$ is excluded by perturbative unitarity. The shaded region at $M_2 \sim 125\text{ GeV}$ is excluded by searches for resonant double Higgs production [273], and the shaded parameter region around $M_2 \approx 160\text{ GeV}$, $M_3 \approx 330\text{ GeV}$ by an ATLAS search for $h_3 \rightarrow h_2 h_2 \rightarrow W^+ W^- W^+ W^-$ [266] via HiggsBounds.

parameter region at $M_1 \gtrsim 120\text{ GeV}$ and $M_3 \gtrsim 350\text{ GeV}$ is constrained by LHC Higgs searches for resonant double Higgs production [270, 273]. These are applied under the assumption that $h_1$ cannot be experimentally distinguished from $h_{125} \equiv h_2$ if they are close in mass and thus contributes to the predicted signal rate for this process.

The decay rates of $h_1 h_1 \rightarrow F^2_{\text{SM}}$ can again be found in fig. 4.12. They are identical to those discussed for BP4 since the BRs of $h_1$ are always identical to those of $h_{\text{SM}}$ at the same mass (see section 4.2.1). However, now the scenario extends to $M_1$ values up to 125 GeV, and with increasing $M_1$ the final state $b\bar{b}W^+ W^-$ becomes sizeable. In contrast to BP4, the two $h_1$ may be boosted if $M_3 \gg 2M_1$, leading to collimated $h_1$ decay products. This may provide an additional experimental handle by enabling the use of jet-substructure techniques and reducing combinatorial background. Boosted decay products may also lead to an increased trigger sensitivity.

### 4.5.6 BP6 — $h_3 \rightarrow h_2 h_2$ with $h_{125} \equiv h_1$

In benchmark plane BP6 we identify $h_{125} \equiv h_1$ and consider the production of the heaviest scalar $h_3$ followed by its symmetric decay $h_3 \rightarrow h_2 h_2$. This constrains the mass range for $h_3$ to values $M_3 > 250\text{ GeV}$. In combination with the suppression of $\kappa_3$ due to the sum rule, eq. (4.18), the resulting production cross sections are rather low. The input parameters for BP6 are listed in table 4.2.
Figure 4.15: Branching ratios of the $h_2h_2$ state of BP6. The left panel contains a selection of final states from direct decays of $h_2 \rightarrow F_{SM}$ and (inclusive) decays involving $h_2 \rightarrow h_{125}h_{125}$ (both single and double cascade). The right panel shows the most important six particle SM final states, $F_{SM}^6$, that originate from a single cascade $h_2h_2 \rightarrow h_{125}h_{125}F_{SM}$.

Figure 4.14 shows the resulting ($M_2, M_3$) parameter plane. The decay channel $h_3 \rightarrow h_2h_2$ — shown in fig. 4.14 (left) — is the dominant decay mode of $h_3$ over the entire accessible parameter range with a BR $\gtrsim 75\%$ except close to the kinematic threshold. The heavy scalar $h_3$ is produced with about $\kappa_3^2 = 6\%$ of the corresponding $h_{SM}$ rate. The resulting cross section in fig. 4.14 (right) reaches $\sim 0.5\,\text{pb}$ in the low mass range, $M_3 \lesssim 400\,\text{GeV}$, where $h_2$ decays directly to SM particles. The cross sections in the mass range $M_3 \gtrsim 600\,\text{GeV}$, which is interesting for cascade decays, can reach up to $100\,\text{fb}$ for $pp \rightarrow h_3 \rightarrow h_2h_2$. In BP6 the total width of $h_3$ can reach up to $\Gamma_3/M_3 \sim 14\%$ without violating the perturbative unitarity constraint. Therefore, it may be important to include finite width effects in experimental analyses of this scenario.

The shaded region at large masses, $M_3 \gtrsim 800\,\text{GeV}$, indicates that the parameter region is in conflict with perturbative unitarity. Additionally, experimental searches [273] are beginning to probe the region $M_2 \sim 125\,\text{GeV}$. Similar to the discussion of BP5, this is a limit on $h_3 \rightarrow h_{125}h_{125}$ which is sensitive under the assumption that $h_2$ and $h_1 \equiv h_{125}$ cannot be experimentally distinguished from each other if they are close in mass. Moreover, a first ATLAS search for the signature $pp \rightarrow h_3 \rightarrow h_2h_2 \rightarrow W^+W^-W^+W^-$ [266] constrains a small region around $M_2 \sim 160\,\text{GeV}$, $M_3 \approx 330\,\text{GeV}$, as shown in fig. 4.14. We expect this analysis to sensitively probe the BP6 scenario in the future provided that the currently considered mass range is extended. The ATLAS search only considers $h_3$ masses up to the $t\bar{t}$ threshold, $M_3 \lesssim 340\,\text{GeV}$. However, in our scenario the $W^+W^-W^+W^-$ final state remains the dominant SM final state of $h_3$ even beyond the $t\bar{t}$ threshold.

Figure 4.15 shows the decay rates of $h_2h_2 \rightarrow F_{SM}$ in BP6. At low $M_2 < 250\,\text{GeV}$ only $h_2 \rightarrow F_{SM}$ decays are kinematically allowed. As shown in fig. 4.15 (left), the dominant final state is $W^+W^-W^+W^-$ followed by $b\bar{b}W^+W^-$ at low masses and $W^+W^-ZZ$ at
larger mass values.

For $M_2 \gtrsim 250 \text{ GeV}$ all three classes of decay chains from fig. 4.5 can occur in BP6: direct decays of $h_2 h_2 \to F_{SM}^8$, single cascade decays $h_2 h_2 \to h_{125} h_{125} h_{125} \to F_{SM}^8$, and double cascade decays $h_2 h_2 \to h_{125} h_{125} h_{125} h_{125} \to F_{SM}^8$, where the latter leads to a spectacular final state composed of four $h_{125}$. The rates for direct decays of $h_2 h_2 \to F_{SM}^4$ are given in fig. 4.15 (left). The dominant final states of this class are $W^+W^-W^+W^-$ and $W^+W^-ZZ$, with $W^+W^-tt$ becoming comparable at high $M_2$. Figure 4.15 (left) also shows the “inclusive” branching ratio for the single cascade $h_{125} h_{125} F_{SM}$ (summed over all possible $h_2 \to F_{SM}$) and the double cascade decay rate to the $h_{125} h_{125} h_{125} h_{125}$ final state.

The decay rates of $h_2 h_2$ into various six-particle SM final states via the single cascade decay are shown in the right panel of fig. 4.15. The most important decay modes involve $b$ quarks and $W$ bosons and — due to combinatorial enhancement — have decay rates comparable to the four-particle final states. The decay $h_2 h_2 \to h_{125} h_{125} h_{125} \to bbbbW^+W^-$ is the third most likely decay mode of $h_2 h_2$ for $250 \text{ GeV} < M_2 < 350 \text{ GeV}$.

The decay rates of $h_{125} h_{125} h_{125} h_{125} \to F_{SM}^8$ following a double cascade decay are independent of the model parameters. They are given in table 4.4. Since the double cascade decay indicated in fig. 4.15 (left) is almost independent of $M_2$ we include in the second row of table 4.4 an approximate rate for the decay of $h_2 h_2$ into an eight-particle SM final state through the double cascade. For this we use the averaged $\text{BR}(h_2 h_2 \to h_{125} h_{125} h_{125} h_{125}) = 14.5 \%$ evaluated in the mass range $260 \text{ GeV} < M_2 < 500 \text{ GeV}$. The most important eight-particle final states are all combinations of decays into $b$ quarks and $W$ bosons — the most likely decay products of $h_{125}$. Due to combinatorial factors their overall branching fractions are, again, in some cases comparable to the four- and six-particle final states. For example, the $bbbbW^+W^-$ final state has rates similar to the $ZZZZ$ final state for masses $M_3 \sim 300 – 350 \text{ GeV}$.

### 4.6 Conclusions

In this chapter, we have presented the collider phenomenology of a simple extension of the SM Higgs sector — the TRSM — where two real scalar singlet fields are added to the particle content. We have imposed a discrete $\mathbb{Z}_2$ symmetry for each scalar singlet field that is spontaneously broken by the the vevs. Consequently, all scalar fields mix with
each other, leading to three neutral CP-even Higgs mass eigenstates $h_a$ ($a = 1, 2, 3$). Any of these states can be identified with the $h_{125}$ observed at the LHC. We have discussed current collider constraints on the model in detail and have illustrated the impact of the most constraining searches for additional Higgs bosons on the TRSM parameter space.

The model leads to an interesting collider phenomenology for searches for the additional Higgs states. Following the single production of one of the Higgs states, $h_a$, this state can either decay directly to SM particles, or it can decay into two lighter Higgs states, $h_a \to h_b h_c$, where the lighter states can either be identical (“symmetric” Higgs-to-Higgs decays with $b = c = 1, 2$), or different (“asymmetric” Higgs-to-Higgs decays with $b = 1$, $c = 2$). Successive decays of the second-lightest Higgs state to the lightest Higgs state, $h_2 \to h_1 h_1$, may be possible if kinematically allowed. This leads to interesting Higgs-to-Higgs cascade decay signatures, in particular, $h_3 \to h_1 h_2 \to h_1 h_1 h_1$ (“single cascade”) and $h_3 \to h_2 h_2 \to h_1 h_1 h_1$ (“double cascade”), as shown in fig. 4.5. We find that rates for all these possible Higgs-to-Higgs decays can in general be sizeable, easily dominating the direct decay modes to SM particles.

Many of these Higgs-to-Higgs decay signatures have not been investigated experimentally to date. We have therefore presented six two-dimensional benchmark scenarios to facilitate the design of dedicated experimental searches. Each scenario is defined such that one of the novel signatures has a nearly-maximal signal rate, while still obeying all theoretical and experimental constraints on the model. Moreover, as the model can be parametrised conveniently in terms of the relevant physical parameters, i.e. the three Higgs masses, three mixing angles (governing the Higgs coupling strengths to SM particles) and the three vevs, the benchmark scenarios can cover the entire kinematical phase space for the decay signatures, thus rendering them as ideal references for experimental searches.

For each benchmark scenario, we discussed in detail the rates of the relevant decays, as well as the expected cross sections in the TRSM at the 13 TeV LHC. We furthermore provided an overview of the most relevant SM particle final states, as a function of the relevant mass parameters. This should provide a first step for experimental analyses to estimate the discovery potential of corresponding searches. We expect that some of the presented signatures can already be probed sensitively at the LHC with the data of $\sim 150$ fb$^{-1}$ per experiment collected during Run-II.

It should be kept in mind that the Higgs-to-Higgs decay signatures (and potentially also the cascade decays) discussed here can generically appear also in other BSM models that feature three (or more) Higgs states. In that case, however, the Higgs coupling properties do not necessarily agree with those of the TRSM. This may result in different production rates of the resonantly-produced Higgs state, as well as different decay rates, in particular concerning the Higgs decays to SM particles. It is therefore important that future experimental searches present their results as limits — or ideally measurements — of the approximately model-independent signal rate, as a function of the relevant kinematical quantities (Higgs masses and, possibly, total widths). Furthermore, Higgs-to-Higgs decays to possible SM particle final states that are not dominant in the TRSM...
may still be worthwhile to probe experimentally, as the anticipated rates may be different in other models.

The exploration of the scalar sector — leading to a better understanding of the mechanism of electroweak symmetry breaking — is one of the most important scientific goals of the LHC programme. This endeavour requires an open-minded and unbiased view on the potential collider signatures of new scalars. Our discussion of the TRSM and the presented benchmark scenarios demonstrate that there is a plethora of currently unexplored collider signatures involving Higgs-to-Higgs decays, and we hope that this work will initiate and facilitate the design of corresponding LHC searches in the near future.

In the next chapter, we turn to BSM models that introduce new sources of CP violation into the scalar sector. The CP-violating 2HDM discussed there also features three neutral Higgs bosons that mix with each other and can produce Higgs-to-Higgs decay signatures — similar to those discussed in this chapter — which we have studied in ref. [1]. However, in the next chapter we will instead focus on the consequences of CP-violating extended Higgs sectors for measurements of $h_{125}$ couplings and CP-violating observables.


5 CP Violation in Visible and Invisible Higgs Sectors

In this chapter, we discuss the phenomenology of two minimal models with CP-violating scalar sectors — one where CP violation is strongly constrained and one where it is hidden in a dark sector. We have published the results in the first section in ref. [1] and those discussed in the second section in ref. [2].

5.1 CP Violation in the 2HDM

We have introduced the two-Higgs-doublet model (2HDM) in section 2.5.1. In this section we study the phenomenology of the CP-violating 2HDM with a focus on the possibilities for a CP-odd admixture to the 125 GeV Higgs boson ($h_{125}$). The 2HDM scalar potential with a softly broken $Z_2$ symmetry, $\Phi_2 \rightarrow -\Phi_2$, is given by

\[
V = m_1^2 |\Phi_1|^2 + m_2^2 |\Phi_2|^2 - \left(m_{12}^2 \Phi_1^\dagger \Phi_2 + \text{H.c.}\right) + \frac{\lambda_1}{2} (\Phi_1^\dagger \Phi_1)^2 + \frac{\lambda_2}{2} (\Phi_2^\dagger \Phi_2)^2 + \lambda_3 (\Phi_1^\dagger \Phi_1)(\Phi_2^\dagger \Phi_2)
+ \lambda_4 (\Phi_1^\dagger \Phi_2)(\Phi_2^\dagger \Phi_1) + \left[\frac{\lambda_5}{2} (\Phi_1^\dagger \Phi_2)^2 + \text{H.c.}\right].
\]

As discussed in section 2.5.1, this $Z_2$ symmetry is extended to the Yukawa sector in order to realise natural flavour conservation (NFC) leading to the four Yukawa types (see section 2.1). All couplings except for $m_{12}^2$ and $\lambda_3$ are required to be real by hermiticity of the Lagrangian. This scalar potential has six real and two complex parameters for a total of ten real parameters. This softly broken $Z_2$ symmetric 2HDM is the minimal scalar extension of the SM that allows for CP violation.

Expanding each of the doublets $\Phi_i$ ($i = 1, 2$) around the (in general complex) vacuum expectation values (vevs) $v_1$ and $v_2$ in terms of the complex charged fields ($\phi_1^+$) and the real neutral fields ($\rho_i$ and $\eta_i$) yields

\[
\Phi_1 = \begin{pmatrix} \phi_1^+ \\ v_1 + \rho_1 + i\eta_1 \end{pmatrix}, \quad \Phi_2 = \begin{pmatrix} \phi_2^+ \\ v_2 + \rho_2 + i\eta_2 \end{pmatrix}.
\]
The corresponding stationarity conditions, eq. (3.2), for the potential are

\[ \text{Re}(m_{12}^2)v_2 = m_{11}^2v_1 + \frac{\lambda_1}{2}v_1^3 + \frac{\lambda_{345}}{2}v_1v_2, \]  
(5.3)

\[ \text{Re}(m_{12}^2)v_1 = m_{22}^2v_2 + \frac{\lambda_2}{2}v_2^3 + \frac{\lambda_{345}}{2}v_1^2v_2, \]  
(5.4)

\[ 2\text{Im}(m_{12}^2) = v_1v_2\text{Im}(\lambda_5), \]  
(5.5)

with

\[ \lambda_{345} \equiv \lambda_3 + \lambda_4 + \text{Re}(\lambda_5). \]  
(5.6)

We define the phases \( \phi(m_{12}^2) \) and \( \phi(\lambda_5) \) of the complex parameters as

\[ m_{12}^2 = |m_{12}^2|e^{i\phi(m_{12}^2)}, \quad \lambda_5 = |\lambda_5|e^{i\phi(\lambda_5)}. \]  
(5.7)

It is always possible to absorb any phase of \( v_1 \) and \( v_2 \) into these phases of the parameters through a field redefinition. Assuming \( v_1 \) and \( v_2 \) to be real the condition [297]

\[ \phi(\lambda_5) \neq 2\phi(m_{12}^2) \]  
(5.8)

ensures that the two phases cannot be removed simultaneously and CP violation in the Higgs sector occurs. We call the region of parameter space where the inequality, eq. (5.8), is satisfied the CP-violating 2HDM (C2HDM) (see e.g. refs. [1, 25, 297–300]). If \( \phi(\lambda_5) = 2\phi(m_{12}^2) \) for real \( v_1 \) and \( v_2 \) the model can be expressed as a real (CP-conserving) 2HDM (R2HDM) through a rephasing of the SU(2)_L doublets.

It is useful to introduce the Higgs basis \( \{H_1, H_2\} \) through the field rotation

\[
\left(\begin{array}{c}
H_1 \\
H_2
\end{array}\right) = \left(\begin{array}{cc}
\cos \beta & \sin \beta \\
-\sin \beta & \cos \beta
\end{array}\right) \left(\begin{array}{c}
\Phi_1 \\
\Phi_2
\end{array}\right)
\]
(5.9)

with \( \tan \beta = v_2/v_1 \), to separate the would-be goldstone bosons from the physical degrees of freedom. The resulting doublets in the Higgs basis are given by

\[
H_1 = \left(\begin{array}{c}
\frac{1}{\sqrt{2}}(v + H^0 + iG^0)
\end{array}\right), \quad H_2 = \left(\begin{array}{c}
\frac{1}{\sqrt{2}}(R^0 + iI^0)
\end{array}\right).
\]
(5.10)

The electroweak (EW) vev \( v = \sqrt{v_1^2 + v_2^2} \approx 246 \text{ GeV} \) along with the Goldstone bosons \( G^\pm \) and \( G^0 \) is now separated into \( H_1 \), while the charged Higgs mass eigenstates \( H^\pm \) are in \( H_2 \). The neutral Higgs mass eigenstates \( H_i \) \( (i = 1, 2, 3) \) can then obtained from the three neutral fields \( \rho_1, \rho_2 \) and \( I_2 \) via the rotation

\[
\left(\begin{array}{c}
H_1 \\
H_2 \\
H_3
\end{array}\right) = R \left(\begin{array}{c}
\rho_1 \\
\rho_2 \\
I_2
\end{array}\right)
\]
(5.11)

which diagonalises their \( 3 \times 3 \) mass matrix \( M^2 \) through

\[
RM^2R^T = \text{diag}(m_{H_1}^2, m_{H_2}^2, m_{H_3}^2).
\]
(5.12)
We parametrise the orthogonal mixing matrix $R$ through three mixing angles $\alpha_{1,2,3}$ as

$$
R = \begin{pmatrix}
 c_1 c_2 & s_1 c_2 & s_2 \\
 -(c_1 s_2 s_3 + s_1 c_3) & c_1 c_3 - s_1 s_2 s_3 & -s_1 s_2 c_3 \\
-c_1 s_2 c_3 + s_1 s_3 & -(c_1 s_3 + s_1 s_2 c_3) & c_2 c_3
\end{pmatrix},
$$

(5.13)

with $s_i = \sin \alpha_i$ and $c_i = \cos \alpha_i$ ($i = 1, 2, 3$). Without loss of generality, these angles can be chosen to lie in the range

$$
-\frac{\pi}{2} \leq \alpha_{1,2,3} < \frac{\pi}{2}.
$$

(5.14)

The Higgs mass eigenstates resulting from these diagonalisation are by definition ordered as

$$
m_{H_1} \leq m_{H_2} \leq m_{H_3}.
$$

(5.15)

Out of the ten real parameters of eq. (5.1) one is removed by the relation eq. (5.5). We express the remaining nine parameters through

$$
m_{H_a}, \ m_{H_b}, \ m_{H^*}, \ v = \sqrt{v_1^2 + v_2^2}, \ \tan \beta, \ \alpha_1, \ \alpha_2, \ \alpha_3, \ \Re(m_{12}^2),
$$

(5.16)

using eqs. (5.3), (5.4) and (5.12). In this parametrisation the mass of the third scalar — $m_{H_3}$ where $a, b, c \in \{1, 2, 3\}$ with $a \neq b \neq c$ — is not independent but given through the other two scalar masses and the mixing matrix $R$ as

$$
m_{H_c}^2 = \frac{m_{H_a}^2 R_{a3} (R_{a2} \tan \beta - R_{a1}) + m_{H_b}^2 R_{b3} (R_{b2} \tan \beta - R_{b1})}{R_{c3} (R_{c1} - R_{c2} \tan \beta)},
$$

(5.17)

where no summation over repeated indices is implied.

Since both doublets have direct gauge couplings and can also couple to fermions, the C2HDM has a considerably more complicated coupling structure compared to the pure singlet extension discussed in chapter 4. The Higgs couplings to massive gauge bosons $V \in \{W, Z\}$ are

$$
c(H_iVV) g_{h_{\text{SM}}VV},
$$

(5.18)

where $g_{h_{\text{SM}}VV}$ is the corresponding coupling of a SM-like Higgs boson $(h_{\text{SM}})$ of the same mass. The effective coupling is given by

$$
c(H_iVV) = \cos \beta R_{i1} + \sin \beta R_{i2}.
$$

(5.19)

Note that this coupling is identical to the one in the R2HDM. The CP violation in the C2HDM occurs through mixing between CP-even states — with standard gauge couplings — and CP-odd states — with no gauge couplings at all. Therefore, the gauge couplings of the $H_i$ are simply the gauge coupling of the CP-even admixture to $H_i$. CP-violating anomalous gauge couplings for the $H_i$ are only generated at the loop level and are usually too small to be currently observed.

---

1This convention relates to the one used in eq. (4.13) through $\theta_{hS} = -\alpha_1, \ \theta_{hX} = -\alpha_2, \ \theta_{SX} = -\alpha_3$.

2We will discuss anomalous triple gauge couplings in more detail in the next section where they turn out to be the only possibility to observe CP violation.
Table 5.1: Effective Yukawa couplings of the Higgs bosons $H_i$ in the C2HDM. The expressions correspond to $\epsilon^e(H_i fff) + i\epsilon^o(H_i fff)\gamma_5$ from eq. (5.20).

<table>
<thead>
<tr>
<th></th>
<th>$u$-type</th>
<th>$d$-type</th>
<th>leptons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type I</td>
<td>$\frac{R_2}{s_\beta} - i\frac{R_3\gamma_5}{t_\beta}$</td>
<td>$\frac{R_2}{s_\beta} + i\frac{R_3\gamma_5}{t_\beta}$</td>
<td>$\frac{R_2}{s_\beta} + i\frac{R_3\gamma_5}{t_\beta}$</td>
</tr>
<tr>
<td>Type II</td>
<td>$\frac{R_2}{s_\beta} - i\frac{R_3\gamma_5}{t_\beta}$</td>
<td>$\frac{R_4}{c_\beta} - i\frac{t_\beta R_3\gamma_5}{c_\beta}$</td>
<td>$\frac{R_4}{c_\beta} - i\frac{t_\beta R_3\gamma_5}{c_\beta}$</td>
</tr>
<tr>
<td>Lepton-Specific</td>
<td>$\frac{R_2}{s_\beta} - i\frac{R_3\gamma_5}{t_\beta}$</td>
<td>$\frac{R_4}{c_\beta} - i\frac{R_3\gamma_5}{c_\beta}$</td>
<td>$\frac{R_4}{c_\beta} - i\frac{R_3\gamma_5}{c_\beta}$</td>
</tr>
<tr>
<td>Flipped</td>
<td>$\frac{R_2}{s_\beta} - i\frac{R_3\gamma_5}{t_\beta}$</td>
<td>$\frac{R_4}{c_\beta} - i\frac{R_3\gamma_5}{c_\beta}$</td>
<td>$\frac{R_4}{c_\beta} - i\frac{R_3\gamma_5}{c_\beta}$</td>
</tr>
</tbody>
</table>

The Yukawa couplings depend on the Yukawa type that is realised to ensure NFC. The Yukawa Lagrangian in the mass basis has the form

$$\mathcal{L}_Y \supset -\frac{m_f}{v} \bar{\psi}_f [\epsilon^e(H_i fff) + i\epsilon^o(H_i fff)\gamma_5] \psi_f H_i,$$

where $\psi_f$ denotes a SM fermion of mass $m_f$. The effective fermion coupling contains a CP-even and a CP-odd part with coefficients $\epsilon^e(H_i fff)$ and $\epsilon^o(H_i fff)$. The expressions for these coefficient in the four Yukawa types can be found in table 5.1. These Yukawa couplings are clearly CP-violating if $\epsilon^e, \epsilon^o \neq 0$. They are the source of most of the CP-violating phenomenology in the C2HDM — for example by inducing non-vanishing fermionic electric dipole moments (EDMs). There have also been proposals to probe the CP-nature of the top-quark [301–304] or $\tau$ [305–309] Yukawa coupling directly at the LHC or a future collider. However, no experimental results are available at this point. The remaining Higgs couplings in the C2HDM can be found in the appendix of ref. [1].

### 5.1.1 Constraints and Parameter Scan

In order to obtain a sample of phenomenologically viable parameter points we performed a parameter scan of the C2HDM taking into account all of the applicable constraints from chapter 2.

Closed-form conditions for boundedness from below [219] and perturbative unitarity [122, 310, 311] in the 2HDM are well known and take the same form in the CP-violating and CP-conserving case. In order to completely avoid the possibility of an unstable EW vacuum we employed the discriminant obtained in ref. [312] to ensure that the EW vacuum is the global minimum of the model.

We require agreement with EW precision measurements at the $2\sigma$ level using the oblique parameters $S$, $T$ and $U$ as discussed in section 2.4.1 using the results of the EW fit presented in ref. [135] and the model predictions from refs. [137, 138]. The addition of CP violation in the C2HDM does not impact the charged sector of the 2HDM. Therefore the flavour constraints in the charged Higgs mass and $\tan \beta$ plane [135] that were discussed in section 2.4.2 are immediately applicable to the C2HDM. In the C2HDM the constraint
on the CP-violating EDM of the electron is highly relevant. The main contribution in the C2HDM comes from the so-called Barr-Zee type two-loop diagrams [157]. We require the resulting model prediction to agree with the upper limit obtained by the ACME collaboration [313]. This is an older bound than discussed in section 2.4.3 reflecting the experimental status at the time this analysis was performed. We will comment on the impact of the updated constraint below.

We employ HiggsBounds-4.3.1 [163, 164, 166] to check for 2\(\sigma\) compatibility with searches for additional scalars (see section 2.4.4). The CP-violating coupling structure can lead to large deviations from the SM-like behaviour of \(h_{125}\). For simplicity, we exclude parameter points for which more than one scalar contributes to \(h_{125}\) by forcing the other scalar masses to be outside the mass window \(m_{h_{125}} \pm 5\text{ GeV}\). We obtain branching ratios and decay widths of all Higgs bosons with the \texttt{C2HDM} \texttt{HDECAY} code [1]. The single Higgs boson production cross sections via gluon fusion (ggF) are calculated with \texttt{SusHi} [314, 315] at NNLO QCD. As the neutral scalars have no definite CP, we approximate the prediction for the CP-mixed state by summing the CP-odd and the CP-even contributions incoherently. That is, the signal strength of the fermionic single Higgs production modes, \(\mu_F\), is in our analysis given by

\[
\mu_F \approx \frac{\sigma_{\text{C2HDM}}(gg \to H_i) + \sigma_{\text{C2HDM}}(gg \to H_i)}{\sigma_{\text{SM}}(gg \to H_i)},
\]

where we have not written the small \(b\)-quark fusion cross section for simplicity. The production modes involving gauge bosons define the signal strength \(\mu_V\). Since there is no coupling of the CP-odd components to gauge bosons this is simply given by

\[
\mu_V = \alpha^2(H_iVV),
\]

which is correct up to NLO in QCD. The effective couplings are defined in eq. (5.18).

We ensure compatibility with the measurements of the \(h_{125}\) by requiring 2\(\sigma\) agreement of all signal strengths with the results of ref. [19]. That is, the observables

\[
\frac{\mu_F}{\mu_V}, \quad \mu_{\gamma\gamma}, \quad \mu_{ZZ}, \quad \mu_{WW}, \quad \mu_{\tau\tau}, \quad \mu_{bb},
\]

with \(\mu_{xx}\) defined as

\[
\mu_{xx} = \frac{\text{BR}(h_{125} \to xx)}{\text{BR}(h_{SM} \to xx)}
\]

are within 2\(\sigma\) of the fitted experimental values. We use this method for simplicity. Note that performing a fit to up-to-date Higgs data using \texttt{HiggsSignals} is likely to give a stronger bound than this approach. All of the above constraints have been implemented in the code \texttt{Scanners} [7, 125, 249, 290] that we use to perform parameter scans in the C2HDM.

The constraints from Higgs searches and measurements discussed above only include results from the 7 and 8 TeV runs of the LHC. At the time of this analysis, these were
Table 5.2: Input parameter ranges for the C2HDM parameter scan. One of the neutral Higgs masses $m_{H_a} (a, b, c \in \{1, 2, 3\}$ with $a \neq b \neq c$) is fixed to the measured value of 125.09 GeV. The three mixing angles $\alpha_{1,2,3}$ are scanned through their whole allowed range.

<table>
<thead>
<tr>
<th>$m_{H_a}$</th>
<th>$m_{H^\pm}$</th>
<th>$\tan \beta$</th>
<th>$\text{Re}(m^2_{12})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeV</td>
<td>GeV</td>
<td></td>
<td>GeV$^2$</td>
</tr>
<tr>
<td>min</td>
<td>30</td>
<td>80</td>
<td>0.8</td>
</tr>
<tr>
<td>max</td>
<td>1500</td>
<td>1500</td>
<td>20</td>
</tr>
</tbody>
</table>

still the most relevant constraints. We have verified that the phenomenology discussed in the following is still qualitatively possible even with up to date constraints (using HiggsBounds 5.4.0 and HiggsSignals 2.3.0) and will comment on their impact below.

Using ScannerS, we generate phenomenologically viable parameter points in all four Yukawa types in the parameter ranges given in Table 5.2. We fix one of the neutral scalar masses to

$$m_{H_a} = 125.09 \text{ GeV},$$

(5.25)

randomly generate a second mass $m_{H_b}$ within the range given in Table 5.2, and require the third mass $m_{H_c}$ calculated according to eq. (5.17) to lie within the same mass range as $m_{H_a}$. We also fix the EW vev $v$ to its SM value, eq. (1.25). All parameter points shown in the following are results of this parameter scan and fulfill all of the mentioned constraints (unless otherwise noted).

5.1.2 A CP-Mixed $h_{125}$

In this section we study the phenomenological consequences of CP violation in the scalar sector. In particular, we want to study the CP nature of $h_{125}$, encoded in the couplings $c^f_f \equiv c^e(h_{125}ff)$ and $c^f_f' \equiv c^e(h_{125}ff')$ of eq. (5.20). We know that $h_{125}$ must have some CP-even content because of its observed couplings to $ZZ$ and $W^+W^-$. However, in a theory with CP violation in the scalar sector (such as the C2HDM), $h_{125}$ could have a mixed CP nature. This possibility can be probed in the couplings to fermions in a variety of ways. Two scenarios are of special interest to us:

- $c^f_f \sim c^f_f' \sim 0$: In this case $h_{125}$ couples as a pure scalar to $f$ and as a pure pseudoscalar to $f'$. This indicates maximal CP violation between two Yukawa couplings of $h_{125}$.

- $|c^f_f| \sim |c^f_f'|$: The Yukawa coupling to one kind of fermion has CP-even and CP-odd components of similar size. This indicates maximal CP violation in one Yukawa coupling of $h_{125}$.
5.1 CP Violation in the 2HDM

Figure 5.1: Effective CP-even and CP-odd Yukawa couplings of $h_{125}$ in the C2HDM type I. The dark points (plotted on top) fulfil all constraints while the light points fulfil all except for the EDM constraints. Figure from our ref. [1].

We stress that maximal CP violation in the Yukawa couplings does not necessarily mean that the $h_{125}$ has a large pseudoscalar admixture of the CP-odd component $I_2$ defined as

$$\Psi_{h_{125}} = (R_{h_{1253}})^2. \quad (5.26)$$

In ref. [9] we found that this quantity is constrained by Higgs measurements to $\Psi_{h_{125}} < 20\%$, which holds for all parameter points considered here. However, the enhancement of $c^\phi$ and/or $c^\rho$ with $\tan \beta$ depending on the Yukawa type (see table 5.1) can lead to large $c^\rho$ even for moderate values of $R_{h_{1253}}$.

For most inclusive observables the incoherent sum of CP-even and CP-odd contributions leads to a factorisation of the Yukawa couplings at leading order such that the observable is only sensitive to

$$c_f^2 = (c_f^e)^2 + (c_f^o)^2. \quad (5.27)$$

This is not the case for the loop induced processes of Higgs production through $ggF$ and the decay of $h_{125}$ to $\gamma\gamma$ where the CP-even and CP-odd contributions enter with very different form factors. For this reason, even inclusive Higgs measurements can be used to constrain the CP nature of the $h_{125}$ Yukawa couplings.

Figure 5.1 shows the possible CP-even and CP-odd Yukawa couplings of $h_{125}$ for Yukawa type I where the couplings to all kinds of fermions are equal. We see that in type I $c^e$ and $c^o$ are strongly constrained to be close to the SM-like point $c^e = 1$ and $c^o = 0$. The Higgs measurements constrain these parameters to the region populated by the light points while the EDM constraints strengthen the constraint even more. As shown previously [290, 316], fig. 5.1 again demonstrates that the wrong-sign regime $c_h^e < 0$ cannot be realised in type I because the Yukawa couplings cannot be varied independently.

In Yukawa type II, shown in fig. 5.2, the results are very different. The left panel of fig. 5.2 shows $c^e$ and $c^o$ for the bottom quarks and tau leptons. The Higgs data alone
Figure 5.2: Effective CP-even and CP-odd Yukawa couplings of $h_{125}$ in the C2HDM type II. The couplings to down-type quarks and leptons are shown on the left and the coupling to up-type quarks on the right. The dark points (plotted on top) fulfill all constraints while the light points fulfill all except for the EDM constraints. Figure as published in ref. [1].

(i.e. without the EDM constraint) still allows for vanishing scalar couplings to down-type quarks $c_b^\phi = 0$ as discussed in ref. [299]. The wrong-sign regime ($c_b^\phi < 0$) is possible in the type II C2HDM but faces stronger constraints than the correct sign regime from measurements of $h_{125} \to \gamma\gamma$ [290, 316] resulting in the sparser light points for $c_b^\phi < 0$. The inclusion of the EDM constraints, however, clearly forces $|c_b^\phi| \ll |c_b^\rho|$.

The couplings to top quarks shown in fig. 5.2 (right) are constrained to $(c_t^\rho)^2 + (c_t^\phi)^2 \sim 1$ and $|c_t^\rho| \gg |c_t^\phi|$. This is similar to the behaviour observed in type I though the allowed region in type II is somewhat larger. The reason for the very different behaviour of the $c_t$ compared to the $c_b, \tau$ in type II is that the top coupling is the dominant Yukawa coupling in both $ggF$ and $h_{125} \to \gamma\gamma$, which, as discussed above, are the two main inclusive observables that are sensitive to the CP nature of the Yukawa couplings. The right plot of fig. 5.2 also shows that the EDM constraint has no discernible effect on the allowed coupling to up-type quarks.

The situation is even more striking in the other two Yukawa types. Figure 5.3 (left) displays the lepton Yukawa couplings for the lepton-specific model with and without the EDM constraints. These can still be mostly or even entirely CP-odd, despite the EDM constraints. Similarly, in the flipped model shown in fig. 5.3 (right) the bottom quark can couple to $h_{125}$ in a fully CP-odd fashion or with comparable CP-even and CP-odd couplings even after applying the EDM constraints. In both cases, the up-type Yukawa couplings (which are equal to the down-type coupling in the lepton-specific and the lepton coupling in the flipped case) are constrained to lie close to the fully CP-even

\footnote{In ref. [1] we found that $c_b^\rho \sim 1$ remains possible if $h_{125} \equiv H_2$. However, we have been unable to verify this possibility when considering updated constraints from Higgs measurements.}
Figure 5.3: Effective CP-even and CP-odd Yukawa couplings of $h_{125}$ in the lepton-specific and flipped C2HDM. The left plot shows the lepton Yukawa couplings in the lepton-specific C2HDM while the right plot shows the down-type Yukawa couplings for a flipped Yukawa sector. The dark points (plotted on top) fulfill all constraints while the light points fulfill all except for the EDM constraint. Figures as published in ref. [1].

SM value. Therefore, both scenarios for maximally CP-violating Yukawa couplings can be realised in lepton-specific and flipped C2HDM.

Comparing figs. 5.2 and 5.3, the constraints from Higgs measurements on $c_\tau$ in the lepton-specific and on $c_b$ in the flipped Yukawa type are weaker than in type II. As can be seen from tab. 15 of ref. [19] the measurements of $\mu_{\tau\tau}$ and $\mu_{bb}$ are both not very precise, but have very different central values. This results in a considerably stronger constraint in type II, where $c_b = c_\tau$. Additionally, for lepton-specific Yukawa couplings, the wrong-sign regime $c_\tau < 0$ is less constrained than the wrong sign regime of a flipped Yukawa sector, $c_b < 0$. As discussed for type II, the wrong sign limit is mainly constrained by the contribution of the wrong-sign fermion to the $h_{125} \to \gamma\gamma$ decay. Since $m_\tau < m_b$, this effect is more pronounced for a wrong-sign $c_b$ than for a wrong sign $c_\tau$.

As we have seen from the previous discussion, there are undoubtedly strong constraints on CP violation in the Yukawa sector. However, it is still possible to realise scenarios where $h_{125}$ has maximally CP-violating couplings to heavy fermions. This possibility remains even though in a simplified model of a single $h_{125}$ with global Yukawa modifiers $c^e$ and $c^\nu$ the electron EDM constraint alone forces $c^\nu \lesssim 0.01$ [317]. We can understand this difference by studying the model prediction for the electron EDM $d_e$ in more detail.

As mentioned above, the main contribution to electric dipole moments in the C2HDM comes from the so-called Barr-Zee type two-loop diagrams [157] shown in fig. 5.4. At the two loop level the blobs in the first diagram can contain fermions, $W$ bosons and charged Higgs bosons. We call the resulting contributions to the EDM of the electron $d_e(f\bar{f})$, $d_e(W^\pm W^\mp)$, and $d_e(H^\pm H^\mp)$ respectively. The second diagram contains a complicated
effective vertex (see the appendix of ref. [157]) and we call its contribution \( d_e(H^\pm W^\mp) \). The EDM is defined at the diagram level and given by the direct sum

\[
d_e = d_e(f \bar{f}) + d_e(W^\pm W^\mp) + d_e(H^\pm H^\mp) + d_e(H^\pm W^\mp) .
\]

Within these individual contributions, there is always a sum over the three Higgs bosons \( H_i \) and in case of \( d_e(f \bar{f}) \) also a sum over the relevant fermions where we include \( t \) and \( b \) quarks as well as \( \tau \) leptons. There may be cancellations between different contributions, cancellations between different \( H_i \), and cancellations between different kinds of fermions. For example, the dominant top contribution to \( d_e(f \bar{f}) \) is schematically given by

\[
d_e(tt) \propto \sum_i c^e(H_i ee) c^o(H_i tt) I_1 + c^o(H_i ee) c^e(H_i tt) I_2 ,
\]

where the form factors \( I_{1,2} \) are of comparable size. From table 5.1 we see that in type I and flipped Yukawa sectors there is always a relative sign between these two terms which naturally leads to a cancellation.

In fig. 5.5 we show individual contributions to the EDM of the electron. For each C2HDM type, we have grouped the contributions to \( d_e \) according to their relative sign. For example, in Type II the contributions of the \( W \)-loops (\( y \)-axis) and the sum of the contributions of the fermion loops, charged Higgs loops and \( d_e(H^\pm W^\mp) \) (\( x \)-axis) tend to have opposite signs. The grey shaded region represents the parameter space excluded by the EDM constraint [313]

\[
d_e < 8.7 \times 10^{-29} \text{ e cm} ,
\]

and the colour code indicates the value of the phase \( \phi(\lambda_3) \) projected into \([0, \pi/2]\). The first notable difference between the Yukawa types is that the maximum values of the contributions with opposite signs are around two orders of magnitude smaller in type I and flipped models than in type II and lepton-specific models. The reason for this behaviour is the natural cancellation in eq. (5.29) for type I and flipped Yukawa sectors. As a result, EDM constraints on type I and flipped models are considerably less severe.
Figure 5.5: Contributions to the electron EDM $d_e$ grouped according to their relative sign in the four different Yukawa types. In each plot, the model prediction for $d_e$ is obtained as the sum of the $x$ and $y$ values for each point. The colour code indicates the phase $\phi(\lambda_5)$ projected into $[0, \pi/2]$. They grey regions are excluded by the EDM constraint. Figure as published in ref. [1].
In Type II large values of $\phi(\lambda_5)$ can be found in regions where either the EDM contributions are tiny — which requires cancellation between different $H_i$ — or rely on substantial cancellations between different contributions. The cancellations between different scalars require them to have similar masses [161, 318] in which case they are related to the orthogonality of the mixing matrix $R$ [25]. However, since flavour constraints in type II demand $m_{H^\pm} \gtrsim 600\text{ GeV}$ (see section 2.4.2, specifically fig. 2.2) and the $T$ parameter forces one $H_i$ to be close in mass to $H^\pm$ (see section 2.4.1), these cancellations typically require that one of the neutral scalars — $H_i$ if $m_{H_i} \sim m_{H_k}$ ($i \neq j \neq k \in \{1, 2, 3\}$) — is almost purely CP-even. Lepton specific models behave similarly, however, since all Higgs bosons can be light (see fig. 2.2), cancellations between different $H_i$ can happen more naturally than in type II.

### 5.1.3 Summary

In this section, we have discussed the minimal model with a CP-violating scalar sector, the C2HDM. In particular, we have focussed on the possibility of CP-violating Yukawa couplings of $h_{125}$. We have shown that in lepton-specific and flipped Yukawa sectors, it is still possible for $h_{125}$ to couple like a pure scalar to some fermions and like a pseudoscalar to others. It is also possible for the CP-even and CP-odd Yukawa couplings to a single kind of fermion to be of similar size. In Yukawa type II this behaviour would have been allowed by Higgs measurements but is excluded by the bound on the EDM of the electron while in type I — where the effective couplings to all fermions are equal — inclusive Higgs measurements alone force $h_{125}$ to have SM-like, CP-even Yukawa couplings.

Overall, we have found that the large CP-violating Yukawa couplings are possible without violating the constraints from the electron EDM. We have also investigated the different impact of this constraint in the Yukawa types. The results have shown that — regardless of the Yukawa type — it is possible to remain in agreement with the electron EDM bound even for a maximal CP-violating phase $\phi(\lambda_5)$. However, this requires cancellations between different contributions to the EDM.

The constraints used in the parameters scan of the C2HDM have since become stronger with experimental progress. We have verified that all of the conclusions presented here qualitatively hold even for updated constraints. In particular, since fulfilling the EDM bound relies on large cancellations the impact of the updated electron EDM bounds [156] on the phenomenology of the C2HDM is surprisingly small. However, including other EDM measurements, like the limit on the neutron EDM [158] could have an important impact on the model as the necessary cancellations to satisfy both bounds may be in conflict with each other [152, 162].
5.2 CP Violation in a Dark Sector

After discussing the phenomenology of a CP-admixture to $h_{125}$ in the previous section, we now turn to a very different model with a CP-violating Higgs sector. In this model — a variant of the next-to 2HDM (N2HDM) [7, 319] — CP violation occurs exclusively in a dark sector.

We consider an extension of the 2HDM by an additional real scalar singlet field $\Phi_S$. We extend the $\mathbb{Z}_2$ symmetry of the 2HDM to include the singlet field as

$$\Phi_1 \rightarrow \Phi_1, \quad \Phi_2 \rightarrow -\Phi_2, \quad \Phi_S \rightarrow -\Phi_S,$$

(5.31)

and — in contrast to the 2HDM scalar potentials of eqs. (2.29), (2.34) and (5.1) — require this symmetry to be unbroken in the scalar potential. The resulting most general scalar potential is

$$V = m^2_{11} |\Phi_1|^2 + m^2_{22} |\Phi_2|^2 + \left[ A \Phi^\dagger_1 \Phi_2 \Phi_S + \text{H.c.} \right]$$

$$+ \frac{\lambda_1}{2}(\Phi^\dagger_1 \Phi_1)^2 + \frac{\lambda_2}{2}(\Phi^\dagger_2 \Phi_2)^2 + \lambda_3 (\Phi^\dagger_1 \Phi_1)(\Phi^\dagger_2 \Phi_2)$$

$$+ \lambda_4 (\Phi^\dagger_1 \Phi_2)(\Phi^\dagger_2 \Phi_1) + \left[ \frac{\lambda_5}{2}(\Phi^\dagger_1 \Phi_2)^2 + \text{H.c.} \right]$$

$$+ \frac{1}{2}m^2_S |\Phi_S|^2 + \frac{1}{8}\lambda_6 |\Phi_S|^4 + \frac{1}{2}\lambda_7 |\Phi_1|^2 |\Phi_S|^2 + \frac{1}{2}\lambda_8 |\Phi_2|^2 |\Phi_S|^2,$$

(5.32)

where all parameters except for $\lambda_5$ and the trilinear parameter $A$ are required to be real by hermiticity. We consider all fermions to be uncharged under the $\mathbb{Z}_2$ symmetry which forbids all couplings of $\Phi_2$ to fermions. Therefore, only $\Phi_1$ can couple to SM fermions which ensures NFC. Since only $\Phi_1$ has Yukawa interactions, it must have a vev to give mass to all SM fermions. This forces the Yukawa sector to be identical to the one of the SM with $\Phi_1$ playing the role of the SM Higgs doublet. The $\mathbb{Z}_2$ symmetry eliminates many of the possible terms in the potential but still allows $\lambda_5$ and $A$ to a priori take complex values. However, we can absorb one of the phases through a basis transformation. We choose, without loss of generality, $\lambda_5$ to be real and keep $A$ complex. Therefore, the model contains a total of thirteen real parameters.

The trilinear term involving $A$ is not invariant under the CP transformation$^4$

$$\Phi_1(t, \vec{x}) \rightarrow \Phi^*_1(t, -\vec{x}), \quad \Phi_2(t, \vec{x}) \rightarrow \Phi^*_2(t, -\vec{x}), \quad \Phi_S(t, \vec{x}) \rightarrow \Phi_S(t, -\vec{x}).$$

(5.33)

The breaking of this specific CP-symmetry does not yet prove that the model is indeed CP-violating. A model is CP-conserving as long as it is invariant under any generalised CP transformation even if irreducible complex coefficients exist in its scalar potential [320]. Instead of trying to prove the existence of CP violation formally, we will construct an observable that is known to be CP-violating and show that it has a non-vanishing value.

$^4$Notice that the CP transformation of the singlet field is trivial as discussed in section 4.1.
within the model. As long as the vacuum preserves CP, this proves that the model is explicitly CP-violating.

We choose the simplest possible vacuum where only $\Phi_1$ acquires a neutral vev

$$\langle \Phi_1 \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v \end{pmatrix} \quad (5.34)$$

of the same form as in the SM. This vacuum clearly preserves both CP and the $\mathbb{Z}_2$ symmetry eq. (5.31). The stationarity conditions, eq. (3.2), for eq. (5.32) imply that this vacuum exists as long as

$$m_{11}^2 + \frac{1}{2} \lambda_1 v^2 = 0 \quad (5.35)$$

Since all fermion and gauge boson masses are necessarily generated by $\Phi_1$, its vev has to take the same value as in the SM, eq. (1.25). At this vacuum, the doublets are expanded as

$$\Phi_1 = \left( \frac{G^+}{\sqrt{2} (v + h + i G^0)} \right), \quad \Phi_2 = \left( \frac{H^+}{\sqrt{2} (\rho + i \eta)} \right) \quad (5.36)$$

where — just like in the Higgs basis eq. (5.10) — the goldstone bosons $G^+$ and $G^0$ are components of $\Phi_1$. However, in contrast to the C2HDM any mixing between the field $h$ and $\rho$, $\eta$ and $\Phi_S$ is forbidden by the unbroken $\mathbb{Z}_2$ symmetry, and $h$ will therefore obtain couplings to SM gauge bosons and fermions that are identical to $h_{SM}$. Its mass is given by

$$m_h = \lambda_1 v^2 \quad (5.37)$$

which we fix to 125 GeV.

The charged Higgs component of $\Phi_2$ is a charged Higgs mass eigenstate with a mass of

$$m_{H^\pm}^2 = m_{22}^2 + \frac{\lambda_3}{2} v^2 \quad (5.38)$$

In the basis $(\rho, \eta, \Phi_S)$ the mass matrix of the remaining neutral states is given by

$$M_N^2 = \begin{pmatrix} m_{22}^2 + \frac{1}{2} \lambda_{34-5} v^2 & 0 & -\text{Im}(A)v \\ 0 & m_{22}^2 + \frac{1}{2} \lambda_{345} v^2 & \text{Re}(A)v \\ -\text{Im}(A)v & \text{Re}(A)v & m_3^2 + \frac{1}{2} \lambda_7 v^2 \end{pmatrix}, \quad (5.39)$$

where $\lambda_{345} = \lambda_3 + \lambda_4 + \lambda_5$ and $\lambda_{34-5} = \lambda_3 + \lambda_4 - \lambda_5$. These fields mix into three BSM neutral scalar states $H_1$, $H_2$, and $H_3$. We use the parametrisation of eq. (5.13) for the $3 \times 3$ mixing matrix $R$ that diagonalises $M_N^2$ and assume the masses of these three scalar states to be ordered as

$$m_{H_1} \leq m_{H_2} \leq m_{H_3} \quad (5.40)$$

The thirteen real parameters of the scalar potential can be expressed through a more convenient set of input parameters. Using eq. (5.35) and eq. (5.37) we express $m_{11}^2$ and $\lambda_1$ through $v$ and $m_h$. We use eq. (5.38) to express $\lambda_3$ as a function of $m_{H^\pm}$ and $m_{22}^2$. 
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We can then use the diagonalisation of $M_N$ to express $\lambda_4, \lambda_5, \lambda_7$ as well as $\text{Re}(A)$ and $\text{Im}(A)$ through the three mixing angles $\alpha_{1,2,3}$ and the three Higgs masses $m_{H_{1,2,3}}$. This leads to one condition on the Higgs masses and the mixing matrix

$$\sum_i m_{H_i}^2 R_{i1} R_{i2} = 0 \quad (5.41)$$

that can be used to express one of the masses through the other ones. We fix

$$m_h = 125 \text{ GeV}, \quad v \approx 246 \text{ GeV}, \quad (5.42)$$

and the remaining eleven input parameters (with $a, b \in \{1, 2, 3\}$ and $a \neq b$) are

$$m_{H^\pm}, \quad m_{H_a}, \quad m_{H_b}, \quad \alpha_1, \quad \alpha_2, \quad \alpha_3, \quad m_{22}^2, \quad m_S^2, \quad \lambda_2, \quad \lambda_6, \quad \lambda_8. \quad (5.43)$$

Both the scalar potential and the vacuum preserve the $\mathbb{Z}_2$ symmetry eq. (5.31). As a result, the physical eigenstates emerging from $\Phi_2$ and $\Phi_S$ — $H^\pm$ and $H_{1,2,3}$ — carry a conserved dark charge of $-1$ that is preserved in all interactions to all orders. We will refer to these four states as dark particles. On the other hand all SM particles and $h$ have a dark charge of $+1$. As a consequence, dark particles can only be produced in pairs while their decays must always produce at least one other dark particle. In particular, the lightest of these dark particles is stable and a candidate particle for dark matter (DM) (see section 1.2.1).

This feature of the model is similar to the inert version of the 2HDM, the so-called inert-doublet model (IDM) [219, 321–323] (recently studied in e.g. refs. [245, 324, 325]). The main difference between our model and the IDM is the mixing between the three states $\rho, \eta$ and $\Phi_S$ in our model whereas $\rho$ and $\eta$ would be mass eigenstates in the IDM (and $\Phi_S$ would be absent). The mass matrix, eq. (5.39), clearly shows that this mixing is a direct consequence of the trilinear parameter $A$. However, regarding the phenomenology of the dark-charged scalar, this model is equivalent to the IDM.

5.2.1 Constraints and Parameter Scan

In order to study the phenomenology of the model we created a sample of phenomenologically viable parameter points by implementing the model and its constraints in a private updated version of Scanners [7, 125, 249, 290].

As discussed in sections 2.2 and 3.2, constraints on the parameters of the scalar potential can be obtained from perturbative unitarity and boundedness from below. These constraints only depend on the quartic terms of the scalar potential, which are identical between the N2HDM and our model. Therefore, the known constraints from the N2HDM on perturbative unitarity in the high energy limit [7] and boundedness from below [221] are applicable. These will be discussed in more detail when we study the N2HDM in section 6.3.1.
5 CP Violation in Visible and Invisible Higgs Sectors

Table 5.3: Input parameter ranges for the parameter scan of the CP-violating dark sector model. The three mixing angles $\alpha_{1,2,3}$ are scanned through their whole allowed range and $a \neq b \in \{1, 2, 3\}$.

<table>
<thead>
<tr>
<th>$m_{H_{a,b}}$, $m_{H^\pm}$</th>
<th>$\lambda_2$</th>
<th>$\lambda_6$</th>
<th>$\lambda_8$</th>
<th>$m^2_{22}$, $m^2_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>70</td>
<td>0</td>
<td>0</td>
<td>$-26$, $10^{-3}$</td>
</tr>
<tr>
<td>max</td>
<td>1000</td>
<td>9</td>
<td>17</td>
<td>26, $10^6$</td>
</tr>
</tbody>
</table>

We use the approach of chapter 3 to numerically check for vacuum stability constraints in the model. As discussed in section 3.1.2, parameter points with a bounce action $B < 390$ for tunnelling to the most dangerous minimum (MDM) are short lived and excluded by the vacuum stability constraint. For simplicity, we do not include the uncertainty region $390 < B < 440$ and use this very conservative constraint where only parameter points with a survival probability $\ll 5 \times 10^{-7}$ through the age of the universe are excluded.

Since by construction all tree-level interactions and vertices of $h$ are identical to $h_{\text{SM}}$ and the interactions of the dark particles are limited by their dark charge, many of the experimental constraints discussed in section 2.4 are trivially fulfilled in the model. An exception are the EW precision constraints through the oblique parameters $S$, $T$, and $U$ discussed in section 2.4.1. We calculate model predictions using refs. [137, 138] and compare to the limits from ref. [135]. Since the charged Higgs boson $H^\pm$ does not couple to fermions, the flavour constraints from section 2.1 do not constrain the model. Since none of the CP-mixed scalars couple to fermions they also cannot induce EDMs even though the model is CP-violating.

One possibility to constrain the model through Higgs measurements would be in invisible decays of $h_{125}$ [326, 327]. For simplicity, we require $2m_{H^\pm} > m_h$ such that this decay is kinematically forbidden and the bounds are trivially satisfied. The only remaining parameter that can be used to constrain the model is the decay $h \rightarrow \gamma \gamma$.\footnote{The decay $h \rightarrow Z\gamma$ could also but has not yet been observed.} This decay is sensitive to a BSM coupling of $h$ — the coupling of $h$ to a pair of charged Higgs bosons $H^\pm$ is allowed by the dark $Z_2$ symmetry. The effect is identical to the IDM, and we may use [328]

$$\Gamma(h \rightarrow \gamma \gamma) = \frac{G_F \alpha^2 m_h^3}{128 \sqrt{2} \pi^3} \sum_{f=t,b} 3Q_f^2 A_{1/2} \left( \frac{4m_f^2}{m_h^2} \right) + A_1 \left( \frac{4m_W^2}{m_h^2} \right)$$

$$+ \frac{\lambda_3 v^2}{2m_{H^\pm}^2} A_0 \left( \frac{4m_{H^\pm}^2}{m_h^2} \right)^2$$

(5.44)

to calculate the decay width in our model.\footnote{The corresponding diagrams are shown in eq. (6.65).} The sum runs over the relevant heavy quarks (of electric charge $Q_f$), and $A_0$, $A_{1/2}$ and $A_1$ are known form factors [329, 330]. The
third term contains the contribution of the charged Higgs and depends on the $hH^\pm H^\mp$ coupling $\propto \lambda_3$. Since the partial width of $h_{\text{SM}}$ into $\gamma\gamma$ is tiny compared to the decay widths into $b\bar{b}$ or $WW$, we can neglect the effect of the charged Higgs contribution to $h \to \gamma\gamma$ in the total width and the remaining branching ratios. However, the charged Higgs contribution can substantially modify the $\text{BR}(h \to \gamma\gamma)$. We compare the model prediction to a recent measurement of $pp \to h_{125} \to \gamma\gamma$ [331] to obtain a constraint.

Finally, since the model contains a dark-matter candidate, it must fulfil some dark-matter specific constraints. A rather trivial one is that dark matter must not be charged which requires

$$m_{H_1} < m_{H^\pm}.$$  \hfill (5.45)

Additionally, the relic density (see section 1.2.1) of $H_1$ must not exceed the observed DM density, and $H_1$ as a DM candidate must not be ruled out by existing DM searches. We use the code MicrOMEGAs [51–57] to calculate the relic density $\Omega_c$ and the spin independent scattering cross section between dark matter and nucleons. We then require $\Omega_c$ to be at most 2$\sigma$ larger than the observed dark matter density [48]

$$\langle \Omega_c h^2 \rangle_{\text{DM}} = 0.120 \pm 0.001.$$  \hfill (5.46)

The spin independent dark matter scattering cross section as a function of the DM mass is constrained by direct detection experiments (see section 1.2.1). We use the strongest available bound from XENON1T [50, 332]. Since $H_1$ is a typical weakly interacting massive particle (WIMP) where direct detection is known to give the strongest bounds, we neglect constraints from indirect detection and searches for DM pair production at colliders.

Using these constraints, we perform a random scan using the input parameter ranges given in table 5.3. The mass of one of the neutral dark scalars is determined through eq. (5.41), but is required to lie in the same interval as the other masses. The lower bound on the masses ensures that decays of $h \to H_1H_1$ or $h \to H^\pm H^\mp$ are always forbidden. The ranges for $\lambda_2$, $\lambda_6$ and $\lambda_8$ are chosen to cover the whole parameter space possible without violating boundedness or perturbative unitarity.

Before examining CP violation, we first discuss the impact of the $h \to \gamma\gamma$ signal strength observable on the model. Figure 5.6 shows the value of the observable

$$\mu_{\gamma\gamma} = \frac{\sigma(pp \to h_{125}) \text{BR}(h_{125} \to \gamma\gamma)}{\sigma(pp \to h_{\text{SM}}) \text{BR}(h_{\text{SM}} \to \gamma\gamma)} \approx \frac{\Gamma(h_{125} \to \gamma\gamma)}{\Gamma(h_{\text{SM}} \to \gamma\gamma)}.$$  \hfill (5.47)

(5.48)

The second line holds since the production cross section of $h_{125}$ is identical to $h_{\text{SM}}$, and we have neglected the impact of the modified decay width into $\gamma\gamma$, eq. (5.44), on the total width. For low charged Higgs masses $m_{H^\pm}$ large deviations of $\mu_{\gamma\gamma}$ from one can appear. If $\mu_{\gamma\gamma}$ is reduced — which happens for large negative values of $\lambda_3$ — the model is constrained by the measurement [331]. The upper limit obtained from the measurement
Figure 5.6: The observable $\mu_{\gamma\gamma}$ as a function of the charged Higgs mass $m_{H^\pm}$. The grey region is excluded at 95% confidence level by the results of ref. [331]. The corresponding upper bound is outside of the range of the plot. The colour code indicates the stability of the EW vacuum distinguishing between absolutely stable (green), long-lived (blue), and short-lived (red). The more unstable points are plotted on top, green points exist throughout the parameter range.

is outside the range of the plot and does not constrain our model, which can reach values of at most $\mu_{\gamma\gamma} \sim 1.2$. This constraint directly impacts $\lambda_3$, which governs the coupling of $hH^+H^-$, leading to a lower limit of about $\lambda_3 > -1.03$ while the maximal value of 8.89 is only constrained by perturbative unitarity.

Figure 5.6 also shows the impact of the vacuum stability constraints through the colour code. The absolutely stable (green) and long-lived (blue) points feature sufficiently stable EW vacua, while the short-lived (red) points are excluded by vacuum stability constraints. Parameter points with stable or long-lived EW vacua exist behind the whole red region in fig. 5.6. Therefore, vacuum stability does not directly constrain the phenomenology of this observable.

Throughout the considered mass range for $H_1$ in table 5.3, it is possible to saturate the observed value of the relic density $\Omega_c$ without violating limits from direct detection experiments. However, for most parameter points considered in the following, $H_1$ is only a subdominant contribution to $\Omega_c$ such that additional sources of DM are required.

5.2.2 Observing CP Violation in a Dark Sector

We will now construct a CP-violating observable in our model. This will both prove that CP is indeed explicitly violated, and indicate an avenue towards experimentally probing this CP violation.
Several observables could be sensitive to CP violation. Most rely on the fact that all vertices of the form $Zh_ah_b$ for $a \neq b \in \{1, 2, 3\}$ exist in the model. These arise from the covariant derivative in the kinetic term of $\Phi_2$ which includes a term involving the neutral component fields $\rho$ and $\eta$ as

$$|D_\mu \Phi_2|^2 \supset \frac{g}{2 \cos \theta_W} Z_\mu \left( \eta \partial^\mu \rho - \rho \partial^\mu \eta \right),$$

(5.49)

where $g$ is the SU(2)$_L$ coupling constant and $\theta_W$ is the weak mixing angle. In the mass basis, this leads to couplings of the form

$$\mathcal{L} \supset Z_\mu h_ah_b \frac{g}{2 \cos \theta_W} (p^\mu_a - p^\mu_b) [R_{a2}R_{b1} - R_{a1}R_{b2}].$$

(5.50)

For $a \neq b \neq c (a, b, c \in \{1, 2, 3\})$ the expression in brackets reduces to $R_{c3}$ by the orthogonality of $R$. The simultaneous existence of these vertices is a clear signal of CP violation. If all $h_a$ were CP eigenstates — like in the R2HDM where $h$ and $H$ are CP-even while $A$ is CP-odd — then the vertices $ZAh$ and $ZAH$ could exist but $ZHH$ would be forbidden by CP-invariance. Since all of these vertices exist in our model the $h_a$ cannot be eigenstates of CP. Notice that no vertices of the form $Zh_ah_a$ are possible as they are forbidden by the dark $Z_2$ symmetry.

In principle, observation of all three $Zh_ah_b$ vertices — either through a decay $h_a \rightarrow Zh_b$ or a production process $Z \rightarrow h_ah_b$ — could be used to establish CP violation experimentally. However, since the $h_a$ are dark particles and the lightest of them is stable, they are only accessible through mono-Z or mono-Higgs searches in channels like $ff \rightarrow Z^{*} \rightarrow h_ah_b \rightarrow h_ah_aZ$ or $ff \rightarrow Z^* \rightarrow h_ah_b \rightarrow h_ah_ah$. Since these final states occur in many dark matter models regardless of the CP nature of the involved particles, they are not a good probe of CP violation in the dark sector.

Instead, we study the anomalous triple gauge coupling induced by these vertices. The Lorentz structure of the $ZZZ$ vertex [333–336] can be expressed through two form factors by assuming that two Z bosons are on-shell and neglecting fermion masses. The resulting vertex function is

$$e \Gamma^a_{\alpha \beta} = i e \frac{p_1^2 - m_Z^2}{m_Z^2} \left[ f_4^Z \left( p_1^\alpha g^{\mu \beta} + p_1^\beta g^{\mu \alpha} \right) + f_5^Z \epsilon^{\alpha \beta \gamma \rho} (p_2 - p_3)^\rho \right],$$

(5.51)

where $p_1$ is the momentum of the off-shell $Z$ boson and $p_2$ and $p_3$ are the momenta of the on-shell $Z$ bosons. The form factor $f_5^Z$ violates C and P but conserves CP, while $f_4^Z$ is CP-violating. In our model there is only a single one-loop diagram contributing to this form factor:
Figure 5.7: The CP-violating $f_4^Z(p_1^2)$ form factor, normalised to $f_{123}$, for $m_{H_1} = 80.5$ GeV, $m_{H_2} = 162.9$ GeV and $m_{H_3} = 256.9$ GeV, as a function of the squared off-shell $Z$ boson 4-momentum $p_1^2$, normalised to $m_Z^2$. Figure from ref. [2].

In ref. [337] these form factors were studied in the C2HDM where also diagrams with internal $Z$ bosons or neutral goldstone bosons contribute. These are absent in our model as the $h_a ZZ$ and $h_a Z G^0$ vertices are forbidden by the dark $\mathbb{Z}_2$ symmetry. We adapt the expression for $f_4^Z$ in the C2HDM [337] to our model and find

$$f_4^Z(p_1^2) = -\frac{2\alpha}{\pi s_{2\theta_W}^3} \frac{m_Z^2}{p_1^2 - m_Z^2} f_{123} \sum_{i,j,k} \epsilon_{ijk} C_{001}(p_1^2, m_Z^2, m_{Z_i}^2, m_{Z_j}^2, m_{Z_k}^2) ,$$

(5.53)

with the LoopTools [338] definition of the function $C_{001}$. The $f_{123}$ factor denotes a normalised product of the couplings at the vertices in eq. (5.52) indicated by red dots. Using eq. (5.50) this is given by

$$f_{123} = R_{13} R_{23} R_{33} \leq \left( \frac{1}{3} \right)^{\frac{3}{2}} .$$

(5.54)

The upper bound is a consequence of the orthogonality of $R$ and is saturated when all $R_{33}$ are equal. Notice that the third column of the mixing matrix corresponds to the admixture of $\Phi_S$ — not of the imaginary component $\eta$ — into the respective mass eigenstate. This means that $f_{123}$ is maximised if the singlet component is evenly split between the mass eigenstates.

In fig. 5.7 we show — for a typical combination of dark scalar masses ($m_{H_1} \approx 80$ GeV, $m_{H_2} \approx 163$ GeV and $m_{H_3} \approx 257$ GeV) — the evolution of $f_4^Z$ normalised to $f_{123}$ with $p_1^2$, the squared 4-momentum of the off-shell $Z$ boson. This illustrates the highly non-linear dependence of $f_4^Z$ on the external momentum $p_1^2$. Figure 5.7 can be compared to fig. 2.
5.2 CP Violation in a Dark Sector

Figure 5.8: The imaginary part of $f_4^Z$ versus the coupling $f_{123}$ normalised to its maximum value (see eq. (5.54)) for a centre of mass energy of $p_T^2 = (450 \text{ GeV})^2$.

of ref. [337], where somewhat larger magnitudes for the real and imaginary parts of $f_4^Z$ were observed in the C2HDM.

Figure 5.8 shows the imaginary part of $f_4^Z$ — which contributes directly to asymmetry observables — versus $f_{123}$ that is normalised to its maximum value. We choose a value of $p_T^2 = (450 \text{ GeV})^2$ corresponding to a possible collision energy at a future linear collider. Figure 5.8 illustrates that the model indeed allows maximum mixing between the neutral, dark scalars and the theoretically maximal value of $f_{123}$ is reachable. The values of $\text{Im}(f_4^Z)$ can reach values of $\mathcal{O}(10^{-6})$ for the maximum mixing scenarios. We have found that larger masses — and larger mass splittings — seem to be required for larger $|\text{Im}(f_4^Z)|$.

This can be understood by considering the form of the mass matrix when the mass splittings between $H_{1,2,3}$ are small. In the limiting case of three degenerate dark scalars, the mass matrix eq. (5.39) would be proportional to the identity matrix, and no CP violation — and no CP violation — would occur. Therefore, regions of parameter space with small mass splittings between the dark neutral scalars tend to produce smaller values of $|\text{Im}(f_4^Z)|$. This argument has been formalised in the 2HDM [337] through the use of basis invariant quantities that signal CP violation [339, 340].

Anomalous couplings, such as those responsible for a $ZZZ$ vertex, can be probed in $Z$-pair production. The search for anomalous triple gauge couplings in those analyses uses an effective Lagrangian for triple neutral vertices parametrised as [333]

$$\mathcal{L}_{VZZ} = -\frac{e}{m_Z^2} \left\{ \left[ f_4^Z (\partial_\mu F^{\mu\alpha}) + f_4^Z (\partial_\mu Z^{\mu\alpha}) \right] Z_\beta (\partial^\beta Z_\alpha) \right. $$

$$ - \left. \left[ f_5^Z (\partial_\mu F^{\mu\alpha}) + f_5^Z (\partial_\mu Z^{\mu\alpha}) \right] \tilde{Z}_\alpha^\beta Z_\beta \right\}, \tag{5.55}$$

where $\gamma ZZ$ vertices were also considered. In this equation, $F_{\mu\nu}$ is the electromagnetic
tensor, $Z_{\mu
u} = \partial_{\mu}Z_{\nu} - \partial_{\nu}Z_{\mu}$, and $\tilde{Z}_{\mu\nu} = \epsilon_{\mu\nu\rho\sigma}Z^{\rho\sigma}/2$. The $f_4^{Z}$ coupling above is assumed to be a constant, and as such it represents at most an approximation to the $f_4^{Z}(p_T^2)$ of eq. (5.53). Furthermore, the analyses take this coupling to be real, whereas it is in general — and in our model in particular — complex. With all that under consideration, the latest results from the LHC [341–344] probe the $f_4^{Z}$ coupling of eq. (5.55) to order $\sim 10^{-3}$, whereas the typical magnitude of $f_4^{Z}(p_T^2)$ in our model (for both real and imaginary parts) is $\sim 10^{-7}$. We stress, however, that the two quantities cannot be directly compared, as they represent very different approaches to the $ZZZ$ vertex.

An observable that might be used to probe anomalous $ZZZ$ interactions in the future is the asymmetry $A_{1}^{ZZZ}$ [337, 345]. At a future linear collider with a centre of mass energy $\sqrt{s}$ the process $e^+e^- \rightarrow ZZ$ could be used to determine the cross section $\sigma_{\lambda\bar{\lambda}}$ for the production of two $Z$ bosons of helicities $\lambda$ and $\bar{\lambda}$. This can be used to construct an asymmetry

$$A_{1}^{ZZZ} = \frac{\sigma_{+0} - \sigma_{0-}}{\sigma_{+0} + \sigma_{0-}} \propto \text{Im}(f_4^{Z}(s)).$$

(5.56)

This asymmetry was not constrained by LEP as the helicities of pair produced $Z$-bosons could not be reconstructed. The direct proportionality of this asymmetry to the CP-violating form factor Im($f_4^{Z}$) means that if Im($f_4^{Z}$) is non-zero there is always a corresponding non-zero prediction for a CP-violating observable, the asymmetry $A_{1}^{ZZZ}$. Thus we have finally proven that CP is explicitly violated in our model. However, we find this asymmetry to be at most $\sim 10^{-5}$ making it challenging to observe experimentally. We have discussed this asymmetry in more detail and have also presented an analysis of the CP-violating $ZW^+W^-$ vertex in ref. [2].

### 5.2.3 Summary

In this section, we have presented another minimal model with a CP-violating Higgs sector — this time, the minimal model with a CP-violating dark scalar sector. The model adds a dark sector to the SM that is characterised by a $\mathbb{Z}_2$ symmetry and contains a $\text{SU}(2)_L$ doublet and a real singlet. The lightest dark sector particle is stabilised by the $\mathbb{Z}_2$ symmetry and thus a candidate for DM. The $\mathbb{Z}_2$ symmetry allows a trilinear coupling between the two different doublets and the singlet, which introduces a CP-violating phase. The CP violation is entirely confined to the three CP-mixed dark neutral scalars and can neither enter the fermion sector nor the interactions of $h_{125}$.

We have discussed how to constrain such a model and found dark matter constraints and constraints on the dark-charged Higgs boson through $\mu_{\gamma\gamma}$ to be the most important. Since the CP-mixed scalars do not couple to fermions, it is highly non-trivial to observe the CP violation in the model. However, we have shown that the CP violation in this model leads to anomalous triple gauge couplings. These triple gauge couplings contain the CP-violating form factor $f_4^{Z}$, which takes non-zero values in our model.
Direct measurements of $ZZ$ production cross sections at the LHC are being used to constrain anomalous $ZZZ$ vertex form factors. However, these analyses assume constant and real form factors, whereas $f_1^Z$ in our model can have a sizeable imaginary part and is highly dependent on the external momentum. Thus a direct comparison with current experimental analyses is not conclusive. We have also considered a specific asymmetry, $A_1^{ZZ}$, built with $ZZ$ production cross sections, that could be probed at a future linear collider. This asymmetry observable is directly proportional to the form factor $\text{Im}(f_1^Z)$. Therefore, we have constructed a CP-violating observable that takes non-zero values, which proves that CP is explicitly violated in our model. However, we found the model prediction for this asymmetry to be very small, making it challenging to observe experimentally.

5.3 Conclusions

The two CP-violating models studied in this section exhibit a completely different phenomenology. On the one hand, the C2HDM is highly constrained by Higgs measurements and bounds on EDMs. The CP violation in the model is directly accessible through the Yukawa couplings of the $h_{125}$, which may have sizeable CP-odd components. Within current constraints, even the possibility that $h_{125}$ couples to some fermions as a pure pseudoscalar remains and may be probed in the future. On the other hand, for the model with a CP-violating dark sector it is challenging to establish that CP violation even occurs. Since the CP-mixed states have no couplings to fermions and the $h_{125}$ is not one of them, the magnitude of the CP violation is unconstrained by current measurements and may only be probed through anomalous triple gauge couplings in the future.\footnote{The presence of CP-violating Yukawa couplings is also a prerequisite for generating a matter-antimatter asymmetry through EW baryogenesis (see section 1.2.2). This is a possibility in the C2HDM (see e.g. refs. [67, 68, 72, 73]) but cannot be achieved in the dark sector model.}

This difference is especially remarkable, considering how little difference there is between the two models from a theoretical perspective. From a symmetry point of view, the only difference is that the $\mathbb{Z}_2$ symmetry — which is broken both softly and by the vacuum in the C2HDM — remains unbroken in the dark sector model. If this were the only change, the result would be the IDM — a model where CP violation in the scalar sector is impossible [346, 347]. The addition of a simple real singlet field, which is charged under the $\mathbb{Z}_2$ symmetry, completely changes this picture. Now the model contains explicit CP violation, and the two scalar states of the IDM mix with the singlet field into three CP-mixed scalars. Even the coupling $f_{123}$ that enters the only CP-violating anomalous triple gauge couplings turned out to be maximised if the singlet field mixes maximally into each mass eigenstate.

In the next chapter, we will discuss another example of an additional real singlet field completely changing the properties of a well known BSM model when we study the vacuum structure of the N2HDM.
6 Vacuum Structure of the N2HDM

In this chapter, we present a detailed analysis of the vacuum structure of a BSM model and its consequences on phenomenology. We combine an analytical analysis with a numerical study based on chapter 3 to explore the phenomenological impact of the vacuum stability constraints. We demonstrate direct links between vacuum stability and collider observables. Our ref. [4] contains the results presented in this chapter.

6.1 The N2HDM

The next-to 2HDM (N2HDM) [7, 319] extends the SM by a second scalar SU(2)$_L$ doublet and a real scalar singlet field $\Phi_S$. Two $\mathbb{Z}_2$ symmetries are imposed on the scalars to reduce the number of free parameters, enable natural flavour conservation (NFC) (see section 2.1), and (potentially) allow for dark matter (DM) (see section 1.2.1). The first $\mathbb{Z}_2$ symmetry

$$\Phi_1 \rightarrow \Phi_1, \quad \Phi_2 \rightarrow -\Phi_2, \quad \Phi_S \rightarrow \Phi_2$$

(6.1)

can be extended to the fermion sector leading to four distinct Yukawa types in full analogy to the two-Higgs-doublet model (2HDM) (see section 2.5.1). We allow a bilinear soft breaking term of this symmetry. The second $\mathbb{Z}_2$ symmetry

$$\Phi_{1,2} \rightarrow \Phi_{1,2}, \quad \Phi_S \rightarrow -\Phi_S$$

(6.2)

leads to a dark singlet if it remains unbroken. The most general renormalisable scalar potential with this field content and symmetry structure is

$$V = m_{11}^2|\Phi_1|^2 + m_{22}^2|\Phi_2|^2 - \left(m_{12}^2 \Phi_1^\dagger \Phi_2 + h.c.\right)$$

$$+ \frac{1}{2} \lambda_1 |\Phi_1|^4 + \frac{1}{2} \lambda_2 |\Phi_2|^4 + \lambda_3 |\Phi_1|^2 |\Phi_2|^2 + \lambda_4 |\Phi_1^\dagger \Phi_2|^2 + \frac{1}{2} \left[ \lambda_5 \left( \Phi_1^\dagger \Phi_2 \right)^2 + h.c. \right]$$

$$+ \frac{1}{2} m_S^2 \Phi_S^2 + \frac{1}{8} \lambda_6 |\Phi_S|^4 + \frac{1}{2} \lambda_7 |\Phi_1|^2 \Phi_S^2 + \frac{1}{2} \lambda_8 |\Phi_2|^2 \Phi_S^2.$$  

(6.3)

Two of the coefficients — $m_{12}^2$ and $\lambda_5$ — could be complex parameters and — just like in the CP-violating 2HDM (C2HDM) of section 5.1 — lead to CP violation if eq. (5.8) holds. However, we only consider the CP-conserving version of this scalar potential. Imposing the standard CP symmetry

$$\Phi_{1,2} \rightarrow \Phi_{1,2}^*, \quad \Phi_S \rightarrow \Phi_S$$

(6.4)
forces both $m_{12}^2$ and $\lambda_5$ to be real up to field rephasing. The model has twelve real parameters and — after mass diagonalisation — three CP-even, one CP-odd, and a pair of charged Higgs bosons.

The most general classical field configuration of the N2HDM is

$$\Phi_1 \rightarrow \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v_1 \end{pmatrix}, \quad \Phi_2 \rightarrow \frac{1}{\sqrt{2}} \begin{pmatrix} v_{CB} \\ v_2 + i v_{CP} \end{pmatrix}, \quad \Phi_S \rightarrow v_S,$$

(6.5)

where we have used global SU(2)$_L$ and U(1)$_Y$ transformations to eliminate four degrees of freedom (see section 3.3.1). Non-zero values of the vacuum expectation value (vev) $v_{CP}$ lead to spontaneous CP violation, while a non-zero $v_{CB}$ spontaneously breaks electric charge. The numerical prefactors have been chosen such that all of the classical fields $v$ have canonically normalised kinetic terms. The stationarity conditions for these field configurations are

$$\frac{\partial V}{\partial v_1} = 0 = -v_2 m_{12}^2 + v_1 m_{11}^2 + \frac{1}{2} v_1 (v_1^2 \lambda_1 + v_2^2 \lambda_{345} + v_{CB}^2 \lambda_3 + v_{CP}^2 \lambda_{34-5} + v_S^2 \lambda_7),$$

(6.6)

$$\frac{\partial V}{\partial v_2} = 0 = -v_1 m_{12}^2 + v_2 m_{22}^2 + \frac{1}{2} v_2 (v_1^2 \lambda_{345} + v_2^2 \lambda_2 + v_{CB}^2 \lambda_2 + v_{CP}^2 \lambda_2 + v_S^2 \lambda_8),$$

(6.7)

$$\frac{\partial V}{\partial v_{CB}} = 0 = v_{CB} m_{22}^2 + \frac{1}{2} v_{CB} (v_1^2 \lambda_3 + v_2^2 \lambda_2 + v_{CB}^2 \lambda_2 + v_{CP}^2 \lambda_2 + v_S^2 \lambda_8),$$

(6.8)

$$\frac{\partial V}{\partial v_{CP}} = 0 = v_{CP} m_{22}^2 + \frac{1}{2} v_{CP} (v_1^2 \lambda_{34-5} + v_2^2 \lambda_2 + v_{CB}^2 \lambda_2 + v_{CP}^2 \lambda_2 + v_S^2 \lambda_8),$$

(6.9)

$$\frac{\partial V}{\partial v_S} = 0 = v_S m_S^2 + \frac{1}{2} v_S (v_1^2 \lambda_7 + v_2^2 \lambda_8 + v_{CB}^2 \lambda_8 + v_{CP}^2 \lambda_8 + v_S^2 \lambda_6),$$

(6.10)

where $\lambda_{345} = \lambda_3 + \lambda_4 + \lambda_5$ and $\lambda_{34-5} = \lambda_3 + \lambda_4 - \lambda_5$. These conditions allow for many different phases of the model [7]. The two phases with the correct pattern of electroweak symmetry breaking (EWSB) are

$$\mathcal{N} : v_1, v_2 \neq 0, \quad v_S, v_{CB}, v_{CP} = 0,$$

(6.11)

$$\mathcal{N}^s : v_1, v_2, v_S \neq 0, \quad v_{CB}, v_{CP} = 0.$$

(6.12)

In phase $\mathcal{N}$ the singlet $\mathbb{Z}_2$ symmetry is unbroken leading to a 2HDM-like visible sector with a dark singlet [348]. In phase $\mathcal{N}^s$ all $\mathbb{Z}_2$ symmetries are broken by the vevs, and all three CP-even scalar states mix with each other [7].

Equations (6.6) to (6.10) also allow for phases where the vacuum spontaneously breaks either electric charge or CP. The charge breaking phases are

$$\mathcal{CB} : v_1, v_2, v_{CB} \neq 0, \quad v_S, v_{CP} = 0,$$

(6.13)

$$\mathcal{CB}^s : v_1, v_2, v_S, v_{CB} \neq 0, \quad v_{CP} = 0$$

(6.14)

1 Throughout this chapter and in contrast to the previous chapter, the term "phase" refers to a vacuum configuration in analogy to thermodynamics, and never to a complex model parameter.
and the CP-breaking phases are

\[ CP : \quad v_1, v_2, v_{CP} \neq 0, \quad v_S, v_{CB} = 0, \quad (6.15) \]

\[ CP_s : \quad v_1, v_2, v_{CP} \neq 0, \quad v_{CB} = 0. \quad (6.16) \]

However, the stationarity conditions imply that \( v_{CB} \) and \( v_{CP} \) cannot be non-zero simultaneously. In other words, the minimisation of the potential implies that, if \( v_{CB} \neq 0 \) then \( v_{CP} = 0 \), and vice-versa. Another phase exists, where only the singlet \( Z_2 \) symmetry is broken and EWSB does not occur

\[ S : \quad v_S \neq 0, \quad v_1, v_2, v_{CB}, v_{CP} = 0. \quad (6.17) \]

The final possibility is the trivial unbroken phase where all vevs are zero.

This list does not include the phase we considered for the dark sector model in section 5.2, where only \( \Phi_1 \) has a non-vanishing vev. Such a phase is forbidden in the N2HDM for \( m_{12}^2 \neq 0 \) as a result of eqs. (6.6) and (6.7). In the dark sector model, the exact \( Z_2 \) symmetry eq. (5.31) forces \( m_{12}^2 = 0 \) and allows this phase to exist. Additionally, the following analysis relies on a decomposition of the scalar potential into field bilinears, which is impossible if trilinear terms — such as the \( A \Phi_1^T \Phi_2 \Phi_S \) term of eq. (5.32) — are present. Therefore, even though the scalar potentials of the two models — eq. (5.32) and eq. (6.3) — are very similar, the following analysis does not generalise to the dark sector model. We will discuss the phenomenological consequences of this behaviour below.

### 6.1.1 The Bilinear Formalism

In the 2HDM it has been shown that if a normal vacuum \( \mathcal{N} \) exists any stationary point that is charge or CP breaking is necessarily a saddle point that lies above the normal minimum [220, 349–351]. Already in ref. [7] we showed through numerical counterexamples that this conclusion no longer holds in the N2HDM.

In order to substantiate this discussion with a detailed analytical analysis we make use of a bilinear formalism, similar to what has been developed for the 2HDM [220, 347, 349–360]. We define the real, five-component vector \( X \) as

\[ X = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \\ x_5 \end{pmatrix} = \begin{pmatrix} |\Phi_1|^2 \\ |\Phi_2|^2 \\ \text{Re}(\Phi_1^T \Phi_2) \\ \text{Im}(\Phi_1^T \Phi_2) \\ \frac{1}{2} \Phi_S^2 \end{pmatrix} \quad (6.18) \]

and rewrite the scalar potential as

\[ V = X^T A + \frac{1}{2} X^T B X \quad (6.19) \]
with the vector $A$ and the symmetric matrix $B$ given by

$$
A = \begin{pmatrix}
    m_1^2 \\
    m_2^2 \\
    -2m_{12}^2 \\
    0 \\
    m_S^2
\end{pmatrix}, \quad B = \begin{pmatrix}
    \lambda_1 & \lambda_3 & 0 & 0 & \lambda_7 \\
    \lambda_3 & \lambda_2 & 0 & 0 & \lambda_8 \\
    0 & 0 & 2(\lambda_4 + \lambda_5) & 0 & 0 \\
    0 & 0 & 0 & 2(\lambda_4 - \lambda_5) & 0 \\
    \lambda_7 & \lambda_8 & 0 & 0 & \lambda_6
\end{pmatrix}.
$$

(6.20)

The derivative\(^2\) of the scalar potential is given by

$$
V' = \frac{\partial V}{\partial X^T} = A + BX.
$$

(6.21)

At a stationary point where the fields acquire expectation values of the form eq. (6.5) the expectation value of the vector $X$ becomes

$$
\langle X \rangle = \frac{1}{2} \begin{pmatrix}
    v_1^2 \\
    v_2 + v_{CP}^2 + v_{CB}^2 \\
    v_1v_2 \\
    v_{1v_{CP}} \\
    v_{2S}
\end{pmatrix}.
$$

(6.22)

Using the stationarity conditions

$$
\langle \frac{\partial V}{\partial v_i} \rangle = \frac{\partial \langle X \rangle}{\partial v_i} \langle V' \rangle = 0
$$

(6.23)

with $v_i \in \{v_1, v_2, v_{CP}, v_{CB}\}$ as well as eq. (6.19) it can be shown that [220]

$$
\langle V \rangle = \frac{1}{2} \langle X \rangle^T A = -\frac{1}{2} \langle X \rangle^T B \langle X \rangle.
$$

(6.24)

In the following $\langle X \rangle$ and $\langle V' \rangle$ will be needed at each kind of stationary point. The value of $\langle X \rangle$ can be trivially deduced from eqs. (6.11) to (6.17) and (6.22). The value of $\langle V' \rangle$ can be simplified using the stationarity conditions and the eigenvalues of the mass matrices. This leads to [4]

$$
\langle V' \rangle_N = \frac{1}{v^2} \begin{pmatrix}
    v_2^2m_{H^+}^2 \\
    v_3^2m_{H^+}^2 \\
    -2v_1v_3m_{H^+}^2 \\
    0 \\
    v_2^2m_D^2
\end{pmatrix}, \quad \langle V' \rangle_{N^*} = \frac{m_{H^+}^2}{v^2} \begin{pmatrix}
    v_1^2 \\
    v_2^2 \\
    -2v_1v_2 \\
    0 \\
    0
\end{pmatrix}
$$

(6.25)

for the minima of the phases with correct EWSB. With the parameter $v^2 = v_1^2 + v_2^2$ the squared charged Higgs mass is

$$
m_{H^\pm}^2 = m_{12}^2 v^2 - \frac{1}{2}(\lambda_4 + \lambda_5)v^2,
$$

(6.26)

\(^2\)Since $X$ is a vector of bilinears this is the first derivative in terms of $X$ but the second derivative in terms of the fields.
and the squared dark singlet mass is given by
\[ m_D^2 = m_S^2 + \frac{1}{2} \left( \lambda_7 v_1^2 + \lambda_8 v_2^2 \right). \]  

(6.27)

The charge-breaking phases yield
\[
\langle V' \rangle_{CB} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ m_{CB}^2 \end{pmatrix}, \quad \langle V' \rangle_{CB*} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix},
\]

(6.28)

where
\[ m_{CB}^2 = m_S^2 + \frac{1}{2} \left( \lambda_7 v_1^2 + \lambda_8 (v_2^2 + v_{CP}^2) \right) \]

(6.29)

and the CP-breaking minima lead to
\[
\langle V' \rangle_{CP} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ m_{CP}^2 \end{pmatrix}, \quad \langle V' \rangle_{CP*} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix},
\]

(6.30)

where
\[ m_{CP}^2 = m_S^2 + \frac{1}{2} \left( \lambda_7 v_1^2 + \lambda_8 (v_2^2 + v_{CP}^2) \right). \]

(6.31)

### 6.2 Stability of the EW Phases

With this information, we can study the relative depth of the different stationary points of the N2HDM. We assume that the model parameters are such that the stationarity conditions permit solutions of at least one of the phases with viable EWSB — \( \mathcal{N} \) or \( \mathcal{N}' \) — and another kind of stationary point. We call such a scenario *coexisting* stationary points of the corresponding phases.

If a secondary stationary point coexists with the electroweak (EW) vacuum, the secondary stationary point could be a deeper minimum and vacuum tunnelling would be possible. Therefore vacuum stability constraints as discussed in chapter 3 need to be applied in this case. The bilinear formalism allows us to establish analytically which kinds of minima can coexist in the scalar potential and lead to vacuum stability constraints.

Consider two stationary points of different phases \( i \) and \( j \). All quantities are expectation values, and we drop the brackets for a cleaner notation. We can explicitly calculate the product \( X_i^T V_j' \) but also express it through eq. (6.21) as
\[ X_i^T V_j' = X_i^T (A + BX_j) = X_i^T A + X_i^T B X_j. \]

(6.32)
From eq. (6.24) we know that
\[ X_i^T A = 2V_i \] (6.33)
and obtain
\[ X_i^T B X_j = X_i^T V_j' - 2V_i. \] (6.34)

Since the matrix \( B \) is symmetric we obtain the same right-hand side when \( i \leftrightarrow j \). Equating these leads to a formula for the depth difference of the two stationary points
\[ V_i - V_j = \frac{1}{2} (X_i^T V_j' - X_i^T V_i'). \] (6.35)

### 6.2.1 Stability Against Charge and CP Breaking

We will begin by considering scenarios where a vacuum with viable EWSB coexists with a charge- or CP-breaking stationary point. In the following, we add a secondary subscript to the vacua \( v_{1,2,s} \) denoting in which phase they are evaluated.

**Stability of \( \mathcal{N} \) Vacua Against Charge Breaking**

Applying eq. (6.35) to the case of an \( \mathcal{N} \) and a \( \mathcal{CB} \) vacuum leads to
\[ V_{\mathcal{CB}} - V_{\mathcal{N}} = \left. \frac{m_{H^\pm}^2}{4v^2} \right|_{\mathcal{N}} \left[ (v_{2\mathcal{N}}v_{1\mathcal{CB}} - v_{1\mathcal{N}}v_{2\mathcal{CB}})^2 + v_{1\mathcal{N}}^2 v_{\mathcal{CB}}^2 \right]. \] (6.36)

Both the quantity in brackets and \( v^2 \) are always positive. Therefore, if the \( \mathcal{N} \) stationary point is a minimum and thus \( m_{H^\pm}^2 > 0 \), it will always be deeper than any \( \mathcal{CB} \) stationary point and therefore stable against vacuum decay.

In the case of \( \mathcal{N} \) and \( \mathcal{CBs} \), the results are similar with
\[ V_{\mathcal{CBs}} - V_{\mathcal{N}} = \left. \frac{m_{H^\pm}^2}{4v^2} \right|_{\mathcal{N}} \left[ (v_{2\mathcal{N}}v_{1\mathcal{CBs}} - v_{1\mathcal{N}}v_{2\mathcal{CBs}})^2 + v_{1\mathcal{N}}^2 v_{\mathcal{CBs}}^2 \right] + \frac{m_{D}^2}{4} \bigg|_{\mathcal{N}} v_{\mathcal{SBs}}^2. \] (6.37)

Again, the right-hand side is positive as long as \( \mathcal{N} \) is a minimum. Therefore, a vacuum of type \( \mathcal{N} \) is also stable against vacuum decay into a \( \mathcal{CBs} \) stationary point.

**Stability of \( \mathcal{N}s \) Vacua Against Charge Breaking**

The analysis for the \( \mathcal{N}s \) case is analogous but leads to different conclusions. Starting with the case of an \( \mathcal{N}s \) and a \( \mathcal{CBs} \) stationary point we obtain
\[ V_{\mathcal{CBs}} - V_{\mathcal{N}s} = \left. \frac{m_{H^\pm}^2}{4v^2} \right|_{\mathcal{N}s} \left[ (v_{2\mathcal{N}s}v_{1\mathcal{CBs}} - v_{1\mathcal{N}s}v_{2\mathcal{CBs}})^2 + v_{1\mathcal{N}s}^2 v_{\mathcal{CBs}}^2 \right], \] (6.38)
which is always positive as long as $\mathcal{N}$'s is a minimum. $\mathcal{N}$'s vacua are thus stable against vacuum decay into $\mathcal{CB}$s stationary points.

However, the depth difference between an $\mathcal{N}$'s and a $\mathcal{CB}$ stationary point is

$$V_{\mathcal{CB}} - V_{\mathcal{N}s} = \frac{m_{H^+}^2}{4v^2} \left[ (v_{2\mathcal{N}s}v_{1\mathcal{CB}} - v_{1\mathcal{N}s}v_{2\mathcal{CB}})^2 + v_{1\mathcal{N}s}^2v_{\mathcal{CB}}^2 - \frac{1}{4}v_{\mathcal{N}s}^2m_{\mathcal{CB}}^2 \right].$$  \hspace{1cm} (6.39)

The sign of the right-hand side now cannot be established, and there is no clear relationship between the depths of the two vacua. As such, $\mathcal{N}$'s vacua can coexist with potentially deeper $\mathcal{CB}$ minima.

**Stability of $\mathcal{N}$'s Vacua Against CP Breaking**

The analysis for the CP-breaking phases is analogous. The depth difference between an $\mathcal{N}$ and $\mathcal{CP}$ vacuum is

$$V_{\mathcal{CP}} - V_{\mathcal{N}} = \frac{m_{A}^2}{4v^2} \left[ (v_{2\mathcal{N}}v_{1\mathcal{CP}} - v_{1\mathcal{N}}v_{2\mathcal{CP}})^2 + v_{1\mathcal{N}}^2v_{\mathcal{CP}}^2 \right]$$ \hspace{1cm} (6.40)

and for $\mathcal{N}$ and $\mathcal{CB}$s it is

$$V_{\mathcal{CP}s} - V_{\mathcal{N}} = \frac{m_{A}^2}{4v^2} \left[ (v_{2\mathcal{N}sv_{1\mathcal{CP}s}} - v_{1\mathcal{N}sv_{2\mathcal{CP}s}})^2 + v_{1\mathcal{N}sv_{\mathcal{CP}s}}^2 \right] + \frac{m_{D}^2}{4}v_{\mathcal{CP}s}^2.$$ \hspace{1cm} (6.41)

The pseudo scalar mass at $\mathcal{N}$ (and $\mathcal{N}$'s) stationary points is given by

$$m_{A}^2 = m_{H^+}^2 + \frac{1}{2}(\lambda_4 - \lambda_5)v^2.$$ \hspace{1cm} (6.42)

As long as $\mathcal{N}$ is a vacuum and thus $m_{A}^2 > 0$, both right-hand sides are positive, and $\mathcal{N}$ is therefore stable against tunnelling into $\mathcal{CP}$ and $\mathcal{CP}$'s stationary points.

**Stability of $\mathcal{N}$'s Vacua Against CP Breaking**

The results for $\mathcal{N}$'s EW vacua is, again, more interesting. For an $\mathcal{N}$'s and a $\mathcal{CP}$s stationary point we obtain

$$V_{\mathcal{CP}s} - V_{\mathcal{N}s} = \frac{m_{A}^2}{4v^2} \left[ (v_{2\mathcal{N}s}v_{1\mathcal{CP}s} - v_{1\mathcal{N}s}v_{2\mathcal{CP}s})^2 + v_{1\mathcal{N}s}^2v_{\mathcal{CP}s}^2 \right],$$ \hspace{1cm} (6.43)

which is positive when $\mathcal{N}$'s is a minimum. Vacua of phase $\mathcal{N}$'s are thus stable against vacuum decay into $\mathcal{CP}$s stationary points.

The depth difference between an $\mathcal{N}$'s and a $\mathcal{CP}$ stationary point is

$$V_{\mathcal{CP}} - V_{\mathcal{N}s} = \frac{m_{A}^2}{4v^2} \left[ (v_{2\mathcal{N}s}v_{1\mathcal{CP}} - v_{1\mathcal{N}s}v_{2\mathcal{CP}})^2 + v_{1\mathcal{N}s}^2v_{\mathcal{CP}}^2 \right] - \frac{1}{4}v_{\mathcal{N}s}^2m_{\mathcal{CP}}^2.$$ \hspace{1cm} (6.44)

Again, the sign of the right-hand side is not fixed and $\mathcal{N}$'s vacua can coexist with potentially deeper $\mathcal{CP}$ minima.
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6.2.2 Other Coexisting Minima

Vacuum instabilities may also arise if \( \mathcal{N}, \mathcal{N}'s \), or even \( S \) minima coexist. This can happen either if minima of different phases coexist or if the stationarity conditions admit multiple stationary points of the same phase but with different depths. If an \( \mathcal{N} \) and an \( \mathcal{N}'s \) stationary point coexist we obtain

\[
V_{\mathcal{N}'s} - V_{\mathcal{N}} = \frac{1}{4} \left( \frac{m_{H^+}^2}{4v^2} \right)_{\mathcal{N}} - \frac{m_{H^+}^2}{4v^2} \left( v_{1N'}v_{2N'} - v_{1N}v_{2N} \right)^2 + \frac{1}{4} m_D^2 v_{sN}'^2 . \tag{6.45}
\]

for their depth difference. No definite sign can be established, and if \( \mathcal{N} \) and \( \mathcal{N}'s \) minima coexist either of them may be deeper. Therefore, though \( \mathcal{N} \) is stable against charge breaking or CP breaking minima, it is not guaranteed to be stable against a deeper \( \mathcal{N}'s \) vacuum. Likewise, an \( \mathcal{N}'s \) minimum may not only be unstable against deeper \( CB \) or \( CP \) minima but also against a deeper \( \mathcal{N} \) minimum. Similarly, stability between \( \mathcal{N} \) and \( S \) as well as \( \mathcal{N}'s \) and \( S \) minima cannot be established analytically.

The final possibility for instability of vacua of types \( \mathcal{N} \) (or \( \mathcal{N}'s \)) is that the stationarity conditions eqs. (6.6) to (6.10) yield more than one solution of a given phase. This means that \( e.g. \) a solution

\[
\mathcal{N} \equiv \{ \langle \Phi_1 \rangle, \langle \Phi_2 \rangle \} = \frac{1}{\sqrt{2}} \{ v_1, v_2 \} \tag{6.46}
\]

exists as well as another one with

\[
\mathcal{N}' \equiv \frac{1}{\sqrt{2}} \{ v'_1, v'_2 \} \tag{6.47}
\]

and different vevs \( v_1 \neq v'_1, v_2 \neq v'_2 \) and values of the scalar potential \( V_{\mathcal{N}} \neq V_{\mathcal{N}'} \).

This possibility already arises in the 2HDM [220, 351, 355, 361, 362] — therein dubbed “panic vacua” — and it remains in the N2HDM as an avenue for instability of the \( \mathcal{N} \) vacuum (and also of the \( \mathcal{N}'s \) one, since the minimisation equations of the potential may yield more than one solution of type \( \mathcal{N}'s \)). We do not study this possibility analytically but include it in the numerical analysis of section 6.3.

6.2.3 Summary

The results of the previous sections show how the addition of the real singlet field to the 2HDM qualitatively changes the vacuum structure of the model. In the N2HDM normal EW-breaking minima are no longer necessarily the global minima of the model. We summarise the results we obtained in table 6.1. If a minimum of type \( \mathcal{N} \) exists, it is certainly deeper than any charge or CP-breaking stationary points that the potential might have — the model guarantees the stability of \( \mathcal{N} \) against CP or charge breaking. However, this does not hold for minima of type \( \mathcal{N}'s \). These can coexist with charge-breaking \( CB \) or CP-breaking \( CP \) minima. Additionally, there is no fixed ordering of depths between \( \mathcal{N}, \mathcal{N}'s, \) and \( S \) minima.
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Table 6.1: Stability of EW-breaking $\mathcal{N}$ and $\mathcal{N}'$ vacua in the N2HDM. An EW-breaking vacuum (i.e. a local minimum) in the given phase is necessarily deeper than all stationary points marked as “stable”. For the stationary points marked with $\times$ either of the two extrema may be the deeper minimum depending on the model parameters.

<table>
<thead>
<tr>
<th>EW vacuum</th>
<th>$\mathcal{N}$</th>
<th>$\mathcal{N}'$</th>
<th>$\mathcal{CB}$</th>
<th>$\mathcal{CB}'$</th>
<th>$\mathcal{CP}$</th>
<th>$\mathcal{CP}'$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>stable</td>
<td>stable</td>
<td>stable</td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{N}'$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>stable</td>
<td>$\times$</td>
<td>stable</td>
<td>$\times$</td>
<td></td>
</tr>
</tbody>
</table>

These results underline the curiously unique nature of the vacuum structure in the 2HDM, where the existence of a minimum of a given nature automatically implies that no minima of different types may exist. Models with a different scalar content do not share this property (this has previously been shown for singlet extensions of the SM [250] and models with more than two doublets [363]). We have shown that the mere addition of a real singlet to the 2HDM is enough to qualitatively change the vacuum structure of the model. The N2HDM preserves some of the properties of the 2HDM — wherein the $\mathcal{N}$ minimum mimics the stability behaviour of the normal minima of the 2HDM — but when $\mathcal{N}'$ minima are considered, tunnelling to deeper minima of different types become possible.

6.3 Phenomenological Impact of Vacuum Stability

We perform a numerical study to illustrate the impact of the N2HDM vacuum structure on the phenomenologically relevant regions of the parameter space. We focus on parameter points where the EW vacuum is of type $\mathcal{N}'$ since — following the analytical analysis — this is the most interesting case for vacuum stability constraints. We have studied the phenomenology of this phase — called broken phase — in detail in ref. [7].

The pseudoscalar and charged sector of the N2HDM are — identically to the 2HDM — diagonalised with the mixing angle $\beta$ defined through

$$
\tan \beta = \frac{v_2}{v_1}
$$

(6.48)

separating the would-be Goldstone bosons from the physical pseudoscalar $A$ with mass given in eq. (6.42) and the charged Higgs bosons $H^\pm$ with mass given by eq. (6.26). For an $\mathcal{N}$'s EW-vacuum all three neutral, CP-even scalar fields mix into three physical Higgs bosons $H_{1,2,3}$. Their $3 \times 3$ mixing matrix is parametrised as eq. (5.13) in terms of the mixing angles $\alpha_1$ to $\alpha_3$ that can be chosen to lie in the range

$$
-\frac{\pi}{2} \leq \alpha_{1,2,3} < \frac{\pi}{2}.
$$

(6.49)
The CP-even scalars are assumed to be mass-ordered such that
\[ m_{H_1} < m_{H_2} < m_{H_3}. \] (6.50)

Using the mass diagonalisation and the minimum conditions of the phase \( N \)'s it is possible to express the twelve real parameters of the N2HDM Lagrangian through the parameters
\[ \alpha_1, \alpha_2, \alpha_3, \tan \beta, \quad v = v_1^2 + v_2^2, \quad v_S, \quad m_{H_{1,2,3}}, \quad m_A, \quad m_{H^\pm}, \quad m_{\phi_1^2}. \] (6.51)

The relations between these and the parameters of eq. (6.3) can be found in the appendix of ref. [7].

### 6.3.1 Parameter Scan

We performed a scan of the N2HDM parameter space using an improved private version of [Scanner] [7, 125, 249, 290]. All of the resulting parameter points fulfil the applied theoretical constraints and are compatible with the applied current experimental constraints at the 2\( \sigma \) level (see below). We focus on the Yukawa type I but occasionally comment on type II. The Yukawa type has no direct impact on vacuum stability at the tree-level. However, since the regions of parameter space favoured by the experimental constraints strongly depend on the Yukawa type, there will be visible differences regarding the impact of vacuum stability constraints.

The tree-level perturbative unitarity bounds in the high-energy limit as described in section 2.2 were derived in ref. [7]. Closed-form conditions for boundedness from below (see section 3.2) were first derived in ref. [221]. In our notation the parameter region allowed by boundedness is
\[ \Omega_1 \cup \Omega_2 \] (6.52)

with
\[ \Omega_1 = \left\{ \begin{array}{l} 0 < \lambda_{1,2,6}; \quad 0 < \sqrt{\lambda_1 \lambda_6} + \lambda_7; \quad 0 < \sqrt{\lambda_1 \lambda_2} + \lambda_3 + D; \\ 0 < \sqrt{\lambda_2 \lambda_6} + \lambda_8; \quad 0 \leq \lambda_7 + \sqrt{\frac{\lambda_1}{\lambda_2}} \lambda_8 \end{array} \right\} \] (6.53)

and
\[ \Omega_2 = \left\{ \begin{array}{l} 0 < \lambda_{1,2,6}; \quad \sqrt{\lambda_1 \lambda_6} > -\lambda_7 \geq \sqrt{\frac{\lambda_1}{\lambda_2}} \lambda_8; \\ 0 \leq \lambda_2 \lambda_6 - \lambda_8^2; \quad (\lambda_8^2 - \lambda_1 \lambda_6)(\lambda_8^2 - \lambda_2 \lambda_6) > \lambda_7 \lambda_8 - (D + \lambda_3) \lambda_6 \end{array} \right\} \] (6.54)

depending on the discriminant
\[ D = \min(\lambda_4 - |\lambda_5|, 0). \] (6.55)

In contrast to earlier works [7, 9], we do not impose absolute stability of the EW vacuum as a theoretical constraint since we want to study the vacuum structure in detail.
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Table 6.2: Input parameter ranges for the N2HDM parameter scan \((y, z \in \{1, 2, 3\})\). The three mixing angles \(\alpha_{1,2,3}\) in the CP-even scalar sector vary through their whole allowed range.

<table>
<thead>
<tr>
<th>(m_{H_u}, m_{H_d}, m_A)</th>
<th>(m_{H^\pm})</th>
<th>(\tan \beta)</th>
<th>(m^2_{12})</th>
<th>(v_S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeV</td>
<td>GeV</td>
<td></td>
<td>GeV^2</td>
<td>GeV</td>
</tr>
<tr>
<td>min</td>
<td>30</td>
<td>150</td>
<td>0.8</td>
<td>10^{-3}</td>
</tr>
<tr>
<td>max</td>
<td>1500</td>
<td>1500</td>
<td>20</td>
<td>5 \times 10^5</td>
</tr>
</tbody>
</table>

and take into account that long-lived, metastable regions of the parameter space are phenomenologically viable.

We include all applicable experimental constraints described in section 2.4. We use the oblique parameters to parametrise EW precision constraints as described in section 2.4.1. The predictions for \(S, T\) and \(U\) from refs. [137, 138] are compared against the results of ref. [135]. The flavour constraints in the \(m_{H^\pm} - \tan \beta\) plane [135] that were discussed in section 2.4.2 are directly applicable to the N2HDM. In type I the strongest constraint is obtained from \(B_d \to \mu^+\mu^-\) (see fig. 2.2). We check for agreement with the collider Higgs data using HiggsBounds-5.3.2beta [163–167] and HiggsSignals-2.2.3beta [165, 170–172]. HiggsBounds checks for 2\(\sigma\) compatibility with all searches for additional scalars (see section 2.4.4). With HiggsSignals we employ a cut on \(\Delta \chi^2 = \chi^2_{\text{N2HDM}} - \chi^2_{\text{SM}} < 6.18\) corresponding approximately to a 2\(\sigma\) region around the SM expectation — see section 2.4.5 for a more detailed discussion. The required model predictions for branching ratios and total widths are obtained from N2HDECAY [7, 11] and the hadron collider production cross sections from SusHi [314, 315].

We generate a sample of valid parameter points on which to study the vacuum structure and vacuum stability. One of the three CP-even, neutral Higgs masses is fixed to

\[
m_{H_u} = m_{h_{125}} = 125.09\, \text{GeV},
\]

and the EW vev is set to its SM value

\[
v \approx 246\, \text{GeV}.
\]

Random values for the remaining input parameters are independently drawn from uniform distributions with the ranges given in table 6.2. The three mixing angles in the CP-even scalar sector vary through their whole allowed range. Note that we do not specify a mass ordering for \(m_{H_{u,y,z}}\) — the 125 GeV Higgs boson \((h_{125})\) can be the lightest or heaviest state as well as the one in between.

For each of these parameter points, we use the method described in chapter 3 to find all minima of the tree-level scalar potential and calculate the lifetime of the EW vacuum if it is not absolutely stable. We call those vacua short-lived, where

\[
B < 390
\]
Table 6.3: Percentage of phenomenologically viable points in our scan that have a second minimum in addition to an EW vacuum of type $\mathcal{N}s$. The first row contains the percentage of coexisting minima, the second line the ones that are deeper and the third line the dangerous, short-lived, ones. The minima of type $\mathcal{N}s'$ have vevs like those of $\mathcal{N}s$ but $v' \neq 246$ GeV and differ from the EW vacuum in depth.

<table>
<thead>
<tr>
<th></th>
<th>$\mathcal{N}s'$</th>
<th>$\mathcal{N}$</th>
<th>$\mathcal{CB}$</th>
<th>$\mathcal{CP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>exists</td>
<td>0.05</td>
<td>23.3</td>
<td>4.49</td>
<td>2.80</td>
</tr>
<tr>
<td>deep</td>
<td>0.0015</td>
<td>20.9</td>
<td>4.11</td>
<td>2.55</td>
</tr>
<tr>
<td>dangerous</td>
<td>0.0</td>
<td>6.89</td>
<td>1.12</td>
<td>0.678</td>
</tr>
</tbody>
</table>

holds for tunnelling to any other minimum. This is a very conservative estimate where only vacua with a survival probability $P$ through the age of the universe

$$P \ll 1 - 5\sigma \approx 5.73 \times 10^{-7}$$

are considered short lived. We have verified that our results remain qualitatively unchanged when varying the bound in eq. (6.58) by 20%. This accounts for the uncertainties discussed in section 3.3.2.

### 6.3.2 Discussion

In this section, we present a numerical and phenomenological analysis of the N2HDM vacuum structure and vacuum stability based on a sample of $\sim 10^6$ phenomenologically viable parameter points generated according to section 6.3.1. We aim to investigate whether the possible coexistence of minima discussed analytically in section 6.1

- is found in a substantial region of the N2HDM parameter space that is compatible with current theoretical and experimental constraints,
- can be directly related to phenomenological observations at colliders.

Since we assume the EW vacuum to be of type $\mathcal{N}s$ the potentially dangerous minima are $\mathcal{CB}, \mathcal{CP}, \mathcal{N}$, and a second different minimum of type $\mathcal{N}s$ (see below for a discussion of minima of type $S$). We will distinguish three cases for these potentially dangerous vacua:

- they coexist with the EW vacuum,
- they are also deeper than the EW vacuum,
- they are additionally dangerous, i.e. tunnelling from the EW vacuum is fast as defined in eq. (6.58).
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Figure 6.1: The distribution of secondary charge and CP breaking minima. The left plot shows the plane of the CP-odd Higgs mass $m_A$ and charged Higgs mass $m_{H^\pm}$. The right plot shows the plane of the scalar potential parameters $\lambda_4$ and $\lambda_5$. In grey, we show all parameter points fulfilling the theoretical and experimental constraints. On top, we show the points where a secondary minimum of type $\mathcal{CB}$ (dark green) or $\mathcal{CP}$ (light green) exists. Figure as published in ref. [4].

Table 6.3 shows the prevalence of these cases for the different possible secondary minima in our sample. The precise numbers in table 6.3 have no physical significance as they depend on the sampling method of the parameter space. However, the displayed results clearly show that the possibilities discussed in section 6.1 remain relevant even after considering all other applicable constraints. Especially, dangerous minima of type $\mathcal{N}$ occur frequently. Table 6.3 also shows that the requirement of absolute stability would be a substantially stronger constraint on the parameter space compared to the condition that the EW vacuum should be sufficiently long-lived. Important regions of parameter space with metastable vacua could be left out if absolute stability was imposed.

The only case missing in table 6.3 that is allowed by the analytical analysis are secondary minima of type $S$. We have not found a single parameter point in our sample where a stationary point of type $S$ is a minimum. This could mean that minima of type $S$ cannot coexist with an $\mathcal{N}$’s vacuum, that all points where this is possible are ruled out by current constraints, or that these minima are exceedingly rare. Either way, this means that secondary minima of type $S$ are of limited phenomenological interest and we will not discuss them further here.

Figure 6.1, left, shows the distribution of charge- and CP-breaking secondary minima in the plane of the pseudoscalar Higgs mass $m_A$ and charged Higgs mass $m_{H^\pm}$ at the EW vacuum. The overall distribution of the phenomenologically viable parameter points is primarily driven by the EW precision constraints, which force the neutral Higgs bosons to be relatively close in mass to the charged Higgs boson (see section 2.4.1). Parameter
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points without any secondary minima, as well as parameter points with secondary $\mathcal{N}$ minima, exist throughout the allowed region. In contrast, secondary $\mathcal{CB}$ minima only exist as long as $m_A > m_{H^\pm}$ while $\mathcal{CP}$ minima only exist when $m_{H^\pm} > m_A$. This happens because the pseudoscalar and charged masses in an $\mathcal{N}$'s minimum are such that (see eq. (6.42))

$$m_A^2 - m_{H^\pm}^2 = \frac{1}{2}(\lambda_4 - \lambda_5)v^2.$$  (6.60)

At the same time, in a $\mathcal{CB}$ stationary point one of the eigenvalues of the scalar mass matrix is

$$m^2 |_{\mathcal{CB}} = \frac{1}{2}(\lambda_4 - \lambda_5)[v_1^2 + v_2^2 + v_{CB}^2]$$  (6.61)

while at the $\mathcal{CP}$ stationary point one eigenvalue is

$$m^2 |_{\mathcal{CP}} = \frac{1}{2}(\lambda_5 - \lambda_4)[v_1^2 + v_2^2 + v_{CP}^2].$$  (6.62)

The quantities in square brackets are always positive and the squared masses are positive if the corresponding stationary points are minima. Therefore, for the $\mathcal{CB}$ stationary point to be a minimum $\lambda_4 > \lambda_5$ which requires $m_A > m_{H^\pm}$ at the $\mathcal{N}$'s vacuum. Similarly, a $\mathcal{CP}$ minimum requires $\lambda_4 < \lambda_5$ which implies $m_A < m_{H^\pm}$.

Figure 6.1, right, illustrates the same behaviour in the plane of $\lambda_4$ and $\lambda_5$. The points without secondary minima or with secondary $\mathcal{N}$ minima are again scattered throughout the allowed parameter space while the $\mathcal{CP}$ and $\mathcal{CB}$ minima can only occur in sharply defined regions. From the previous discussion $\lambda_4 = \lambda_5$ is the expected border between the regions where $\mathcal{CP}$ and $\mathcal{CB}$ can exist. However, fig. 6.1, right, shows that there is an additional region

$$\lambda_5 < 0 \land \lambda_4 < -\lambda_5$$  (6.63)

where neither $\mathcal{CP}$ nor $\mathcal{CB}$ minima can exist. The analytical explanation for this behaviour is given in the appendix of ref. [4].

In fig. 6.2, we compare analytical and numerical results for the relative depth of $\mathcal{N}$ and $\mathcal{N}$'s vacua. The relative depth of an $\mathcal{N}$'s and $\mathcal{N}$ vacuum — as given by eq. (6.45) — is shown as a function of tan $\beta$ at the $\mathcal{N}$'s EW vacuum. The plot only includes parameter points where a secondary $\mathcal{N}$ minimum exists and shows its depth relative to the depth of the $\mathcal{N}$'s EW vacuum. As expected, in all parameter points where $V_{N^\times} - V_N > 0$ the $\mathcal{N}$ minimum is classified as either deep (blue points) or dangerous (red points). The parameter points with dangerous $\mathcal{N}$ only begin to appear if $V_{N^\times} - V_N \gtrsim 10^7$, and their distribution shows some dependence on tan $\beta$. For small tan $\beta \lesssim 2$ the $\mathcal{N}$ vacuum is only unstable if the depth difference is $\gtrsim 10^9$ while for large tan $\beta \gtrsim 12$ the majority of deep $\mathcal{N}$ vacua in our sample is dangerous.\(^3\)

So far, we have illustrated how the analytical results of section 6.1 are reflected in the phenomenologically viable parameter space. We will now discuss the vacuum stability

\(^3\)This is more clearly visible when reversing the plotting order of fig. 6.2 and plotting the parameter points with deep but not dangerous $\mathcal{N}$ vacua on top.
Figure 6.2: The difference in the value of the scalar potential between the EW $\mathcal{N}$'s vacuum and a secondary $\mathcal{N}$ minimum according to eq. (6.45) as a function of $\tan \beta$ at the EW vacuum. Only parameter points where a secondary $\mathcal{N}$ vacuum exists are shown. The colour code represents the results of the numerical analysis. The green parameter points have a secondary $\mathcal{N}$ minimum, but tunnelling from the EW vacuum is not possible. For the blue parameter points tunnelling is possible but slow while at the red points (plotted on top) the EW vacuum is short-lived (see eq. (6.58)). Figure as published in ref. [4].
Figure 6.3: The signal strength $\mu_{\gamma\gamma}$ of $pp \rightarrow h_{125} \rightarrow \gamma\gamma$ as a function of the charged Higgs mass. The parameter points without any secondary minima (grey) are plotted on top, followed by the absolutely stable (green), and long-lived (blue) parameter points. Below these, the points with dangerous secondary minima are shown in different shades of red denoting the type of dangerous minimum present ($N$ — light red, $CB$ — red, $CP$ — dark red). Figure as published in ref. [4].

Constraints arising from these secondary vacua. In imposing vacuum stability constraints, we distinguish the following cases:

- parameter points where the EW vacuum is the only vacuum,
- absolutely stable parameter points where secondary minima exist but are never deep,
- long-lived parameter points where secondary vacua are deep but never dangerous,
- short-lived parameter points that have dangerous secondary minima.

Figure 6.3 demonstrates the phenomenological impact of vacuum stability constraints. It shows the signal strength of $h_{125}$ in the $\gamma\gamma$ channel defined as

$$\mu_{\gamma\gamma} = \frac{\sigma(pp \rightarrow h_{125})BR(h_{125} \rightarrow \gamma\gamma)}{\sigma(pp \rightarrow h_{SM})BR(h_{SM} \rightarrow \gamma\gamma)}$$

(6.64)

as a function of the charged Higgs mass. The short-lived (different shades of red) parameter points are plotted below the grey points, for which no secondary minima exist. Therefore, vacuum stability excludes any region of parameter space where only the red parameter points are visible. One can see that significant parts of the parameter space corresponding to an enhanced signal strength, $\mu_{\gamma\gamma} > 1$, are excluded because they have a dangerous $N$, $CP$, or $CB$ minimum below the EW vacuum. If, for instance, a charged
Higgs with a mass of 500 GeV is discovered, fig. 6.3 implies a bound of about $\mu_{\gamma\gamma} \lesssim 1.03$ in the N2HDM of type I. If on the other hand $m_{H^\pm}$ could be constrained to be larger than 250 GeV (e.g. by a 500 GeV $e^+e^-$-collider) enhancements of $\mu_{\gamma\gamma} \gtrsim 1.1$ would be excluded in the N2HDM of type I by the vacuum stability constraint. One can also see from fig. 6.3 that imposing the constraint of an absolutely stable EW vacuum would exclude the blue points in fig. 6.3 — which indicate a long-lived EW vacuum — with possibly misleading conclusions.

The behaviour observed in fig. 6.3 stems from the $\text{BR}(h_{125} \to \gamma\gamma)$. The three kinds of diagrams contributing to this loop-induced decay are

\begin{align*}
\begin{array}{c}
\text{\includegraphics[width=0.2\textwidth]{diagram1}}
\end{array}
\end{align*}

For $h_{125}$ the first diagram with the $W^\pm$ loop is the dominant contribution. The second diagram involving heavy fermion loops interferes destructively with it. We have verified that vacuum stability is not sensitive to the Yukawa or gauge couplings that enter the first two diagrams. The third diagram describes the contribution of a charged Higgs boson and is sensitive to its mass $m_{H^\pm}$ and its coupling $g_{h_{125}H^+H^-}$ (defined in the appendix of ref. [7]). The mass and trilinear scalar coupling are directly related to the scalar potential and may be impacted by vacuum stability constraints. Figure 6.4 shows the impact of vacuum stability on the allowed values of the $h_{125}H^+H^-$ coupling. Dangerous vacua exclude large negative values of this coupling. Negative values, however, lead to an enhancement of $\mu_{\gamma\gamma}$ through constructive interference with the $W^\pm$ loop.\footnote{We use the coupling convention employed by HDECAY where there is a relative sign between the spin-zero and the spin-one form factor in the $h \to \gamma\gamma$ decay.}

The large impact of the vacuum stability constraint on $\mu_{\gamma\gamma}$ is specific to the N2HDM of type I. This is due to the fact that in type I all Yukawa couplings are rescaled by the same factor $c(h_{125}f\bar{f})$. In the approximation $\Gamma_{tot}(h_{125}) \approx \Gamma(h_{125} \to b\bar{b})$ and $\sigma(pp \to h_{125}) \approx c^2(h_{125}t\bar{t})\sigma(pp \to h_{SM})$ a cancellation

\begin{align*}
\mu_{\gamma\gamma} & \approx c^2(h_{125}t\bar{t}) \frac{\Gamma(h_{125} \to \gamma\gamma)}{\Gamma(h_{125} \to b\bar{b})} \frac{\Gamma_{tot}(h_{SM})}{\Gamma(h_{SM} \to \gamma\gamma)} \\
& \approx c^2(h_{125}t\bar{t}) \frac{\Gamma(h_{125} \to \gamma\gamma)}{\sigma^2(h_{125}b\bar{b})\Gamma(h_{SM} \to \gamma\gamma)} \\
& = \frac{\Gamma(h_{125} \to \gamma\gamma)}{\Gamma(h_{SM} \to \gamma\gamma)}
\end{align*}

occurs in type I. This allows for a direct sensitivity to $\Gamma(h_{125} \to \gamma\gamma)$ and thus to $g_{h_{125}H^+H^-}$. In contrast, for Yukawa types where $c(h_{125}t\bar{t}) \neq c(h_{125}b\bar{b})$ (e.g. type II) the effect of vacuum stability constraints on $\mu_{\gamma\gamma}$ is no longer visible as the ratio of Yukawa couplings has a much stronger impact on the signal rate than the charged Higgs contribution to
Figure 6.4: The normalised coupling $g_{h_{125} H^+ H^-}$ as a function of the charged Higgs mass. Colour code as in fig. 6.3. Figure as published in ref. [4].

$\Gamma(h_{125} \rightarrow \gamma\gamma)$. It is interesting to note that although the allowed range for $\mu_{\gamma\gamma}$ is very similar in the type I 2HDM [9] and in the type I N2HDM, a measurement of $\mu_{\gamma\gamma} > 1$ for certain charged Higgs masses could exclude the N2HDM but be compatible with the 2HDM due to the different vacuum stability constraints.

This behaviour is different from what we observed for the dark sector model in section 5.2. In fig. 5.6 we showed that vacuum stability does not lead to direct constraints on $\mu_{\gamma\gamma}$ in that model. This difference may seem surprising since the scalar potential eq. (5.32) of that model is very similar to the N2HDM. However, the different symmetry structure and the different phase of the EW vacuum lead to entirely different behaviour of the vacuum stability constraints. In particular, we repeat that the analytic analysis of section 6.1 does not generalise to the dark sector model (see the discussion right before section 6.1.1).

Figure 6.5 shows vacuum stability constraints in the plane of the mass $m_{H_2}$ of the second lightest Higgs boson (assuming here that $H_1 = h_{125}$) and the signal strength $\mu_{\tau\tau}$ of $h_{125}$ (defined analogously to eq. (6.64)). In this case, there are hardly any regions in this projection, which can be excluded due to the existence of a dangerous secondary vacuum. There are regions where only points with a non-stable vacuum exist, which can be either dangerous or long-lived. However, in contrast to fig. 6.3, these regions are always populated by long-lived metastable vacua, so that allowed parameter points exist in these regions. Therefore, no direct bounds can be derived from the experimental measurements of $\mu_{\tau\tau}$. This is not unexpected, as $\mu_{\tau\tau}$ has no sensitivity to triple scalar couplings. Still, fig. 6.5 clearly shows the phenomenological difference between requiring an absolutely stable EW vacuum (keeping only the grey and green parameter points) and a long-lived EW vacuum (additionally keeping the blue parameter points). As
Figure 6.5: The signal strength $\mu_{\tau\tau}$ of $h_{125} \to \tau\tau$ as a function of the second lightest neutral scalar mass $m_{h_2}$. The parameter points without any secondary minima (grey) are plotted on top, followed by the absolutely stable (green), and long-lived (blue) parameter points. Below these, the points with dangerous secondary minima are shown in different shades of red denoting the type of dangerous minimum present ($\mathcal{N}$ — light red, $\mathcal{CB}$ — red, $\mathcal{CP}$ — dark red). Figure as published in ref. [4].

discussed above, enforcing absolute stability could result in misleading phenomenological conclusions.

### 6.4 Conclusions

In this chapter, we have presented a detailed analysis of the N2HDM vacuum structure and its phenomenological consequences. We have derived analytical expressions for the depth differences of minima of different phases. As long as the singlet field does not acquire a vev, the conclusions are identical to the 2HDM: minima of different nature — $\mathcal{N}$, $\mathcal{CB}$, $\mathcal{CP}$ — never coexist [349]. However, stability of an $\mathcal{N}$'s minimum — which has a non-vanishing singlet vev — against charge and CP breaking vacua is not ensured. An $\mathcal{N}$'s vacuum is stable against $\mathcal{CB}$'s and $\mathcal{CP}$'s minima, but charge and CP-breaking minima without singlet vevs may be deeper and vacuum decay a possibility. Additionally, the more intricate vacuum structure compared to the 2HDM allows for more cases of panic vacua [220, 351, 355, 361, 362] where a second normal minimum exists below the EW vacuum. In the N2HDM, panic vacua of types $\mathcal{N}$ and $\mathcal{N}$'s can appear for EW vacua of either type. Finally, minima of type $S$ with only a singlet VEV could, in principle, appear as panic vacua. However, we have found this case to be numerically irrelevant.
Based on this analytical analysis, we have numerically studied the impact of the intricate vacuum structure on the phenomenology of the N2HDM. We have generated a large sample of parameter points with an EW vacuum in the $\mathcal{N}$'s phase that fulfil all applicable theoretical and experimental constraints. Using this sample we have compared minima of different nature and distinguished regions of parameter space where the EW vacuum is the global minimum, where deeper minima exist but the EW vacuum is long-lived, and regions that are excluded because the EW vacuum has a short lifetime.

We have found panic vacua of type $\mathcal{N}$, as well as charge-breaking $CB$, and CP-breaking $CP$ minima deeper than the EW vacuum in a significant portion of the (otherwise) phenomenologically viable parameter space. We have also studied the distribution of secondary $CB$ and $CP$ minima and established the boundaries of the disjoint parameter regions where these minima can exist.

We have then turned towards the impact of vacuum stability constraints on collider observables and found that vacuum stability puts direct limits on the values of $\mu_{\gamma\gamma}$ reachable in the type I N2HDM. An observed value of $\mu_{\gamma\gamma}$ significantly above 1 could exclude the model on the grounds of vacuum stability alone unless the charged Higgs is very light. This is due to the sensitivity of $\mu_{\gamma\gamma}$ to the triple Higgs coupling $g_{h_{125}H^+H^-}$, which is constrained by vacuum stability. If the Yukawa sector is of type I this effect is clearly visible in $\mu_{\gamma\gamma}$ because of an approximate cancellation. For other collider observables, such as $\mu_{\tau\tau}$, large regions of parameter space exist where EW vacua are never absolutely stable, but always metastable. This illustrates the difference between enforcing absolute stability and accepting metastability. Neglecting parameter regions with a long-lived, metastable vacuum may lead to incorrect phenomenological conclusions.

In the next chapter, we will continue to study vacuum stability but with a focus on validating our approach from chapter 3. We will derive vacuum stability constraints on benchmark scenarios in the minimal supersymmetric extension of the SM (MSSM) and compare our method to results in the literature.
7 Vacuum Stability in the MSSM

In this chapter, we apply our approach to vacuum stability from chapter 3 to the MSSM. We validate our approach against existing results and present constraints from vacuum. We have published the results in this chapter in ref. [3].

7.1 The Scalar Sector of the MSSM

The minimal supersymmetric extension of the SM (MSSM) [188–190] probably is the most studied BSM model overall. Due to its supersymmetric structure, it features a greatly enlarged scalar sector with very interesting vacuum-stability behaviour. In the following, we introduce the scalar sector of the MSSM and establish the notation necessary to derive the scalar potential. We refer to ref. [112] for a more detailed introduction to the model.

As discussed in section 25.2, the MSSM Higgs sector consists of two scalar SU(2)\(_L\) doublets \(H_u\) and \(H_d\), with vacuum expectation values (vevs) \(v_u\) and \(v_d\) that define the parameter

\[
\tan \beta \equiv \frac{v_u}{v_d}.
\]

The supersymmetric part of the MSSM is described through the superpotential

\[
W = \mu H_u \cdot H_d + \sum_{\text{generations}} y_u Q_L \cdot H_u \bar{u}_R + \sum_{\text{gens}} y_d H_d \cdot Q_L \bar{d}_R + \sum_{\text{gens}} y_i H_d \cdot L_L \bar{l}_R. \tag{7.2}
\]

This is written in terms of the chiral SU(2)\(_L\) doublet Higgs superfields \(H_u = (H_u^0, H_u^\pm)\) with \(Y = -1\) and \(H_d = (H_d^+, H_d^0)\) with \(Y = 1\), the left-chiral superfields containing the SM quark and lepton doublets \(Q_L = (u_L, d_L)\) and \(L_L = (\nu_L, l_L)\), respectively, as well as the superfields containing the SU(2)\(_L\) singlets \(\bar{u}_R, \bar{d}_R\) and \(\bar{l}_R\). The parameters of the superpotential are the Yukawa couplings \(y\) and the parameter \(\mu\). The dot product denotes SU(2)\(_L\) invariant multiplication of SU(2)\(_L\) doublets

\[
\Phi_i \cdot \Phi_j = \epsilon_{ab} \Phi_i^a \Phi_j^b, \tag{7.3}
\]

where \(\epsilon_{ab}\) is the totally antisymmetric tensor with \(\epsilon_{12} = -1\). In the following expressions, we only include third-generation SM fermions and their superpartners for conciseness.
The superpotential contributes to the scalar potential through the $F$-terms

$$ F = \sum_\phi |\partial_\phi W|^2, \quad \phi \in \{ h_u^0, h_u^+, h_d^0, h_d^-, \tilde{t}_L, \tilde{b}_L, \tilde{\tau}_L, \tilde{\nu}_L, \tilde{\nu}_R, \tilde{t}_R^*, \tilde{b}_R^*, \tilde{\tau}_R^* \}, \quad (7.4) $$

where $\phi$ runs over all scalar components of the superfields in eq. (7.2). The $F$-terms give rise to quadratic, cubic and quartic terms in the scalar potential.

Additional supersymmetric contributions to the scalar potential arise from the gauge structure of the model. These $D$-terms are

$$ D = D_{U(1)_Y} + D_{SU(2)_L} + D_{SU(3)_c}, \quad (7.5) $$

$$ D_{U(1)_Y} = \frac{g_1^2}{8} \left( \sum_\phi Y_\phi |\phi|^2 \right)^2, \quad (7.6) $$

$$ D_{SU(2)_L} = \frac{g_2^2}{8} \sum_{\Phi_i} \sum_{\Phi_j} 2(\Phi_i^\dagger \Phi_j)(\Phi_j^\dagger \Phi_i) - (\Phi_i^\dagger \Phi_i)(\Phi_j^\dagger \Phi_j), \quad (7.7) $$

$$ D_{SU(3)_c} = \frac{g_3^2}{6} \left( |\tilde{t}_L|^2 - |\tilde{t}_R|^2 + |\tilde{b}_L|^2 - |\tilde{b}_R|^2 \right)^2, \quad (7.8) $$

where $\Phi_{i,j} \in \{ h_u, h_d, \tilde{Q}_L, \tilde{L}_L \}$ runs over the scalar $SU(2)_L$ doublets, and $\phi$ runs over all scalar components as defined in eq. (7.4). The different prefactor of $S_{SU(3)_c}$ follows from the sum over $SU(3)_c$ generators. The $D$ terms contribute only quartic terms to the scalar potential.

### 7.1.1 Supersymmetry Breaking in the MSSM

In nature, supersymmetry (SUSY) has to be broken at some high scale. Otherwise, all superpartners would have identical masses, and we would surely have observed \textit{e.g.} electrons — the superpartners of the electron — in QED and nuclear physics experiments. Most of the theoretically appealing properties of supersymmetric models are preserved as long as the effects that break supersymmetry only lead to soft breaking terms with dimensionful coupling (see also section 2.1) at the low scale. The possible soft SUSY-breaking terms of the MSSM scalar potential are given by [364]

$$ V_{\text{soft}} = m_{H_u}^2 h_u^1 h_u + m_{H_d}^2 h_d^1 h_d + (B_{h_u} h_u \cdot h_d + \text{h.c.}) + m_{Q_L}^2 \tilde{Q}_L \tilde{Q}_L + m_{L_L}^2 \tilde{L}_L \tilde{L}_L + m_{D_3}^2 |\tilde{t}_R|^2 + m_{E_3}^2 |\tilde{\tau}_R|^2 + y_t A_t \tilde{t}_R^* h_u \cdot \tilde{L}_L + y_b A_b \tilde{b}_R^* h_d \cdot \tilde{Q}_L + y_\tau A_\tau \tilde{\tau}_R^* h_d \cdot \tilde{L}_L + \text{h.c.} \right) \right). \quad (7.9) $$

In the most general case, all of the $m^2$ and $A$ parameters in the second and third line of eq. (7.9) could be (complex) matrices in flavour space leading to more than 100 free parameters. Assumptions about the high-scale physics of supersymmetry
breaking can reduce this huge number of parameters. An alternative is to employ low-scale, phenomenological arguments leading to the so-called pMSSM models. For example, many soft SUSY-breaking parameters lead to tree-level flavour changing neutral currents (FCNCs) and are thus strongly disfavoured. The soft SUSY-breaking terms may also introduce additional sources of CP violation, which are strongly constrained by electric dipole moment (EDM) measurements (see also section 5.1).

For our analysis of vacuum stability, we impose CP-conservation and assume flavour diagonal $A_{t,b,\tau}$. This ensures flavour conservation by forbidding the flavour violating off-diagonal elements in the $A_{t,b,\tau}$. For most of the analysis, we will furthermore neglect all first and second generation sfermions, in which case all the $m^2$ and $A$ parameters are real numbers. We express the soft breaking parameter $B_\mu$ through the (tree-level) mass $m_A$ of the CP-odd Higgs boson,

$$B_\mu = m_A^2 \sin \beta \cos \beta .$$

(7.10)

At tree-level, the minimum conditions for the electroweak (EW) vacuum can also be used to express the soft Higgs masses $m_{t_u}^2$ and $m_{H_d}^2$ through $v$ and $\beta$. The full scalar potential of the MSSM including all Higgs and third generation sfermion fields is given through eqs. (7.4), (7.5) and (7.9) as

$$V = F + D + V_{\text{soft}}.$$  

(7.11)

### 7.1.2 Resummed Yukawa Couplings

The third generation Yukawa couplings $y_t, y_b, y_\tau$ are the largest Yukawa couplings. Their value is determined via the quark masses and the vev of the Higgs doublet coupling to them at the tree level (SUSY results in the Yukawa structure of a type II two-Higgs-doublet model (2HDM), see section 2.1):

$$y_t^{\text{tree}} = \frac{\sqrt{2}m_t}{v_u} = \frac{\sqrt{2}m_t}{v \sin \beta},$$

(7.12)

$$y_b^{\text{tree}} = \frac{\sqrt{2}m_b}{v_d} = \frac{\sqrt{2}m_b}{v \cos \beta},$$

(7.13)

$$y_\tau^{\text{tree}} = \frac{\sqrt{2}m_\tau}{v_d} = \frac{\sqrt{2}m_\tau}{v \cos \beta}.$$

(7.14)

We treat the quark masses as running masses at the SUSY scale

$$M_{\text{SUSY}} = \sqrt{m_{t_1} m_{t_2}},$$

(7.15)

where $m_{t_1,2}$ are the masses of the two stop mass eigenstates. To this end we use RunDec [365–367] to run the $\overline{\text{MS}}$ quark masses to $M_{\text{SUSY}}$ assuming SM running. The numerical values of the Yukawa couplings depend sensitively on $\tan \beta$ already at the tree
level. For small $\tan \beta$, the value of the bottom and $\tau$ Yukawa couplings are suppressed with respect to the top Yukawa coupling, while for large $\tan \beta$ they are enhanced. This results in $y_b^\text{tree} \approx y_b^\text{tree}$ at $\tan \beta \approx 60$ for $M_{\text{SUSY}} = 1$ TeV.

For large $\tan \beta$, the bottom Yukawa coupling is very sensitive to SUSY loop corrections. The leading corrections can be resummed [368–371]. They effectively change the value of the bottom Yukawa coupling, and it is advantageous to include them even though the scalar potential is evaluated at the tree level. The impact of the resummed corrections on the Yukawa coupling can be included by replacing $y_b^\text{tree}$ in eq. (7.13) by

$$y_b^\text{res} = \frac{\sqrt{2 m_b}}{v_d (1 + \Delta_b)},$$

(7.16)

where $\Delta_b$ contains SUSY loop corrections. The dominant contributions arise from the gluino-sbottom and higgsino-stop loops yielding

$$\Delta_b = \Delta_b^g + \Delta_b^\tilde{b},$$

(7.17)

$$\Delta_b^g = \frac{2 \alpha_s}{3 \pi} \mu M_3 \tan \beta C(m_{\tilde{b}_1}^2, m_{\tilde{b}_2}^2, M_3^2),$$

(7.18)

$$\Delta_b^\tilde{b} = \frac{y^2_{\tilde{t}_1}}{16 \pi^2} \mu A_t \tan \beta C(m_{\tilde{t}_1}^2, m_{\tilde{t}_2}^2, \mu^2),$$

(7.19)

where $m_{\tilde{t}_1,2}, m_{\tilde{b}_1,2}$ are the masses of the tree-level $\tilde{t}$ and $\tilde{b}$ mass eigenstates, $M_3$ denotes the gluino mass, and $\mu$ is the higgsino mass parameter. The function $C(x, y, z)$ is given by

$$C(x, y, z) = \frac{xy \ln \frac{y}{x} + yz \ln \frac{z}{y} + xz \ln \frac{x}{z}}{(x - y)(y - z)(x - z)},$$

(7.20)

These $\Delta_b$ corrections lead to an enhancement of $y_b$ especially for large $\mu < 0$ and $A_t, M_3 > 0$ as both contributions are negative in this case and reduce the denominator of eq. (7.16). For $\Delta_b \rightarrow -1$ the bottom Yukawa coupling gets pushed into the non-perturbative regime. Taking eq. (7.16) into account significantly impacts vacua with $\tilde{b}$ vevs in the MSSM as will be visible in our numerical analysis below (see also ref. [372]). We furthermore take into account a similar but numerically smaller effect for the Yukawa coupling of the $\tau$ lepton, $y_\tau$ [373].

### 7.2 Vacuum Stability in the MSSM

Vacuum stability constraints in the MSSM have been actively studied in the literature [3, 198, 203, 218, 372, 374–397]. The so-called charge or colour breaking (CCB) vacua provide the most important vacuum stability constraints in the MSSM. These are minima where some of the charged sfermions obtain vevs, thus breaking electric charge and possibly colour. The existing results include both analytic and semi-analytic studies.
of specific directions in field space as well as fully numeric approaches. The public code Vevacious [198, 215] can be used to check the stability of the EW vacuum including one-loop and finite temperature effects. To our knowledge, it is the only dedicated public tool that is applicable to a variety of BSM models. Vevacious has been applied to the MSSM in different contexts in the literature [198, 391, 392].

We apply our method described in chapter 3 to the MSSM in a numerical study of CCB vacua. We use this very well studied model to illustrate the reliability of our approach and compare to existing results. As a first step, the complex fields in eq. (7.11) must be expressed through real fields with canonically normalised kinetic terms as discussed in section 3.1.1. We expand

$$\phi \rightarrow \frac{1}{\sqrt{2}} \text{Re}(\phi) + \frac{i}{\sqrt{2}} \text{Im}(\phi).$$

(7.21)

In this convention, the correct normalisation for $\varphi$ from eq. (3.5) is ensured as long as $|\varphi| = 1$. The EW vacuum in this notation is given by

$$\langle \text{Re}(h_u^0) \rangle = v \sin \beta, \quad \langle \text{Re}(h_d^0) \rangle = v \cos \beta,$$

(7.22)

where $v = \sqrt{v_u^2 + v_d^2} \approx 246 \text{ GeV}$ is the EW vev.

The MSSM contains a large number of scalar fields. The total number of real, scalar, classical degrees of freedom is

$$\underbrace{\{\tilde{t}_L, \tilde{t}_R, \tilde{b}_L\} + \text{colour} \times \tilde{u}_L, \tilde{u}_R, \tilde{d}_L, \tilde{d}_R} \times \underbrace{\text{generations} \times \text{complex}}$$

$$+ \text{Higgs bosons} = 94,$$

(7.23)

where we have already used global SU(2)$_L$ and U(1)$_Y$ transformations to eliminate four degrees of freedom from the Higgs doublets (see section 3.3.1). It is unfeasible to vary all of these simultaneously, as the complexity of finding stationary points scales exponentially with the dimensionality of the field-space.\footnote{For example, considering the set of fields in eq. (7.24) yields $\sim 10$ times longer runtimes than varying the two sets of four fields $\{\text{Re}(h_u^0), \text{Re}(h_d^0), \text{Re}(\tilde{t}_L), \text{Re}(\tilde{t}_R)\}$ and $\{\text{Re}(h_u^0), \text{Re}(h_d^0), \text{Re}(\tilde{b}_L), \text{Re}(\tilde{b}_R)\}$ separately.}

For our studies of the MSSM we combine all stationary points found by varying the three sets of fields

$$\left\{ \text{Re}(h_u^0), \text{Re}(h_d^0), \text{Re}(\tilde{t}_L), \text{Re}(\tilde{t}_R), \text{Re}(\tilde{b}_L), \text{Re}(\tilde{b}_R) \right\},$$

(7.24)

$$\left\{ \text{Re}(h_u^0), \text{Re}(h_d^0), \text{Re}(\tilde{t}_L), \text{Re}(\tilde{t}_R), \text{Re}(\tilde{\tau}_L), \text{Re}(\tilde{\tau}_R) \right\},$$

(7.25)

$$\left\{ \text{Re}(h_u^0), \text{Re}(h_d^0), \text{Re}(\tilde{b}_L), \text{Re}(\tilde{b}_R), \text{Re}(\tilde{\tau}_L), \text{Re}(\tilde{\tau}_R) \right\}.$$  

(7.26)

All sets contain the real parts of the neutral Higgs fields that participate in EW symmetry breaking. The first set additionally contains the real $\tilde{t}$ and $\tilde{b}$ fields, the second set the
\( \tilde{t} \) and \( \tilde{\tau} \) fields and the third set the \( \tilde{b} \) and \( \tilde{\tau} \) fields. Therefore, this method will find all stationary points where any two kinds of third generation sfermions acquire vevs but cannot find stationary points for which \( \tilde{t} \), \( \tilde{b} \) and \( \tilde{\tau} \) vevs are simultaneously non-zero. This is a valid approximation as the distance in field space between the EW vacuum and another minimum is expected to increase as more fields take non-zero values at this second minimum. Since the tunnelling time increases with the fieldspace distance the stationary points with many non-zero vevs tend to be less dangerous.

We initially also included field sets with \( \tilde{\nu} \) vevs and vevs of the first and second generation sfermions. However, we found that they had no impact on the observed constraints and will not include them in the plots shown below. We will, however, comment on their behaviour where appropriate.

We neglect charged and CP-odd Higgs directions motivated by the absence of any dangerous CP or charge breaking vacua in the Higgs sector of the 2HDM [220, 349–351] and thus the MSSM at lowest order. As discussed in detail in chapter 6, this argument breaks down in the presence of an additional singlet. Non-vanishing sfermion vevs lead to trilinear terms in the scalar potential (see eq. (7.29) below) which may spoil these results in a similar way. To test this, we initially included field sets with charge and CP-breaking Higgs vevs in our analysis. We did not encounter any regions of parameter space where they appear and we will not comment on them further. This conclusion is specific to the MSSM. In the next-to-minimal supersymmetric extension of the SM (NMSSM), for example, the different kinds of Higgs vevs are more relevant [398]. Since the NMSSM also adds a scalar singlet to the MSSM Higgs sector, this is much in line with the discussion of chapter 6.

We ignore the imaginary parts of the sfermions as they are not expected to add new features in the absence of additional sources of CP violation. Finally, we ignore the different colours of the squarks, where it is equivalent to either assume that only one colour participates or to set all three coloured vevs to the same value with an appropriate normalisation factor. This is justified as the scalar potential is completely agnostic toward the different colours.

The resulting scalar potential of the MSSM as a function of the classical fields that appear in eqs. (7.24) to (7.26) is given by

\[
V = V_2 + V_3 + V_4 , \tag{7.27}
\]

consisting of a quadratic part

\[
V_2 = \frac{m_{Q_3}^2}{2} \left( \text{Re}(\tilde{b}_L)^2 + \text{Re}(\tilde{t}_L)^2 \right) + \frac{m_{U_R}^2}{2} \text{Re}(\tilde{t}_R)^2 + \frac{m_{D_3}^2}{2} \text{Re}(\tilde{b}_R)^2 \\
+ \frac{m_{L_R}^2}{2} \text{Re}(\tilde{\tau}_L)^2 + \frac{m_{E_3}^2}{2} \text{Re}(\tilde{\tau}_R)^2 - m_A^2 \text{Re}(h_d^0) \text{Re}(h_u^0) \sin(\beta) \cos(\beta) \\
+ \frac{1}{2} \text{Re}(h_d^0)^2 \left( m_{H_d}^2 + \mu^2 \right) + \frac{1}{2} \text{Re}(h_u^0)^2 \left( m_{H_u}^2 + \mu^2 \right) , 
\tag{7.28}
\]
7.2 Vacuum Stability in the MSSM

A cubic part

\[
V_3 = \frac{y_b}{\sqrt{2}} \text{Re}(b_L) \text{Re}(b_R) (A_b \text{Re}(h_u^0) - \mu \text{Re}(h_d^0)) \\
+ \frac{y_t}{\sqrt{2}} \text{Re}(\tau_L) \text{Re}(\tau_R) (A_t \text{Re}(h_u^0) - \mu \text{Re}(h_d^0)) \\
+ \frac{y_t}{\sqrt{2}} \text{Re}(\tilde{t}_L) \text{Re}(\tilde{t}_R) (A_t \text{Re}(h_u^0) - \mu \text{Re}(h_d^0)),
\]

and a quartic part

\[
V_4 = \frac{g_1^2 + g_2^2}{32} (\text{Re}(h_u^0)^2 - \text{Re}(h_d^0)^2)^2 \\
+ \frac{g_1^2 - 3g_2^2 + 12y_b^2}{48} \text{Re}(h_u^0)^2 \text{Re}(\tilde{t}_L)^2 + \frac{3g_2^2 - g_1^2}{12} \text{Re}(h_u^0)^2 \text{Re}(\tilde{t}_R)^2 \\
+ \frac{g_1^2 + 3g_2^2}{48} \text{Re}(h_u^0)^2 \text{Re}(b_L)^2 + \frac{1}{24} g_1^2 \text{Re}(h_u^0)^2 \text{Re}(b_R)^2 \\
+ \frac{g_2^2 - y_b^2}{16} \text{Re}(h_u^0)^2 \text{Re}(\tau_L)^2 + \frac{1}{8} g_1^2 \text{Re}(h_u^0)^2 \text{Re}(\tau_R)^2 \\
+ \frac{3g_2^2 - g_1^2}{48} \text{Re}(h_u^0)^2 \text{Re}(\tilde{t}_L)^2 + \frac{g_1^2}{12} \text{Re}(h_u^0)^2 \text{Re}(\tilde{t}_R)^2 \\
- \frac{g_1^2 + 3g_2^2 - 12y_b^2}{48} \text{Re}(h_u^0)^2 \text{Re}(b_L)^2 - \frac{g_1^2 - 6y_b^2}{24} \text{Re}(h_u^0)^2 \text{Re}(b_R)^2 \\
+ \frac{g_1^2 - g_2^2 + 4y_b^2}{16} \text{Re}(h_u^0)^2 \text{Re}(\tau_L)^2 - \frac{g_1^2 - 2y_b^2}{8} \text{Re}(h_u^0)^2 \text{Re}(\tau_R)^2 \\
+ \frac{g_1^2 + 9g_2^2 + 12y_b^2}{288} \left( \text{Re}(\tilde{t}_L)^2 + \text{Re}(b_L)^2 \right)^2 - \frac{g_1^2 + 3g_2^2}{48} \text{Re}(\tilde{t}_L)^2 \text{Re}(\tau_L)^2 \\
- \frac{g_1^2 + 3g_2^2 - 9y_b^2}{36} \text{Re}(\tilde{t}_L)^2 \text{Re}(\tilde{t}_R)^2 + \frac{g_1^2 - 6y_b^2 + 18y_b^2}{72} \text{Re}(\tilde{t}_L)^2 \text{Re}(b_R)^2 \\
+ \frac{g_1^2}{24} \text{Re}(\tilde{t}_L)^2 \text{Re}(\tilde{t}_R)^2 \\
+ \frac{3g_2^2 - g_1^2}{48} \text{Re}(b_L)^2 \text{Re}(\tau_L)^2 - \frac{g_1^2 + 3g_2^2 - 9y_b^2}{36} \text{Re}(b_L)^2 \text{Re}(\tilde{t}_L)^2 \\
+ \frac{g_2^2 - 6y_b^2 + 18y_b^2}{72} \text{Re}(b_L)^2 \text{Re}(\tilde{t}_R)^2 + \frac{g_1^2}{24} \text{Re}(b_L)^2 \text{Re}(\tilde{t}_R)^2 \\
+ \frac{g_1^2 + g_2^2}{32} \text{Re}(\tilde{t}_L)^4 + \frac{g_1^2}{12} \text{Re}(\tilde{t}_L)^2 \text{Re}(\tilde{t}_R)^2 - \frac{g_1^2}{24} \text{Re}(\tilde{t}_L)^2 \text{Re}(\tilde{t}_R)^2 \\
- \frac{g_1^2 - 2y_b^2}{8} \text{Re}(\tilde{t}_L)^2 \text{Re}(\tilde{t}_R)^2 \\
+ \frac{4g_1^2 + 3g_2^2}{72} \text{Re}(\tilde{t}_L)^4 - \frac{2g_1^2 - 3g_2^2}{36} \text{Re}(\tilde{t}_L)^2 \text{Re}(\tilde{t}_R)^2 - \frac{g_1^2}{6} \text{Re}(\tilde{t}_L)^2 \text{Re}(\tilde{t}_R)^2 \\
+ \frac{g_1^2 + 3g_2^2}{72} \text{Re}(b_R)^4 + \frac{g_1^2}{12} \text{Re}(b_R)^2 \text{Re}(\tilde{t}_R)^2 + \frac{g_1^2}{8} \text{Re}(\tilde{t}_R)^4 \\
+ \frac{y_b y_t}{2} \text{Re}(b_L) \text{Re}(\tilde{t}_L) \text{Re}(b_R) \text{Re}(\tilde{t}_R).
\]
Figure 7.1: The $M_h^{125}(\tilde{\tau})$ scenario from ref. [26] in the $m_A$–$\tan\beta$ plane as an example of a MSSM benchmark scenario. The blue region is excluded by searches for additional Higgs bosons, making use of HiggsBounds (see section 2.4.4). The grey slashed region cannot reproduce the observed properties of the 125 GeV Higgs boson ($h_{125}$) and is thus excluded, making use of HiggsSignals (see section 2.4.5). The annotated green contours indicate the mass of the light Higgs bosons $h$. Figure from ref. [26].

### 7.3 Numerical Results

Even when only CP and flavour conserving soft breaking terms are considered, the number of free parameters in the MSSM remains high. For phenomenological studies, this is commonly reduced by assuming universality — setting some related parameters to have identical values. Depending on the assumptions, this leads to different variants of the pMSSM named according to the remaining number of free parameters — e.g. the pMSSM11 [141]. However, even these simplified models remain too complicated for presenting model interpretations of experimental results. For this reason benchmark planes — that fix all but two of the model parameters and are designed to highlight a particular phenomenology — have been established in the MSSM [26, 399–403].

In the following, we consider the recent benchmark scenarios from ref. [26]. Figure 7.1 shows an example of one of the benchmark scenarios we consider — the so-called $M_h^{125}(\tilde{\tau})$ scenario that features a light $\tilde{\tau}$. Unitarity and experimental constraints from Higgs physics have been included in the definition of the benchmark scenarios. Constraints from flavour physics, dark matter and EW precision observables were not imposed as they largely depend on parameters that do not strongly impact Higgs boson phenomenology.

We will apply our method for obtaining vacuum stability constraints from chapter 3 to these scenarios. We use the results to both illustrate the impact of the constraints and to
compare our method to previous approaches. As such, this application is an important validation of our approach in a well-studied model and also provides complementary information to ref. [26] through a detailed study of vacuum stability in the benchmark scenarios.

### 7.3.1 Vacuum Stability in the $M_h^{125}$ Scenario

The first benchmark scenario defined in ref. [26] is the $M_h^{125}$ scenario. It features rather heavy SUSY particles with $h_{125} \equiv h$ and can be used to present results from searches for additional Higgs bosons at the LHC. Its parameters are

$$
\begin{align*}
    m_{Q_3} &= m_{U_3} = m_{D_3} = 1.5 \text{ TeV}, & m_{L_3} &= m_{E_3} = 2 \text{ TeV}, & \mu &= 1 \text{ TeV}, \\
    X_t &= A_t - \frac{\mu}{\tan \beta} = 2.8 \text{ TeV}, & A_b &= A_r = A_t, \\
    M_1 &= M_2 = 1 \text{ TeV} & M_3 &= 2.5 \text{ TeV},
\end{align*}
$$

while $m_A$ and $\tan \beta$ are varied in order to span the considered parameter plane. The soft SUSY-breaking parameters $A_{t,b,r}$ vary as a function of $\tan \beta$ for fixed $X_t$. Note that the gaugino mass parameters $M_{1,2,3}$ only enter our analysis through the $\Delta_b$ and $\Delta_r$ corrections. Figure 7.2 shows the vacuum stability analysis in this benchmark plane.

In the left panel of fig. 7.2, the colour code indicates the lifetime of the EW vacuum at each point in the parameter plane. In the dark green region the EW vacuum is the global minimum of the theory, and the EW vacuum is stable in this parameter region. The
light green area depicts regions where deeper minima exist, but the lifetime of the false EW vacuum is large compared to the age of the universe (see section 3.1.2). For these parameter points, the EW vacuum is metastable, and the parameter points are allowed. For points in the red region, on the other hand, the tunnelling process is fast, and they are excluded as the EW vacuum is short-lived. The small yellow region contains all points in the intermediate region discussed in section 3.1.2 where the estimated uncertainties allow no decisive conclusion on the longevity of the false vacuum. This plot of fig. 7.2 (left) shows that the requirement of vacuum stability hardly constrains the $M_h^{125}$ benchmark plane. Only a parameter region with small values of $\tan \beta \lesssim 1$ can be excluded.

The middle panel of fig. 7.2 shows the character of the most dangerous minimum (MDM), i.e. it displays which fields acquire non-vanishing vevs at this vacuum. The MDM is defined as the minimum with the lowest bounce action for tunnelling from the EW vacuum. One can see that for small values of $\tan \beta$ or both moderate $\tan \beta$ and $m_A$ the MDM is a CCB minimum with $t$ vevs (yellow). For larger values of $\tan \beta$ and $m_A$ a minimum with $\tilde{b}$ vevs takes over (blue). This behaviour is expected as for higher $\tan \beta$ the couplings of the Higgs sector to $d$-type (s)quarks are enhanced which also increases the impact of $\tilde{b}$ vevs on our vacuum stability analysis.

The right panel of fig. 7.2 displays the character of the global minimum for the $M_h^{125}$ benchmark plane. As noted in section 3.3.1, the MDM and the global minimum of the scalar potential can, in general, differ from each other.\footnote{Out of the minima that are deeper than the EW vacuum, the MDM is in most cases the one that is closest to the EW vacuum in field space. However, this is not always the case, see fig. 7.5 below for a counterexample.} We see that the global minimum has only $\tilde{b}$ vevs for most of the parameter space, while there is a large region where the MDM involves $\tilde{t}$ vevs.

**Impact of the Trilinear Terms**

We noted based on eq. (3.8) that the parameters entering the cubic terms, eq. (7.29), of the potential are expected to be especially relevant for the stability of the EW vacuum. Since $m_A$ is related to a bilinear term in the potential, and $\tan \beta$ mostly affects the quartic Yukawa couplings, we switch to a different slice of the parameter space which is more relevant for vacuum stability studies. We start from a point in the $m_A$–$\tan \beta$ plane of the $M_h^{125}$ scenario that is absolutely stable and given by

$$\tan \beta = 20, \quad m_A = 1.5 \, \text{TeV}. \quad (7.32)$$

This point is indicated with a $\times$ in figs. 7.2 and 7.3. It features a Higgs mass of $m_h \approx 125 \, \text{GeV}$ and is allowed by all the constraints considered in ref. [26]. Among these, a search for heavy Higgs bosons decaying into $\tau$ pairs [169, 404] (see fig. 2.3) is the most relevant constraint. In contrast to the $m_A$–$\tan \beta$ plane of the $M_h^{125}$ scenario, we now vary the parameters $\mu$ and $A \equiv A_t = A_b = A_{\tau}$ starting from this point. These parameters
Figure 7.3: Constraints from vacuum stability in the plane of $\mu$ and $A$ containing the selected point from the $M_{125}$ benchmark scenario. The starting point in the $M_{125}$ plane of fig. 7.2 with $\tan \beta = 20$ and $m_A = 1.5 \text{ TeV}$ is indicated by the black $\times$. The colour code is the same as in fig. 7.2. The dashed line corresponds to constant $X_t = 2.8 \text{ TeV}$. Figure as published in ref. [3].

appear exclusively in $V_3$, see eq. (7.29). Figure 7.3 shows the vacuum stability analysis in this new parameter plane.

The left panel of fig. 7.3 indicates the lifetime of the EW vacuum. The colour coding is the same as in the corresponding plot of fig. 7.2, i.e. red points depict short-lived configurations, while the EW vacuum for light green points is metastable, and the EW vacuum in the dark green area is stable. The thin yellow band indicates the uncertainty band of $390 < B < 440$ discussed in section 3.1.2. The EW vacuum becomes more and more unstable for larger absolute values of $\mu$ and $A$. For small values of these parameters, the potential is absolutely stable with a region of long-lived metastability in between. Note that also in this parameter plane the yellow uncertainty region of $390 < B < 440$ corresponds to only a thin band between long- and short-lived regions. The point marked by the $\times$ is the starting point in the $M_{125}$ plane depicted in fig. 7.2. One can see that in the plane of fig. 7.3 this point is close to a region of metastability, but quite far from any dangerously short-lived parameter regions. The missing points in the top-left corner of the plot are points with tachyonic tree-level $\bar{b}$ masses where the EW vacuum is a saddle point.

The character of the MDM, i.e. the fields that acquire non-zero vevs in this vacuum, is shown in the middle panel of fig. 7.3. It is dominated by yellow $\hat{t}$ vevs in this plane, but blue $\hat{b}$ vevs are also important for large negative values of $\mu$. The $\Delta t$ corrections described in section 7.1.2 are enhanced in this parameter region and have a large impact. They are also the cause of the tachyonic region for large negative $\mu$ and positive $A$. Between the $\hat{t}$-vev and $\hat{b}$-vev regime a region appears (shown in green) where $\hat{t}$ and $\hat{b}$ vevs occur simultaneously. The small blue region for $\mu > 0$ is visible because the more dangerous
minima with $\tilde{t}$ vevs only appear for slightly higher values of $A$ and $\mu$. Therefore, only the global $\tilde{b}$-vev minimum coexists with the EW vacuum in this region of parameter space.

The right panel of fig. 7.3 indicates the fields which acquire non-zero vevs at the global minimum. In this parameter plane, there are large regions with simultaneous $\tilde{t}$ and $\tilde{\tau}$ vevs at the global minimum. Through most of the plane, the fields acquiring vevs differ between the MDM and the global minimum. The green region of simultaneous $\tilde{t}$ and $\tilde{b}$ vevs, which is visible in the middle panel of fig. 7.3, does not correspond to the global minimum of the theory. This is expected as additional large quartic $F$ and $D$-term contributions appear if multiple kinds of squarks take on non-zero vevs simultaneously. These are positive contributions to the scalar potential that lift these regions of field space. No such contributions appear in the case of simultaneous squark and slepton vevs which is why the orange regions of simultaneous $\tilde{t}$ and $\tilde{\tau}$ vevs are present in the right panel of fig. 7.3. Note that the quartic $F$ and $D$-term contributions do not prevent the minima with mixed $\tilde{t}$ and $\tilde{b}$ vevs from being the MDM as fig. 7.3 (centre) shows. However, for the parameter plane considered here these minima featuring simultaneous $\tilde{t}$ and $\tilde{\tau}$ vevs have no impact on the stability constraints of fig. 7.3 (left).

We finally comment on the impact of additional field content — in particular, the first and second generation sfermions and the $\tilde{\nu}$ vevs — on these results. The small Yukawa couplings of these particles tend to push any additional minima to very large field values, which renders these configurations long-lived. As a consequence, the metastability bound (yellow region in fig. 7.3, left) and the character of the MDM (fig. 7.3, centre) are insensitive to those fields. On the other hand, the character of the global minimum may be significantly affected by fields with relatively small couplings to the Higgs sector. Indeed, if we were to include $\tilde{c}$ and $\tilde{s}$ vevs they would dominate the global minimum (fig. 7.3, right) through most of the parameter plane. They would even cut slightly into the edges of the stable dark green region, rendering it long-lived. Therefore, our analysis shows that neither the investigation of just the region of absolute stability nor of the character of the global minimum yields reliable bounds from vacuum stability. This is because both of these quantities sensitively depend on the considered field content, where even very weakly coupled scalar degrees of freedom can have a significant impact. Instead, the correct determination of the boundary between the short-lived and the long-lived region crucially relies on the correct identification of the MDM, which in general can be very different from the global minimum. This boundary, and accordingly the constraint on the parameter space from vacuum stability, is governed by the fields with the largest Yukawa couplings and is insensitive to effects from particles with a small coupling to the Higgs sector.

**Comparison to Semi-Analytic Bounds and Existing Codes**

We now compare our results shown in fig. 7.3 with results from the literature. An approximate bound for MSSM CCB instabilities including vacuum tunnelling is given
Figure 7.4: Constraints from vacuum stability in the plane of $\mu$ and $A$ containing the selected point (black $\times$) from the $M_h^{125}$ benchmark scenario. The results from fig. 7.3 are shown with superimposed contours indicating the approximate absolute and metastability bounds of eq. (7.33) and the heuristic bound of eq. (7.34). Figure as published in ref. [3].

by [203, 380]

$$A_t^2 + 3\mu^2 < (m_{\ell_r}^2 + m_{\ell_L}^2) \cdot \begin{cases} 3 & \text{stable,} \\ 7.5 & \text{long-lived.} \end{cases}$$

(7.33)

Furthermore, a “heuristic” bound of

$$\frac{\max(A_{\ell_L}, \mu)}{\min(m_{Q_3}, v_3)} \lesssim 3$$

(7.34)

is sometimes used to judge whether a parameter point might be sufficiently long-lived (see e.g. the discussion in ref. [195]).

The public code Vevacious [198, 215] can calculate the lifetime of the EW vacuum in BSM models using the tree-level or Coleman–Weinberg one-loop potential, optionally including finite temperature effects, see e.g. ref. [392].

Figure 7.4 displays our results in comparison to the approximate bounds given in eqs. (7.33) and (7.34), where the contours arising from eqs. (7.33) and (7.34) are superimposed on our results. The solid black contour arising from eq. (7.33) should be compared with the edge of the dark green region where the vacuum is stable. This comparison shows significant deviations. This is in particular because the absolute stability bound from eq. (7.33) considers only the $D$-flat direction. The dashed black contour should be compared with the yellow region at the border between the long-lived (light green) and short-lived (red) regions and shows similar deviations. One source of these deviations is that the metastability bound in eq. (7.33) becomes less reliable for values of $m_{\ell_r}^2 + m_{\ell_L}^2 \gtrsim 1200$ GeV$^2$ and large $(A_t^2 + 3\mu^2)$ (see Fig. 4 in ref. [203]). Moreover, the dependence on $\tan \beta$ [394] is
Figure 7.5: Constraints from vacuum stability in the plane of $\mu$ and $A$ containing the selected point (black $\times$) from the $M_{12}^{25}$ benchmark scenario. The results from fig. 7.3 are shown in the left panel. The other two plots show results of the code \textit{Vevacious} for the tree-level (centre) and one-loop effective potential at zero temperature (right) for the same parameter plane. Figure as published in ref. [3].

not included in the approximate bound. Another reason is that only $\ell$-related parameters enter eq. (7.33), while our analysis shows that also $\tilde{b}$ vevs have important effects in this case.

The heuristic bound eq. (7.34) (dotted black contour in fig. 7.4) should also be compared to the yellow region. While there are clear differences in shape, the size of the long-lived region in our result roughly matches the heuristic bound. This can be qualitatively understood from eq. (3.8). For $\lambda \sim \mathcal{O}(1)$ this yields $A/m > 2$ as a bound for absolute stability. Therefore, $A/m > 3$ as a bound for metastability appears to be a reasonable estimate. While we only show these comparisons for one parameter plane they hold very similarly for every plane we have studied. Our comparison shows that all of these approximate bounds have deficiencies in determining the allowed parameter region, and dedicated analyses are necessary to obtain more reliable conclusions.

Next we compare our results (fig. 7.5, left) to the tree-level (fig. 7.5, centre) and one loop (right) results of \textit{Vevacious}. In the \textit{Vevacious} runs we have taken into account only the fields from eq. (7.24) since we found no relevant constraints from $\tilde{\tau}$ vevs in this plane. \textit{Vevacious} by default considers tunnelling to the minimum which is closest in field space to the EW vacuum. In the newest version (1.2.03+ [405]) one can optionally consider tunnelling to the global minimum instead. In generating fig. 7.5 we combined the results from both of these approaches by choosing the option giving the stronger bound at each individual point. One obvious difference between our results and \textit{Vevacious} are the metastable regions that \textit{Vevacious} finds for $\mu \sim 3$ TeV and $|A| \sim 5$ TeV. In this region \textit{Vevacious} considers the wrong minimum to be the MDM. The global minimum (with $\tilde{b}$
vevs, see fig. 7.3, right) is closest to the EW vacuum in field space. Therefore, Vevacious can only consider tunnelling into this minimum instead of a slightly further and shallower minimum with \( \tilde{t} \) vevs, which gives the stronger constraints shown in our results. A similar issue is responsible for the edge in the Vevacious result around \( \mu \sim -2.5 \text{ TeV} \) and \( A \sim 4 \text{ TeV} \). Another visible difference is the absence in the Vevacious result of the bumps in the long-lived region in our result around \( |\mu| \sim 2 \text{ TeV} \) and \( |A| \sim 5 \text{ TeV} \). The optimisation of the bounce action by CosmoTransitions [211], which is used by Vevacious, leads to a slightly stronger and more reliable metastability bound in this region.\(^3\) Apart from these deviations, our results are in good agreement with the tree-level results of Vevacious. The deviations for individual points and the rugged edges of the light green region in the Vevacious result are likely signs of numerical instability. This especially includes the isolated red points in the light green region, which result from numerical problems in the calculation of the tunnelling time.

The comparison with the Vevacious results using the Coleman–Weinberg one-loop effective potential at zero temperature (fig. 7.5, right) shows that the one-loop effects on the allowed parameter space are small for this scenario. The one-loop result from Vevacious clearly suffers from numerical instabilities. However, the stable region is nearly identical to the tree-level results, and the long-lived region is similarly sized as the tree-level Vevacious result with differences in shape. The long-lived region appearing around \( A \sim 5 \text{ TeV} \) and \( \mu \sim 4 \text{ TeV} \) as well as the missing region around \( A \sim -5 \text{ TeV} \) and the spikes around \( \mu \sim -2.5 \text{ TeV} \) are consequences of the same MDM misidentification as in the Vevacious tree-level result (see previous paragraph). Comparing the runtime of our code to the runtime of Vevacious in this parameter plane including only the field set of eq. (7.24) we find our tree-level code to be \( \sim 5 \) times faster than the tree-level and \( \sim 200 \) times faster than the one-loop Vevacious run.

### Parameter Dependence of the Vacuum Structure and Degenerate Vacua

The dashed line in fig. 7.3 is the line where \( X_t \) has the same value as in the benchmark plane, fig. 7.2. The mass \( m_h \) of \( h_{125} \) depends dominantly on the parameters \( \tan \beta, X_t \) and the stop masses. We, therefore, expect the Higgs mass to stay close to 125 GeV when moving away from the point \( \times \) along this line.\(^4\) We use this as motivation to further investigate the vacuum structure along this line.

Figure 7.6 shows the depth of the stationary points of the scalar potential as a function of \( \mu \) along this line. The constant depth of the EW vacuum is shown in grey while the other colours indicate the CCB stationary points. Note that not only local minima, but all stationary points including saddle points and local maxima are shown in fig. 7.6. The dashed line indicates the MDM for each value of \( \mu \).
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\(^3\)As a cross check, forcing Vevacious to use the direct path approximation yields the same lifetimes as our approach.

\(^4\)We have verified using FeynHiggs 2.14.3 [406–412] that 124 GeV \( \lesssim m_h \lesssim 126 \) GeV indeed holds along this line as long as \( |\mu| \lesssim 3 \) TeV.
Figure 7.6: Depth of the different types of stationary points along the line of constant $X_i = 2.8\, \text{TeV}$ from fig. 7.3. The colour code indicates which fields acquire vevs at the stationary point. The dashed line indicates which of the stationary points is the MDM. The grey line is the EW vacuum. Figure as published in ref. [3].

It can be seen from fig. 7.6 that for large negative $\mu$ simultaneous $\tilde{t}$ and $\tilde{\tau}$ vevs (orange) dominate the global minimum for the considered field content until the $\tilde{\tau}$ vevs at these stationary points approach zero around $\mu = -2.2\, \text{TeV}$, and pure $\tilde{t}$ vevs take over. From $\mu \approx -1.8\, \text{TeV}$ onwards the EW vacuum is the global minimum until a CCB vacuum with $\tilde{b}$ vevs appears at $\mu \approx 1.6\, \text{TeV}$. The MDM, on the other hand, is the second deepest $\tilde{b}$-vev minimum for $\mu \lesssim -3.5\, \text{TeV}$, before switching to the $\tilde{t}$-vev minimum, followed by the window of absolute stability $\mu \in [-1.8\, \text{TeV},1.5\, \text{TeV}]$. For positive values of $\mu > 1.5\, \text{TeV}$ the instability first develops towards the global $\tilde{b}$-vev minimum until the $\tilde{t}$-vev minimum takes over at $\mu \approx 2\, \text{TeV}$.

In fig. 7.6 several stationary points with multiple kinds of sfermion vevs appear. Stationary points with mixed squark and slepton vevs can be deeper than the corresponding stationary points with only one type of vev (this can be seen for instance by comparing the deepest stationary point with orange $\tilde{t}$ and $\tilde{\tau}$ vevs to the ones with yellow $\tilde{t}$ vevs and red $\tilde{\tau}$ vevs). A stationary point with multiple kinds of squark vevs, however, is always higher than one with only one kind of the involved vevs. This is due to the additional positive quartic contributions to the potential for stationary points with both kinds of squark vevs.

Another feature visible in fig. 7.6 is the $\tilde{b}$-vev stationary point approaching the EW vacuum at $\mu \ll 0$ from above. In this regime the $\Delta_b$ corrections significantly enhance the bottom Yukawa coupling giving rise to a large mixing in the $\tilde{b}$ sector and a corresponding decrease of one of the $\tilde{b}$ masses. The depth of this stationary point becomes degenerate
with the EW vacuum. For even larger negative µ, one b under the left- and right-handed sfermions of a kind
\[ \text{Re}(\hat{f}_L), \text{Re}(\hat{f}_R) \rightarrow -\text{Re}(\hat{f}_L), -\text{Re}(\hat{f}_R) \quad \text{with } \hat{f} \in \{\bar{t}, \bar{b}, \bar{\tau}\} \]  
(7.35)
and under simultaneous sign flips of all doublet components
\[ \text{Re}(h_u^0), \text{Re}(h_d^0), \text{Re}(\hat{t}_L), \text{Re}(\hat{b}_L), \text{Re}(\bar{\tau}_L) \rightarrow -\text{Re}(h_u^0), -\text{Re}(h_d^0), -\text{Re}(\hat{t}_L), -\text{Re}(\hat{b}_L), -\text{Re}(\bar{\tau}_L). \]  
(7.36)
This results in sets of degenerate and physically equivalent stationary points related by these symmetries.\(^5\) Since the EW vacuum is also invariant under eq. (7.35) the tunnelling time to minima related by this symmetry is always identical. However, since the EW vacuum breaks eq. (7.36)\(^6\) the tunnelling time into two stationary points related through this transformation can differ. In most cases, whichever of these two points is closer in field space to the EW vacuum gives the lower value for B. Note that this is not a small effect. The values of B for stationary points related by eq. (7.36) can differ by more than an order of magnitude. This effect has recently been studied for the simpler case of a 2HDM in ref. [228].

### 7.3.2 Vacuum Stability in the \( \mathcal{M}^{125}_h(\bar{\tau}) \) Scenario

A benchmark scenario with light \( \bar{\tau} \) has been proposed in ref. [26] under the name \( \mathcal{M}^{125}_h(\bar{\tau}) \). It is defined by
\[ m_{Q_3} = m_{U_3} = m_{D_3} = 1.5 \text{ TeV}, \quad m_{L_3} = m_{E_3} = 350 \text{ GeV}, \quad \mu = 1 \text{ TeV}, \]
\[ X_t = A_t - \frac{\mu}{\tan \beta} = 2.8 \text{ TeV}, \quad A_b = A_t, \quad A_\tau = 800 \text{ GeV}, \]  
(7.37)
\[ M_1 = M_2 = 1 \text{ TeV}, \quad M_3 = 2.5 \text{ TeV}, \]
and was shown in fig. 7.1 as an example.

The scenario differs from the \( \mathcal{M}^{125}_h \) scenario of eq. (7.31) only in greatly reduced soft \( \bar{\tau} \) masses with a correspondingly reduced \( A_\tau \). However, \( \mu \) is not reduced and is now \( \mu \sim 3m_3 \). According to eq. (7.34) we would therefore expect vacuum stability constraints to be relevant in the \( \mathcal{M}^{125}_h(\bar{\tau}) \) benchmark plane. The authors of ref. [26] used \texttt{vevacious} to check for vacuum instabilities in this scenario and found a short-lived region in the parameter space for large \( \tan \beta \) and small \( m_A \).

\(^5\)Since these minima are degenerate they cannot be distinguished in fig. 7.6.
\(^6\)We can, without loss of generality, choose the EW vacuum with \( \text{Re}(h_u^0), \text{Re}(h_d^0) > 0 \).
Figure 7.7: Constraints from vacuum stability in the $M_h^{125}(\tilde{\tau})$ scenario. The colour code in the left plot indicates the lifetime of the EW vacuum, while the centre and right plots illustrate which fields have non-zero vevs at the MDM and the global minimum, respectively. Figure as published in ref. [3].

Our results shown in fig. 7.7 confirm these observations. Figure 7.7 (left) shows a short-lived region for large $\tan \beta$. This region extends towards smaller values of $\tan \beta$ in the low $m_A$ regime as noted in ref. [26] but also in the region of large $m_A$. Also visible is the small region of instability for $\tan \beta < 1$ noted in fig. 7.2. Comparing the red region excluded by vacuum stability to the reach of the experimental constraints as shown in fig. 7.1 shows a clear complementarity at large $\tan \beta$. While Higgs searches provide the strongest constraint at $m_A \lesssim 1.5$ TeV, vacuum stability constraints are stronger than the constraints from Higgs searches for larger $m_A$.

The MDM for the instability at large $\tan \beta$ is a vacuum with $\tilde{\tau}$ vevs as can be seen from fig. 7.7 (centre). Compared to fig. 7.2 the absolutely stable region is additionally reduced by a $\tilde{t}$-$\tilde{\tau}$-vev minimum appearing around $m_A \sim 1$ TeV and $\tan \beta < 30$. The minima with $\tilde{b}$ vevs, which were the MDM for large regions of the $M_h^{125}$ scenario, are entirely replaced by minima with $\tilde{\tau}$ vevs. Only a very small purple region with simultaneous $\tilde{b}$ and $\tilde{\tau}$ vevs at the MDM exists. In fig. 7.7 (right) the global minimum with $\tilde{b}$ vevs is very similar to fig. 7.2 (right). Only at larger $m_A$ — where the EW vacuum in the $M_h^{125}$ scenario was absolutely stable — global minima with $\tilde{\tau}$ vevs are now present. Our results in the $M_h^{125}(\tilde{\tau})$ scenario compared to the $M_h^{125}$ scenario illustrate that constraints from vacuum stability indeed become relevant when the cubic terms in the scalar potential become larger than the quadratic terms. Since $\mu \sim 3m_{\tilde{\tau}}$ in this scenario, a further increase of $\mu$ or a decrease of $m_{\tilde{\tau}}$ could render the $M_h^{125}(\tilde{\tau})$ scenario entirely short-lived. In the region of $\mu \sim 3m_{\tilde{\tau}}$ chosen in the $M_h^{125}(\tilde{\tau})$ scenario, the vacuum stability constraints show a significant dependence on the parameters $m_A$ and $\tan \beta$.
7.3.3 Vacuum Stability in the $M_{h}^{125}$ (alignment) Scenario

In this section, we turn to another scenario from ref. [26], the $M_{h}^{125}$ (alignment) scenario, where constraints from vacuum stability turn out to have a very large impact. The scenario is defined by

$$
m_Q = m_{U_3} = m_{D_3} = 2.5\text{ TeV}, \quad m_{L_3} = m_{E_3} = 2\text{ TeV}, \quad \mu = 7.5\text{ TeV}, \quad A_t = A_b = A_\tau = 6.25\text{ TeV}, \quad M_1 = 500\text{ GeV}, \quad M_2 = 1\text{ TeV}, \quad M_3 = 2.5\text{ TeV},
$$

(7.38)

with $m_A \in [100\text{ GeV}, 1\text{ TeV}]$ and $\tan \beta \in [1, 20]$. It is chosen to accommodate light additional Higgs bosons through the so-called alignment without decoupling behaviour [195, 196, 413–419]. Alignment without decoupling in the phenomenologically interesting region of relatively small $\tan \beta$ requires $\mu, A_t \gg m_t$. This requirement — according to eq. (7.34) — has already been noted to be problematic for vacuum stability in ref. [26]. Indeed we find that the EW vacuum in this scenario is short-lived through all of its parameter space. The MDM is characterised by $\tilde{t}$ vevs throughout the parameter plane, while the global minimum has $\tilde{b}$ vevs for $\tan \beta \gtrsim 5.5$ and $\tilde{t}\tilde{\tau}$ vevs for smaller values of $\tan \beta$.

In order to assess how far away this scenario is from a region of metastability we again select a phenomenologically interesting point in its parameter plane,

$$
m_A = 500\text{ GeV}, \quad \tan \beta = 6,
$$

(7.39)

and vary $A = A_t = A_b = A_\tau$ and $\mu$ starting from this point. The resulting plane is shown in fig. 7.8. The colour code and the quantities shown in the sub-plots are the same as in figs. 7.2 and 7.3. In the left panel, we have superimposed the contours for the mass of the light Higgs boson calculated with {	exttt{FeynHiggs 2.14.3}} [406–412]. This shows that in order to obtain a long-lived scenario while keeping the correct Higgs mass one could for example change

$$
\mu = 7.5\text{ TeV} \rightarrow 4\text{ TeV} \quad \text{and} \quad A = 6.25\text{ TeV} \rightarrow 5\text{ TeV}.
$$

(7.40)

Other choices are possible within the theoretical uncertainty of the Higgs-mass prediction. The alignment-without-decoupling behaviour implies that $h_{125}$ has SM-like properties. In the MSSM this behaviour arises from a cancellation between tree-level mixing contributions and higher-order corrections in the Higgs-boson mass matrix. Shifting the parameters towards the region where the vacuum is metastable like it is done in eq. (7.40) could affect these cancellations and therefore spoil the alignment properties. Indeed, with {	exttt{FeynHiggs}} we obtain $\sim 10\%$ enhanced couplings of $h$ to bottom and tau pairs leading to a $\sim 10\%$ reduced $\text{BR}(h \rightarrow \gamma\gamma)$ compared to the SM for the parameter point of eq. (7.40). While the change in the couplings indicates that the cancellation that is present in the alignment without decoupling regime does not fully occur for the shifted point, this

---

7 The corresponding plots are omitted as they do not add any information.
Figure 7.8: Constraints from vacuum stability in the plane of $\mu$ and $A$ containing the selected point from the $M^1_{h}$ (alignment) scenario marked with the black X. The selected point in the $m_A$-tan $\beta$ plane of the $M^1_{h}$ (alignment) scenario has tan $\beta = 6$ and $m_A = 500 \text{ GeV}$. The colour code in the left plot indicates the lifetime of the EW vacuum, while the centre and right plots illustrate which fields have non-zero vevs at the MDM and the global minimum, respectively. The contours in the left plot indicate the mass of the Higgs boson $h$, and the dashed line shown in the centre and right panels indicates the line of constant $X_t = 5 \text{ TeV}$. Figure as published in ref. [3].

The parameter point is nevertheless still compatible with the LHC Higgs measurements within the present uncertainties [420].

In the middle panel of fig. 7.8 one can see that the MDM directions through most of the parameter space are directions with $\tilde{t}$ vevs. If the instabilities were in directions with $\tilde{b}$ or $\tilde{\tau}$ vevs, the lifetime of the EW vacuum could have been increased by increasing $m_{D_2, E_3}$ or decreasing $A_{b, \tau}$ while keeping $\mu$ and the $\tilde{t}$ sector unchanged such that the phenomenology would not be much affected. However, our analysis shows that the parameter region associated with the alignment-without-decoupling behaviour gives rise to minima with $\tilde{t}$ vevs that render the electroweak vacuum short-lived. Accordingly, the behaviour of alignment without decoupling and the requirement of a long-lived vacuum are in some tension with each other, since adjusting $m_{Q_3, U_3}$ and $A_t$ to ensure vacuum stability in the stop directions would change the mass and phenomenology of the light Higgs boson $h$. The right plot of fig. 7.8 illustrates that the global minimum has non-vanishing $\tilde{\tau}$ vevs through significant parts of the parameter plane, while for large values of $A, \mu \gtrsim 5 \text{ TeV}$ $\tilde{b}$ vevs take over. However, the deepest minima appear to be nearly degenerate as can be seen from fig. 7.9.

The depth of the stationary points of the scalar potential along the line of constant $X_t = 5 \text{ TeV}$ (which is indicated in fig. 7.8 centre and right) is shown in fig. 7.9. It includes all stationary points in the selected field sets that are at least as deep as the EW vacuum.
Figure 7.9: Depth of the different types of stationary points along the line of constant $X_t = 5$ TeV from fig. 7.8. The colour code indicates which fields have non-zero vevs at the stationary point. The dashed line indicates which of the stationary points is the MDM. The EW vacuum is shown in grey. Figure as published in ref. [3].

The EW vacuum is shown in grey, and the other colours distinguish the CCB stationary points. The plot illustrates that there is no stable region along this slice of parameter space, in accordance with fig. 7.8. As already pointed out, the MDM along this line is a minimum with $\bar{t}$ vevs through most of the parameter range, except for the region with small values of $\mu$ where the MDM has $\bar{\tau}$ vevs. There exist stationary points that are deeper than the MDM with $\bar{b}$ vevs, $\bar{t}$-$\bar{\tau}$ vevs and $\bar{\tau}$ vevs with the $\bar{\tau}$-vev minimum being the global minimum until the $\bar{b}$-vev minimum takes over for $\mu \gtrsim 5.5$ TeV. These deeper minima are however very far from the EW vacuum in field space with high barriers and have no impact on the tunnelling rate. For large values of $\mu$ stationary points with both $\bar{t}$ and $\bar{b}$ vevs develop. In agreement with the previous discussions these stationary points are less deep than the stationary points with only one kind of squark vev. All points along this line of constant $X_t = 5$ TeV would be long-lived if the MDM with $\bar{t}$ vevs was absent.

A detailed analysis of the question whether adjustments of the proposed scenarios for alignment without decoupling could bring these scenarios into better agreement with the constraints from vacuum stability while retaining their alignment properties goes beyond the scope of this work. We leave this issue for future studies.

8The $\bar{b}$-vev stationary point is almost degenerate with the deepest $\bar{t}$-$\bar{\tau}$-vev stationary point for most of the parameter range and therefore hidden behind the orange points.
7 Vacuum Stability in the MSSM

7.3.4 Vacuum Stability in the Remaining Benchmark Scenarios

The remaining (CP-conserving) benchmark scenarios from ref. [26] are either entirely stable or unstable. We will describe these results in short in this section.

The light neutralino scenario $M_{h}^{125}(\tilde{\chi})$ is defined through

$$m_{Q_3} = m_{U_3} = m_{D_3} = 1.5 \text{ TeV}, \quad m_{L_3} = m_{E_3} = 2 \text{ TeV}, \quad \mu = 180 \text{ GeV},$$

$$X_t = A_t - \frac{\mu}{\tan \beta} = 2.5 \text{ TeV}, \quad A_b = A_\tau = A_t,$$

$$M_1 = 160 \text{ GeV}, \quad M_2 = 180 \text{ GeV}, \quad M_3 = 2.5 \text{ TeV}.$$ (7.41)

The entire benchmark plane features an absolutely stable EW vacuum. This is unsurprising since $\mu$ is very small and the soft sfermion masses relatively large while the $A$ parameter is not much larger than the soft masses. The small gaugino mass parameters do not lead to instabilities as they only enter the scalar potential through the $\Delta_b$ and $\Delta_\tau$ corrections.

Finally, the heavy Higgs alignment scenario $M_{h}^{125}$ is defined through

$$m_{Q_3} = m_{U_3} = 750 \text{ GeV} - 2(m_{H^0} - 150 \text{ GeV}),$$

$$\mu = (5800 \text{ GeV} + 20(m_{H^0} - 150 \text{ GeV})) m_{Q_3}/(750 \text{ GeV}),$$

$$A_t = A_b = A_\tau = 0.65 m_{Q_3}, \quad m_{D_3} = m_{L_3} = m_{E_3} = 2 \text{ TeV},$$

$$M_1 = m_{Q_3} - 75 \text{ GeV}, \quad M_2 = 1 \text{ TeV}, \quad M_3 = 2.5 \text{ TeV}.$$ (7.42)

In this scenario, the heavy Higgs boson is identified with $h_{125} = H$. Since the scenario has small soft SUSY-breaking squark mass parameters and a very large $\mu$ it is unsurprising that the entire benchmark plane has a short-lived EW vacuum. Throughout the plane, the MDM has non-vanishing $\tilde{t}$ vevs while the global minimum has $\tilde{t}$-$\tilde{\tau}$ vevs. Considering how constrained the region of phenomenologically viable parameter space for this scenario is (see fig. 10 of ref. [26]) we do not expect that a heavy Higgs alignment scenario with a long-lived vacuum exists in the MSSM. However, a detailed assessment of this possibility would require a dedicated study.

We have omitted the CP-violating scenario that was proposed in ref. [26] for simplicity only. Our approach is fully applicable also to models containing CP-violating phases.

7.4 Conclusions

In this chapter, we have applied our fast and efficient approach for evaluating vacuum stability constraints presented in chapter 3 to the MSSM. In order to evaluate the constraints from vacuum stability, it is in principle desirable to simultaneously take into
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9The corresponding plots are omitted as they do not add any information.
account all possible vevs of all the scalar fields in the considered model. However, this often becomes impractical in models with large scalar sectors. Our efficient approach has allowed us to consider up to six real degrees of freedom simultaneously. We have included the possible vevs of the particles with the largest Yukawa couplings (namely $\tilde{t}$, $\tilde{b}$ and $\tilde{\tau}$) in addition to the Higgs vevs when searching for unstable directions. We have observed that this yields robust vacuum stability constraints — especially when including multiple kinds of sfermions simultaneously. However, for the studied scenarios, we would have obtained very similar vacuum stability constraints if we had considered each kind of sfermion separately as an approximation.

We have found the sfermions of the first and second generation as well as the sneutrinos to have a minor impact on vacuum stability constraints. Their small Yukawa couplings lead to additional minima at very large field values, which renders these configurations long-lived. On the other hand, the global minimum — and to some extent, the region of absolute stability — shows a significant dependence on additional field content that couples only weakly to the Higgs sector. We have also found several parameter regions where vevs of different sfermions are simultaneously non-zero at the global minimum.

As a result, our analysis shows that neither the investigation of just the region of absolute stability nor of the character of the global minimum is sufficient to obtain reliable bounds from vacuum stability. Instead, determining the boundary between short-lived and long-lived regions crucially relies on the correct identification of the MDM. This is the minimum with the shortest tunnelling time from the EW vacuum, which in general differs from the global minimum.

For the considered $M^2_{h}^{125}$ MSSM benchmark scenario from ref. [26] we have found that the impact of vacuum stability constraints is small in the $m_A$--$\tan\beta$ parameter plane defining the scenario. However, a variation of the parameters $\mu$ and $A$ around their values chosen in the benchmark scenario shows an important impact of vacuum stability constraints. In this plane, we have illustrated that the most dangerous and the global minimum are in general different. We have furthermore stressed the importance of corrections to the relation between the bottom-quark mass and the bottom Yukawa coupling in certain regions of parameter space. These $\Delta_b$ corrections can significantly enhance the value of the bottom Yukawa coupling and thus trigger $b$-vev instabilities.

We have also used this parameter plane to compare our results with existing studies and codes. Comparing our results to approximate analytic vacuum stability bounds, we have seen that these approximations can serve as a rough estimate of the effect of vacuum stability constraints. However, they cannot capture the complexity of a detailed numerical analysis. Furthermore, we have compared the results of our method to the public code Vevacious. The tree-level results of the codes show some notable differences. The most significant differences arise from the determination of the MDM. By default, Vevacious uses the closest minimum in field space — and optionally the global minimum.

In contrast, by the use of an analytic expression for the bounce action, we can calculate all tunnelling times to deeper minima and select the one with the shortest time as the MDM. In the benchmark plane under consideration, we have found regions where the MDM is
neither the global minimum nor the minimum closest to the EW vacuum in field space. We have also seen that the impact of the more sophisticated tunnelling path calculation in \texttt{Vevacious} (using the path deformation of \texttt{CosmoTransitions}) is visible but does not substantially change the boundary between parameter regions with long- and short-lived EW vacuum. Calculating the vacuum stability bounds with \texttt{Vevacious} using the one-loop effective potential leads to results qualitatively similar to the tree-level results. The one-loop calculation showed strong indications of numerical instability in addition to the problems in the identification of the MDM. Even ignoring the latter problem, we have found the improvement by the one-loop effective potential on the vacuum stability constraints to be small given the significantly increased amount of numerical instabilities and the much longer runtime. Furthermore, as discussed in section 3.1.3, it is unclear whether the use of a loop-corrected effective potential yields a systematic improvement of vacuum stability constraints compared to a tree-level analysis. The tree-level constraints of our approach using the straight tunnelling path approximation yield numerically stable results in a fraction of the runtime of \texttt{Vevacious} and \texttt{CosmoTransitions}.

We have exemplarily studied the depths of the different stationary points along a line of $m_h \sim 125$ GeV through the parameter space. This has shown the typical number of stationary points appearing in an analysis of vacuum stability and illustrated the importance of the different scalar degrees of freedom. The MDM was found to coincide with the global minimum only within a small part of the parameter range. We have also discussed the impact of degenerate stationary points that are related to each other by a discrete symmetry and found that — in agreement with recent results in the literature [228] — if such a symmetry is broken by the EW vacuum the tunnelling times into the degenerate vacua can be vastly different.

In a benchmark scenario with light $\tau$, we have shown important constraints from vacuum stability in the $m_A$–$\tan \beta$ plane defining the scenario. In ref. [26] a parameter region with high $\tan \beta$ and low $m_A$ of this benchmark plane was identified as being excluded by vacuum stability constraints. Our results provide a more detailed study of these constraints and show that the excluded region extends to high $m_A$.

A further scenario that we have studied in detail is a benchmark scenario in the alignment without decoupling regime. Since all parameter points in the benchmark plane yield short-lived EW vacua we have discussed what kind of shift in parameter space could lead to a long-lived vacuum while preserving the correct value of the Higgs mass. We found that this naïve approach would not obviously spoil the alignment without decouplings behaviour. The question to what extent the alignment without decoupling behaviour can be realised in phenomenologically viable scenarios including vacuum stability constraints would require a detailed study that is beyond the scope of the present work. Finally, we evaluated the vacuum stability constraints in the remaining CP-conserving benchmark scenarios of ref. [26]. We found that the $M_h^{125}(\tilde{\chi})$ scenario with light neutralinos yields absolutely stable EW vacua, while the vacua of the heavy Higgs alignment scenario $M_h^{125}$ are entirely short-lived.
8 Summary and Conclusions

Unravelling the nature of electroweak symmetry breaking (EWSB) is one of the most important goals of current particle physics. The study of different BSM models with extended Higgs sectors in comparison with the SM provides crucial insights into the theoretical possibilities for EWSB and the related experimental signatures.

Measuring the parameters of the scalar potential that governs EWSB requires observing interactions between several Higgs bosons. Within the SM, this requires measuring the Higgs self-couplings, which are challenging to observe directly at the LHC. However, models with extended Higgs sectors also include interactions between different scalars that could be probed at the LHC and even serve as a discovery channel for additional Higgs bosons. We have explored this possibility in detail in chapter 4, where we studied the two-real-singlet model (TRSM), a simple extension of the SM by two scalar singlet fields. We have shown that the “classical” searches for new scalars, e.g. in $pp \rightarrow H \rightarrow W^+W^-/ZZ$ channels, probe the model. However, we have also found large regions of parameter space where constraining the model or, preferably, discovering new particles would require searches in multiscalar final states, possibly not even involving the 125 GeV Higgs boson ($h_{125}$). In chapter 4, we presented two-dimensional benchmark scenarios for all possible Higgs-to-Higgs decay signatures involving two different non-$h_{125}$ scalars. These scenarios illustrate the relevance of these currently unexplored signatures and could serve to facilitate experimental studies at the LHC or future colliders.

The CP-properties of the Higgs sector are not only phenomenologically interesting, but additional sources of CP violation are also a requirement for explaining baryogenesis. At the same time, experimentally establishing the CP-nature of $h_{125}$ beyond the fact that it is not a pure CP-odd state is very challenging. In chapter 5, we first discussed the CP-violating 2HDM (C2HDM), which is the minimal model with a CP-violating Higgs sector. It introduces a single CP-violating phase that induces a mixing between the CP-even and CP-odd states of the two-Higgs-doublet model (2HDM). We have studied the phenomenological consequences of a CP-odd admixture to $h_{125}$ and found that large CP-violating Yukawa couplings are compatible with current measurements. In particular, we showed that the Yukawa couplings of $h_{125}$ to down-type quarks or leptons could be maximally CP-violating with CP-even and CP-odd parts of similar size. It is also possible that some Yukawa couplings of $h_{125}$ are CP-even and some are CP-odd. We hope that such scenarios can be studied experimentally in the future. These scenarios face strong constraints from bounds on fermionic electric dipole moments (EDMs). We discussed how the bounds from the electron EDM can be evaded through cancellations.
between different contributions. It should, however, be noted that the viability of these cancellations has not been demonstrated if different EDM bounds are simultaneously considered.

In the second half of chapter 5, we introduced a model with a minimal CP-violating dark sector. The $Z_2$ symmetry that makes the lightest dark sector particle a stable dark matter (DM) candidate also forbids the appearance of CP-violating Yukawa couplings. As a result, it is challenging to experimentally establish that the model is indeed CP-violating. We studied the $ZZ$ anomalous triple gauge coupling induced by the dark sector particles and found non-vanishing values for the CP-violating form factor $f^Z_4$. The imaginary part of this form factor is directly proportional to a potentially observable asymmetry, $A^Z_4$, which establishes that CP is violated in the model. The model prediction for both $f^Z_4$ and $A^Z_4$ is tiny, however, making it challenging to probe this model even at a future linear collider. The form factor $f^Z_4$ is also being constrained at the LHC through fits to the $Z$-pair production process. However, these analyses assume a real and constant form factor, while the model predicts a complex and highly momentum dependent value.

In models with extended scalar sectors, the scalar potential can, in general, have multiple different minima. After EWSB, some of these additional minima could be energetically favourable compared to the electroweak (EW) vacuum. In this case, the EW vacuum would not be stable as it could decay through a tunnelling process. If this tunnelling is slow compared to the age of the universe, the EW vacuum is metastable and phenomenologically viable. A short-lived, unstable EW vacuum, however, is in contradiction to observations and parameter regions predicting such a scenario must be excluded. These vacuum stability constraints can have a significant impact on models with extended scalar sectors as scalar potentials with many degrees of freedom typically have many minima in addition to the EW vacuum. In such scalar potentials, vacuum decay is often possible at the EW scale — in contrast to the SM where the vacuum only becomes metastable at very high energy scales. We have presented a novel numerical approach to obtain vacuum stability constraints in chapter 3 that is designed to be efficient and reliable for use in parameter scans of BSM models. The method relies on the tree-level scalar potential and uses a straight path approximation to efficiently evaluate the tunnelling time into all possible minima.

In some simpler extensions of the Higgs sector, vacuum stability at the tree-level can be studied analytically. For example, the vacuum of the TRSM of chapter 4 is known to be absolutely stable [250]. Another case is the 2HDM where is has been proven that the EW vacuum is stable against CP- or charge-breaking minima [220, 349–351]. In chapter 6, we have shown that this no longer holds when adding another real scalar singlet to obtain the next-to 2HDM (N2HDM). We have analytically categorised the different kinds of vacua that can appear in the N2HDM. We then applied the approach of chapter 3 in a large scan of the phenomenologically viable parameter space of the N2HDM to study the impact of vacuum stability constraints on the relevant regions of parameter space. We have found that vacuum instabilities can appear in a substantial fraction of the otherwise viable parameter space and stress the importance of treating metastable regions as viable.
We furthermore showed that vacuum stability constraints may even directly limit the value of a collider observable — the signal strength of $h_{125} \rightarrow \gamma\gamma$ — by constraining the possible values of the coupling between $h_{125}$ and the charged Higgs boson.

Supersymmetric models, such as the minimal supersymmetric extension of the SM (MSSM) have been subject to detailed studies during the last decades. These models are also especially interesting with respect to vacuum stability constraints as they introduce a huge number of new scalars — additional Higgs bosons and scalar superpartners for each SM fermion — that could all obtain vacuum expectation value. In chapter 7 we have used the MSSM to validate our approach to vacuum stability of chapter 3 and derive vacuum stability constraints on recently proposed benchmark scenarios [26]. In comparing our results to the literature, we have found good agreement even when comparing the straight path approximation to more elaborate methods. In particular, we have shown that the reduced numerical complexity of our approach can lead to more reliable results as we can consider tunnelling into all possible deeper minima and are not prone to the danger of misidentifying the most dangerous minimum. The obtained vacuum stability constraints on the benchmark scenarios especially impact scenarios with large trilinear parameters. We have pointed out possible complementarities with experimental searches and show that alignment-without-decoupling scenarios are severely constrained by vacuum stability — even more so when the heavy Higgs boson is identified with $h_{125}$.

The phenomenological studies presented in this thesis have been carried out to facilitate the experimental investigation of BSM models of EWSB. With the continued analyses of the run II LHC dataset and the upcoming run III, we expect many scenarios of EWSB and models with extended Higgs sectors to be probed in the near future. We hope that these investigations will lead to a better understanding of EWSB — ideally through the discovery of an extended scalar sector.
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