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Abstract

Electron beams of high quality, e.g., low emittance, are of crucial importance for cutting-edge scientific instruments, such as x-ray free electron lasers (XFELs) and ultrafast electron diffraction (UED) setups. A velocity-map-imaging spectrometer is demonstrated to characterize the normalized transverse emittance of photoemitted electron bunches. The spectrometer operated in both, spatial map imaging (SMI) and VMI modes. Therefore, spatial- and velocity-coordinates were recorded independently and quickly. The technique allows for fast complete emittance measurements, within minutes.

The two-dimensional (2D) projected velocity distribution images of photoemitted electrons are recorded by the detection system and analyzed to obtain the normalized transverse emittance. With the presented distribution function of the electron photoemission angles a mathematical method is implemented to reconstruct the three-dimensional (3D) velocity distribution curve. As a first example, multiphoton emission from a planar Au surface is studied via irradiation at a glancing angle by intense 45 fs laser pulses at a central wavelength of 800 nm. The reconstructed energy distribution agrees very well with the Berglund-Spicer theory of photoemission. The normalized transverse emittance of the intrinsic electron bunch is characterized to be 128 and 14 nm·rad in X- and Y-directions, respectively.

The 500 nm and 75 µm spacing Au-nanorod arrays, with nanorods itself of dimension 100×30 nm, were studied. For the one spaced by 500 nm, the same 4-th order photon emission has been observed as for the planar Au surface. The broad transverse velocity spread is contributed by the electrons photoemitted from the nanorod sidewalls. A patterned electron bunch was observed from the 75 µm spacing Au-nanorod array, each emitted from a single nanorod within the array. In the tunneling regime, upon photoemission, an electron is steered by the laser field resulting in fascinating physics. An energy plateau due to the re-scattering electrons was observed in the tunneling regime. A polarization dependent photoemission study was performed showing a smaller rms-normalized divergence of 0.8 mrad with the laser polarization normal to the sample surface, compared to 1.15 mrad while the polarization is parallel.

The demonstrated imaging spectrometer opens up new opportunities in the study of correlated electron emission from solid state. Meanwhile, the electron emission from a single nanotip or field emitter arrays, which are predicted to provide high-current low-emittance coherent electron bunches, foster the further development of free electron lasers, ultrafast electron microscopy and diffraction instruments.
Zusammenfassung


Im Tunnelregime, direkt nach der Photoemission, wird ein Elektron durch das Laserfeld angetrieben, was zu faszinierender Physik führt. Ein Energieplateau aufgrund der zurückstreuenden Elektronen wurde im Tunnelregime in dieser Arbeit beobachtet. Es wurde eine polarisationsabhängige Photoemissionsstudie durchgeführt, die eine Standardabweichung der normalisierten Divergenz von 1.15 µm aufweist, wenn das Laserfeld senkrecht zur Probenoberfläche polarisiert ist. Im parallelen Fall wurde eine kleinere Standardabweichung der normalisierten Divergenz von 0.8 µm ermittelt.

Das demonstrierte Spektrometer eröffnet neue Möglichkeiten für die Unter-
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Chapter 1

Introduction

The quest to build modern particle accelerators began in 1911 when Rutherford discovered the atomic nuclei inside the atom. Since then, the technology of particle accelerator has been rapidly evolving to enable access to energetic particle beams with ever-higher qualities, which has led to significant advancements in the field of science and technology. As one of the elementary particles, high-quality electron beams are essential for successful operation of stupendous current and proposed electron accelerator applications, such as x-ray free electron lasers (FELs) [1] [2] [3], inverse Compton scattering (ICS) devices [4], as well as ultrafast electron diffraction (UED) [5] and microscopies (UEM).

Free-electron lasers (FELs), invented by John Madey [6] and first experimentally demonstrated by his group at Stanford [7] [8] in the 1970s, are of great interest in the production of high power, ultra-short, coherent photons with tunable wavelength [2]. High-gain FELs, e.g., Linac Coherent Light Source (LCLS) [9], SwissFEL [10] and the European XFEL, operated in self-amplified spontaneous emission (SASE) mode, have delivered coherent laser pulses with ultrahigh photon flux, ultrashort pulse durations and wavelengths down to Ångström level. The extremely bright and coherent x-ray FEL light sources have revolutionized the time-resolved x-ray imaging technique with picometer-femtosecond spatial-temporal resolution, which enables capturing real-time movies of dynamics from both transient molecular structure and condensed phase at their characteristic spatial and temporal scales [11] [12] [13] [14] [15] [16] [17]. The accessibility of different time and length scales by different light sources together with the typical time scales and length scales of physical, chemical, and biological processes is shown in Fig. 1.1 [18]. A review of the scientific results obtained from LCLS during its first five operation years, covering broad fields of physics, chemistry, biology and material sciences, is provided in Ref. [18]. The prospects of the x-ray FEL developments converge to the improvement of the spatial-temporal resolution and coherence, which determinately rely on the electron beam quality. A key measure of electron beam quality is the electron beam
emittance, denoted as $\varepsilon_{x,y}$, which is the occupied area by an electron beam in a position-and-momentum phase space. According to the derivation from Kim [19], the rule-of-thumb criterion to operate a high-gain FEL is given by $\varepsilon_{x,y} \leq \lambda/4\pi$, which predicts the minimum wavelength $\lambda$ achievable vigorously depends on the emittance. An electron beam of relatively low charge is preferred since it is usually accompanied by low emittance, therefore providing an easier way to achieve the shorter wavelength operation for a given beam energy. Simulations have shown promising results of implementing high quality electron bunches with relative low charge of $\sim 1$ pC to achieve sub-femtosecond gigavolts-peak-power single coherent pulses at a wavelength of 1.5 Å [20].

Further reducing the operation wavelength to $\gamma$-ray regime opens up unprecedented opportunities for new science. There are, however, fundamental problems, i.e., random recoils of the electrons while emitting photons degrading the beam emittance, impeding FEL lasing action and making FEL operation at such short wavelengths very difficult. ICS of laser photons by an ultra-relativistic electron beam complements the laser synchrotron sources (LSS), enabling the generation of sub-picosecond x- to $\gamma$-ray pulses while preserving the initial polarization of the laser field [4]. Numerous applications, e.g., remote sensing of nuclear materials [21], continuously demand for optimized ICS sources operated at high-brightness MeV $\gamma$-ray. Recently, generation of partially coherent radiation from an ICS source (usually incoherent) has been proposed through emittance exchange of an advanced

**Figure 1.1:** Schematics of typical time scales and length scales of physical, chemical, and biological processes. Shaded regions indicate the time scales and length scales accessed by different light sources. Taken from [18].
electron beam, i.e., an array of electron beamlets emitted from a nanostructured field emitter array \[22\].

High-quality electron beams also find direct applications in state-of-the-art electron scattering instruments, such as as UED/UEM \[23, 24, 25, 26\]. In a scattering experiment, the scattering cross-section of electron beams is orders of magnitude larger than that of x-rays, which makes electron beams an excellent probe to reveal structures of gas specimens and thin crystal samples. In addition, electron beams are less damaging to specimen per useful elastic scattering event. Therefore, electron beams with short wavelengths (\(\leq 1 \text{ Å}\)) and pulse durations (\(\leq 100 \text{ fs}\)) grant strong capabilities to visualize structural changes at atomic length and femtosecond time scales.

Particle accelerators with accelerating field gradients orders-of-magnitude greater than present systems, that are on the order of MV/m, are needed for continuous explorations of particle physics at the energy frontier in the long term. Such advanced accelerators hold promise to dramatically reduce the cost and size of high energy colliders and synchrotron light sources. It allows compact light sources accessible to smaller laboratories, which may help relieve the existent situation that users must go through a highly competitive process to gain access to the x-ray FEL facilities, for severely restricted amount of beam time. The techniques alternatively approaching the high-gradient accelerating field are generally divided into the wake-field and laser acceleration schemes. In the former method, multi GV/m acceleration gradients are realized by laser induced wake-fields in plasma \[27\]. Another way to approach the high-gradient acceleration is dielectric laser acceleration (DLA), in which infrared lasers are coupled to optical-scale lithographically fabricated dielectric structures to excite peak surface electric fields on the order of GV/m \[28\].

The ongoing project, AXSIS: exploring the frontiers in attosecond X-ray science, imaging and spectroscopy, extends the DLA technique utilizing the THz as the driving acceleration field \[29\]. Fig. 1.2 shows a schematic beamline of AXSIS, starting from nicely patterned electron beamlets, termed as “free-electron crystal”. A compact, fully coherent, THz-driven attosecond x-ray source based on coherent ICS off a free-electron crystal is aimed to be developed. The monolayer of the 2D crystalline beamlets is structured as a result of the photoemission from an array of nanostructured emitters. The other dimension comes from the oscillation of the laser field according to the mechanisms of the field emission, which only happens close to the maximum field strength. The idea is to have an arranged electron bunch from 500 nm spacing field emitter array (FEA) strong-field emitted under a 50×50 \(\mu\text{m}^2\) laser spot size. Let assume one electron emitted per laser cycle per nanoparticle, one would obtain a 10 fC electron bunch from a 10 cycle laser pulse, e.g., a 30 fs 800 nm laser pulse. To keep the crystalline structure of the electron bunch is very challenge. A THz gun, with a peak acceleration field of 600 MV/m, is designed to accelerate the free-electron crystal to sub-relativistic speed in 15 fs \[30\].
Chapter 1. Introduction

Figure 1.2: Schematic layout of the AXSIS setup currently under construction at DESY in Hamburg. Figure taken from Ref. [29].

and preserve the electron beam to the THz linac system for the further acceleration to the relativistic speed. To be able to resolve each individual beamlet right at the output of the THz gun, the beam divergence needs to be smaller than 6 meV if the initial beamlets are separated 500 nm away. Overall, the emittance, in terms of the size and divergence of each beamlet, is the crucial point to approach the goal, which directly motivates the investigation of generation of ultra-low emittance electron beams and further more patterned beamlets in this thesis work.

The overwhelming importance of high-quality (e.g., ultra-low emittance) electron beams in cutting-edge scientific instruments has driven the strive towards the development and the characterization of the electron sources. The emittance of an electron beam is finalized nascent at the cathode undergoing an emission process and degrade only afterwards. Therefore, investigation of the intrinsic electron beam emittance from the cathode becomes an imperative task. The fundamental lower limit of the beam emittance is determined by the electron temperature of the emission process [31]. Consequently, the emittance is often called the thermal emittance. In general, the emission mechanism are classified as three fundamental processes, i.e., thermionic emission, photoelectric emission and field emission. Strictly speaking, thermal emittance should only refer to the thermionic emission. However, commonly in the accelerator community, the concept of thermal emittance applies to all three fundamental emission processes. Thermionic emission was observed by Richardson in 1929, accounting the pure electron emission over the barrier taking place at electric field strength below 1 MV/m. Although thermionic electron sources provide large enough beam currents for electron diffraction applications and are easily available, the deficient beam quality and the insufficient temporal resolution of milliseconds limit the number of applications of thermionic sources. Therefore, in this dissertation, the work is focused on the latter two emission processes driven by the intense laser field, as photoelectric emission implemented to the experimental results of planar Au surface as a proof-of-principle of the emittance measurement discussed in chapter 4, and
field emission to interpret the experimental results from an array of Au nanorods aiming to develop the patterned electron beamlets with low emittance discussed in \textbf{Chapter 5}. Moreover, a stricter term intrinsic emittance is used to described beam emittance obtained at the photocathode.

To decrease the intrinsic emittance, in principle, one needs to decrease either the emission area or the momentum spread. The former can be intuitively decreased by an extremely tight focal spot size or sharp tip surface, which geometrically limits the emission area. For instruments with electron beam charge \(\leq 1\) pC such as UEDs and UEMs, improvement of emittance by an order of magnitude can be achieved by reducing the size of the emission source to sub-micron levels, which can be realized by either restricting the physical dimensions of the emitter or focusing the laser by an optical system with a large numerical aperture. Another important pathway is to reduce the momentum/energy spread, simply referring to the mean transverse energy (MTE) distribution, of the electrons emitted from a cathode. By choosing a proper material with appropriate work function and irradiating it by a laser beam with matched photon energy, for example the photoemission of Cu under 266-nm laser irradiation, is expected to help. Further reduction is expected when entering the strong-field emission regime, where the electrons are considered to adiabatically tunnel through the surface barrier with zero initial momentum and are then driven by the instantaneous optical near field \[32\]. Under these conditions electrons are expected to be emitted with a relatively small divergence angle and significantly lower transverse momentum spread. Recently, nanostructured and plasmonic photocathodes under multiphoton or strong-field optical emission have been used as improved electron sources \[29, 33, 34, 35, 36\].

Meanwhile, accurate and fast characterization of the electron beam emittance is indispensable to assess various approaches in order to improve the emittance of the underlying electron source, which motivates the velocity-map-imaging (VMI) spectrometer demonstrated here, of which the details are described in \textbf{Chapter 3}. The VMI spectrometer allows us to directly access the transverse momentum distribution of photoemitted electrons with an energy resolution of 0.02 meV in the imaging center, and the fast measurement of normalized transverse emittance within minutes.

To conclude, both the experimental characterization and the theoretical interpretation to quantify electron beam emittance as a function of photocathode material and morphology are highly important. The means to push ahead the limits of electron-based techniques is by advancing the electron source, which addresses the main goal of this Ph.D. work.
Outline of this dissertation

- Chapter 1 introduces the background and the motivation of this dissertation, meantime specifies the desire for low-emittance electron bunches, and gives an overview of this thesis.

- Chapter 2 provides both an introduction to the photoemission mechanisms along with the theoretical models and a brief description of the electron beam properties, highlights the important concept of electron bunch emittance and raises the demands on the direct access to the emittance measurement.

- Chapter 3 demonstrates the velocity-map-imaging spectrometer constructed in the laboratory in great details. A photocathode of planar Au surface was used to comprehensively calibrate the spectrometer.

- Chapter 4 discusses the experimental results from the planar Au surface, presents a mathematic algorithm for reconstructing the three-dimensional energy distribution, and benchmarks the performance of the VMI spectrometer on solid state samples.

- Chapter 5 deals with the recent experimental results obtained from Au-nanorod arrays, showing the promise of generating patterned electron bunches.

- Chapter 6 serves as a summary and gives an outlook to future investigations.
Chapter 2

Fundamental Concepts

This chapter covers the fundamental concepts required for this thesis study. The concepts are categorized into two sections: §2.1 emission mechanisms and §2.2 electron beam properties. In the first section, we introduce the two significant photoemission mechanisms: the photoelectric emission and the field emission. The semi-classical theoretical models, i.e., the Fowler-Dubridge model and Berglund-Spicer three-step model, are included to discuss the physics of the photoelectric emission, as well as the Fowler-Nordheim equation, which is well established for the field emission regime. The subsequent motion of electrons upon tunneling in a laser near field is discussed in §2.1.6 giving rise to the plateau and cut-off in the photoelectron energy spectrum. In the second, the properties of an electron beam are briefly reviewed. The phase-space formalism is introduced in §2.2.1. The concepts of beam emittance, peak current and beam brightness are illustrated in §2.2.2. A brief discussion of space charge effect and coherence length are given in §2.2.3 and §2.2.4. In the end, the state-of-the-art emittance measurement techniques are summarized in §2.2.5.

2.1 Emission mechanisms

2.1.1 Photoelectric emission

In 1887, the German physicist Heinrich Hertz observed that the sparks enhanced when electrodes were illuminated with ultraviolet light [62]. In 1905, Einstein discovered the law of the photoelectric effect and explained the experimental phenomenon on a quantum level, advancing the hypothesis that light energy is carried in discrete quantized packets [63], a work which earned him the Nobel Prize in Physics in 1921.

The mechanism of the photoelectric effect is sketched three steps in Fig. 2.1(a). A photon promotes an electron from an occupied state in the metal to a free
continuum state of the surrounding vacuum. In this elementary process, the photon energy $h\nu$ needs to be larger than the metal work function $\phi$, typically 3–6 eV [64], to release the electron. Back then, only illumination with UV or higher energy radiation can lead to photoemission via the photoelectric effect. The maximum kinetic energy $E_{\text{kin}}$ an emitted electron can attain after escaping is given by $E_{\text{kin}} = h\nu - \phi$. The photoelectric emission was theoretically studied by Berglund and Spicer in 1964 [65, 66, 67, 68]. More details are given in §2.1.3. With the development of modern laser technology, the photon flux is high enough to excite an electron by simultaneous absorption of several photons, known as the multiphoton emission, shown in Fig. 2.1(b). The emission current is well predicted by Fowler-Dubridge model, discussed in §2.1.2. Multiphoton photoemission was first studied in atoms [69, 70]. There are also some electrons which absorb energy from more than the minimum number of photons needed to over come the barrier, leading to a surplus in the kinetic energy, known as above-threshold emission. A physical picture is depicted in Fig. 2.1(c). The excess kinetic energy is quantized by the photon energy, therefore, multiple peaks appear in the resulting electron energy spectrum, nicely demonstrated experimentally in gases [71] and solids [72].

2.1.2 Fowler-Dubridge model

The Fowler-Dubridge model describes the photoelectric emission from a metal based on the Sommerfeld model, which takes into account the thermal agitation of electrons in the metal and predicts the photoelectric yield as function of temperature and the frequency of incident radiation. The Fowler-Dubridge model [73] for the $n$-th order photoelectric current can be written in a generalized form as

$$J \propto A(1 - R)^n I^n F\left(\frac{nh\nu - e\phi}{kT}\right)$$

(2.1)
where \( n \) is the number of photons, \( h \) is the Planck constant, \( A \) is the Richardson coefficient, \( R \) the reflection coefficient from the metal surface, \( I \) the incident light intensity, \( \phi \) the metal work function, and \( F(x) = \int_{0}^{\infty} \ln(1 + e^{-y+x}) \, dy \) the Fowler function. According to Fowler-Dubridge model, the emission current scales with a power law in laser intensity.

### 2.1.3 Berglund-Spicer three-step model

As mentioned and shown in Fig. 2.1(a), Berglund and Spicer [65, 66] explained the photoelectric emission using a three-step model. In this model, the first step is the absorption of the incident photon(s) by an electron, described by the two important phenomena of reflectivity and absorption as the photons travel into the cathode. The assumption made here is that the distribution in direction of the excited electrons is isotropic. The second step contains the physics occurring while the electron drifts to the surface. The relevant effects are the electron-electron scattering, electron-phonon scattering etc. In this step, only inelastic scattering events are considered. The probability of inelastic scattering can be described in terms of a mean free path \( l(E) \), which is a function only of the electron energy, without considering the wave vector \( k \). And the inelastic scattering is isotropic. In the third step the primary phenomenon is the abrupt change in electron angle across the metal-vacuum interface, determining the angular cone of escaping electrons. In order to escape over the surface barrier, the electron must have a component of its total momentum \( p_{\text{total}} \), perpendicular to the surface which is greater than some critical value \( p_{\text{c}} \) in metal, i.e., the effective work function lowered by the Schottky effect. And the transverse component is conserved. A brief summary of the theoretical derivation is given in the following.

The electrons are excited from filled states in the valence band to empty states in the conduction band. According to the assumptions, the transition probability depends only on the density of states (DOS) at energy \( E - h\nu \) in the valence band \( N_V(E - h\nu) \) and the DOS at energy \( E \) in conduction band \( N_C(E) \). The generation rate \( G(E, x, h\nu) \) at depth \( x \) and energy \( E \) is given by

\[
G(E, x, h\nu) = I \cdot (1 - R) \cdot \alpha(\nu) \cdot e^{-\alpha(\nu) x} \cdot \frac{N_C(E) \cdot N_V(E - h\nu)}{\int_{E_f}^{E_f+h\nu} N_C(E) \cdot N_V(E - h\nu) \cdot dE} \tag{2.2}
\]

where \( I \) is the incident photon flux, \( R \) is the reflectivity at normal incidence, and \( \alpha(\nu) \) is the absorption coefficient of a solid at frequency \( \nu \) defined as \( \alpha(\nu) = \int_{0}^{\infty} \alpha_{\nu}(E) \, dE \).

Introducing

\[
G_0(E) = \alpha_{\nu}(E) \cdot \frac{N_C(E) \cdot N_V(E - h\nu)}{\int_{E_f}^{E_f+h\nu} N_C(E) \cdot N_V(E - h\nu) \cdot dE} \tag{2.3}
\]

Thus

\[
G(E, x, h\nu) = I \cdot (1 - R) \cdot e^{-\alpha(\nu) x} \, dx \cdot G_0(E) \, dE \tag{2.4}
\]
The fraction of electrons, within the solid angle between $\varphi$ and $\varphi + d\varphi$, can escape after traveling a distance $x/\cos \varphi$, is given by

$$F(E, x) = \frac{1}{2} \cdot \int_{\varphi_0}^{\varphi_0 + d\varphi} e^{\frac{x}{l(E) \cos \varphi}} \cdot \sin \varphi \cdot d\varphi$$ (2.5)

where $\varphi_0$ is defined as the maximum angle that the electron can escape over the surface barrier, which will be discussed more in §4.1. The total number of electrons escaped without inelastic scattering is given by

$$n(E, x, h\nu) = G(E, x, h\nu) F(E, x)$$ (2.6)

Integrating all possible values of $x$, we obtain the number of electrons photoemitted at energy $E$ normalized to the absorbed photon flux $I_0 = I \cdot (1 - R)$ as

$$N(E, h\nu) = \frac{\int_{-\infty}^{\infty} G(E, x, h\nu) F(E, x) dx}{I \cdot (1 - R)}$$ (2.7)

which is named the energy distribution curve (EDC), quantitatively expressing the number of electrons photoemitted at energy $E$. Substituting Eq. (2.3)–Eq. (2.6) into Eq. (2.7), the EDC is written as

$$N(E, h\nu) = \frac{G_0(E) dE}{2 \cdot \alpha \nu} \cdot \left(1 - \cos \varphi_0\right) - \frac{1}{\alpha l(E)} \cdot \ln \frac{\alpha l(E) + 1}{\alpha l(E) \cos \varphi_0 + 1}$$ (2.8)

Expand the logarithm term $\frac{-1}{\alpha l(E)} \ln \frac{\alpha l(E) + 1}{\alpha l(E) \cos \varphi_0 + 1}$ with a Taylor expansion and introducing the threshold function defined as $C(E) = \frac{1}{2}(1 - \cos \varphi_0)$, shown in Fig. 2.2, we obtain

$$N(E, h\nu) = \frac{1}{2} G_0(E) dE \cdot \frac{1 - \cos \varphi_0 \cdot l}{\alpha l + 1} \cdot K,$$ (2.9)

with

$$K = \frac{\alpha l + 1}{\alpha l} - \frac{\alpha l + 1}{2C(E)(\alpha l)^2} \ln \frac{\alpha l + 1}{\alpha l + 1 - 2\alpha l C(E)}$$ (2.10)

defined as the correction factor giving the adjustment that must be made when the angular distribution of electrons is taken into account. As plotted in Fig. 2.3, for any values of $\alpha l$ and $C(E)$, the correction factor can vary only between 0.5 and 1.

**Figure 2.2:** Threshold function $C(E)$

**Figure 2.3:** Correction factor K
2.1. Emission mechanisms

The probability of electron escape after one inelastic scattering once can be derived in a way similar to that for electron escape without scattering. Consider an electron excited to energy $E'$ at distance $x$ from the photoemitting surface, the rate of escape of electrons, which do not scatter and those which scatter once, with energy between $E$ and $E + dE$, is given by

$$N(E) \, dE = \frac{K C(E) \, dE \cdot l}{\alpha l + 1} \left[ G_0(E) + \int_E^{\infty} \frac{1}{2} \frac{1}{\alpha l'} \ln(1 + \alpha l') \right. \left. + \frac{l}{\ln(1 + \frac{l'}{l'})} \cdot p_2 \cdot G_0(E') \, dE' \right]$$  \hspace{1cm} (2.11)

where $l'(E)$ is the mean free path for inelastic scattering of an electron with kinetic energy $E'$. And $p_2$ is the probability that this electron will be scattered to an energy between $E$ and $E + dE$, depending on the scattering mechanism. For a particular case, the electron-electron scattering, shown in Fig. 2.4, as an important inelastic-scattering mechanism in metals holds a probability $p_2$, denote as $p_{e-e}$, given by

$$p_{e-e} = \frac{2 p_s(E', E) \, dE}{\int_0^\infty p_s(E', E) \, dE} \hspace{1cm} (2.12)$$

with

$$p_s(E', E) \, dE = \int_0^\infty (2 \pi / \hbar) \text{DOS}(E_0) \text{DOS}(E) \text{DOS}(E_0 + E' - E) \times f_{FD}(E_0) [1 - f_{FD}(E)] [1 - f_{FD}(E_0 + E' - E)] \, dE_0 \, dE$$  \hspace{1cm} (2.13)

where $f_{FD}(E)$ is the Fermi-Dirac function. Substituting $p_{e-e}$ in to Eq. (2.11), the energy distribution curve, considering only primary electrons and those which scatter once with another electron is obtained. To simplify, we assume $\alpha l' \ll 1$, $l'/l \ll 1$ and the Fermi-Dirac function at absolute zero, the EDC is given by

$$N(E) \, dE = \frac{K C(E) \, dE \cdot l}{\alpha l + 1} \left[ G_0(E) + 2 \int_E^{E + h\nu} \frac{p_s(E', E) \, dE}{P_s(E')} \cdot G_0(E') \, dE' \right]$$  \hspace{1cm} (2.14)

This equation is later employed in §4.3 to explicate the experimental energy distribution of the photoemitted electrons from planar Au surface. For exhaustive
theoretical derivations, we refer the reader to [65] and [66]. Moreover, in §4.1 we extend the Berglund-Spicer model in order to derive the angular distribution of photoemitted electrons for data analyzing and reconstruction.

2.1.4 Field emission

Besides the photoelectric emission, another important emission process studied in this dissertation is field emission. The emission process strongly depends on the optical electric field instead of the laser intensity, compassing numerous interesting physical phenomena. Field emission, also known as cold field emission, is a process whereby an electron close to the Fermi level tunnels through a barrier into vacuum in the presence of a high electric field. This process becomes predominant when the field strength is on the order of GV/m. A sketch of field emission is shown in Fig. 2.5(a). The external electrostatic field $F$ at the metal-vacuum surface modulates the shape of the potential barrier, known as the Schottky effect [85], with the amount of the surface barrier lowered by

$$\phi_{\text{Schottky}} = \sqrt{\frac{e^3 F}{4\pi\epsilon_0}}$$  \hspace{1cm} (2.15)

where $\epsilon_0$ is the vacuum permittivity. Typically, $\phi_{\text{Schottky}}$ has values on the order of a few eV at electric fields on the order of GV/m, which is the same order of magnitude as the work function of common metal photocathodes [64]. Instead, in the presence of a strong laser field, the barrier is suppressed each time the oscillating electric field passes its maximum, allowing the electron to tunnel out within a fraction of an optical cycle. This is called light-induced field emission, shown in Fig. 2.5(b).

![Figure 2.5: Sketch of (a) field emission: an external electrostatic field leads to the formation of a tunneling barrier, which electrons at the Fermi energy $E_F$ may tunnel through; (b) light-induced field emission: the strong electric field bends the barrier each time the oscillating electric field passes its maximum, allowing the electron to tunnel out. The barrier is lowered due to the Schottky effect by amount of $\phi_{\text{Schottky}}$.](image-url)
2.1.5 Fowler-Nordheim equation

The theoretical explanation of the field emission mechanism has first been proposed by R. H. Fowler and L. Nordheim in 1928 [73], where they used quantum mechanics to study the emission current density dependence on the strength of the present electric field. The tunnel probability was derived from the 1D-time independent Schrödinger equation:

\[- \frac{\hbar^2}{2m^*} \frac{d^2 \Psi}{dx^2} + U(x)\Psi = E\Psi \tag{2.16}\]

where \(U(x)\) is the electron potential energy, \(E\) is the total electron energy associated with motion in the \(x\)-direction. For the exact triangular barrier \(U(x) - E = \phi - eFx\), using the WKB (Wigner, Kramers, Brillouin) approximation [86], the Schrödinger equation can be solved, yielding the tunneling probability under the presence of a strong field expressed as

\[\Theta \propto \exp \left( - \frac{4 \sqrt{2m^* \phi^3}}{3 \epsilon h} \frac{\phi^3}{F} \right) \tag{2.17}\]

where \(\phi\) is the work function of the metal, and \(F\) is the electric field. The Fowler-Nordheim equation [87] provides the relation of the tunneling current density to the present electric field strength as

\[J(F) \propto F^2 \exp \left( - \frac{4 \sqrt{2m^* \phi^3}}{3 \epsilon h} \frac{\phi^3}{F} \right) \tag{2.18}\]

The tunneling current therefore depends exponentially on the barrier height to the 3/2 power. To experimentally approach the strong-field regime, studies of field emission demonstrated that micro-protrusions, e.g., surface contaminants, can effectively enhance the field at the emitting surface [88] because the field lines are normal, not to the macroscopic surface, but the microscopic contour of the surface. Other studies have also reported the field enhancement due to the plasmonic enhancement [89, 90]. In these cases, one need to substitute \(F\) with \(F = \beta_F \cdot F_c\), where \(\beta_F\) is the field enhancement factor and \(F_c\) is the external field before enhancement.

2.1.6 Electron rescattering in strong laser fields

Upon tunneling, the electron is still subject to the laser near field and the movement driven by it. A semiclassical model of intense laser-atom interactions, describing this phenomenon, was introduced by Corkum [32], Kulander [91] and Schafer [92], named the three-step model\(^1\). In this model, an electron first tunnels out the barrier

\(^1\)Please note this is different from the Berglund-Spicer three-step model of photoelectric emission described in 2.1.3
through the light-induced field emission, gaining zero momentum. Once the electron appears at the tunnel exit, it is steered away from the parent atomic or molecular ion by the light wave until the field reverses its direction in about a quarter cycle. Depending on the emission time, most electrons directly move towards the detector undisturbed by the parent ion, while a small fraction of the electrons recollide with the parent ion. Four outcomes are conceivable from interacting with the parent ion: detachment of another electron; non-sequential double ionization (NSDI); excitation of bound electrons upon inelastic collision with the parent ion; energetic photon emission upon the electron recombining into its ground state; and energetic electron emission by elastic backscattering of the electron. Intensive studies have been performed for gas phase targets in the field of attosecond physics. The electron elastically backscattered from the parent matter acquires high kinetic energies, which leads to the formation of a plateau in the energy spectrum and the cutoff energy located at $10.007U_p + 0.538\phi$ according to quantum orbit theory, where $U_p$ is the ponderomotive energy, i.e., the cycle-averaged quiver energy of a free electron in a strong electromagnetic field.

2.2 Electron beam properties

To systematically characterize electron beam properties upon photoemission, a phase-space formalism is introduced, in which the statistical mechanics over the position-and-canonical-momentum space of an ensemble of electrons is studied. Beam emittance, peak current, beam brightness and coherence length are important quantities derived from the phase-space formalism to characterize the electron beam quality. Based on the theoretical framework, experimental characterization techniques for electron beam properties have been developed over decades, deepening the understanding for generation of high-quality electron beams, as well as preservation of electron beam quality during beam transport.

2.2.1 Phase space for charged particle dynamics

The dynamical state of a charged particle is described in a six-dimension (6D) phase space by its position $(x, y, z)$ and canonical momentum $(p_x, p_y, p_z)$ in a Cartesian coordinate system. The coordinate $z$ denotes the propagation direction, $x$ and $y$ are along the transverse directions. A distribution function $f(x, y, z, p_x, p_y, p_z)$ defined over the phase space is introduced for an ensemble of charged particles, or a beam. The distribution function satisfies $\int f(x, y, z, p_x, p_y, p_z) dx dy dz dp_x dp_y dp_z = 1$. For most accelerator applications, the motions of charged particles among three mutually perpendicular directions can be considered with very good approximation as decoupled. The particle dynamics along each direction can be studied in-
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dependently. Therefore, \( f(x, y, z, p_x, p_y, p_z) = f(x, p_x)f(y, p_y)f(z, p_z) \). Further, 
\( \int f(w, p_w) dw dw' = 1 \), where \( w \) stands for \( x, y \) or \( z \). Since a charged particle beam is mainly accelerated in the propagation direction \( z \), the paraxial approximation is implemented, i.e., \( p_z \gg p_{x,y} \) \([37]\). We define the horizontal and vertical divergence angles as \( x' = p_x/p_z \) and \( y' = p_y/p_z \), respectively. In the case with no particle energy acceleration, \( (x, x') \) and \( (y, y') \) are both conjugate variable pairs. As a result, charged particle beam dynamics is conveniently studied over the \( (x, x') \) and \( (y, y') \) space, or the trace space.

In the following sections, major electron beam properties over the transverse directions will be discussed. For simplicity, physical quantities are defined in the horizontal direction, \( x \). Without exception unless mentioned, the definitions also apply for the vertical direction, \( y \).

2.2.2 Emittance, peak current and brightness

Figure 2.6 shows a schematic of a charged particle distribution in the horizontal trace space. According to Liouville’s theorem \([38]\), in the absence of dissipative, frictional and collisional forces, the horizontal trace-space area, \( A_x \), is conserved, i.e.,

\[
A_x = \int dx dx' = \text{const.} \tag{2.19}
\]

The horizontal beam emittance \( \varepsilon_x \), is defined accordingly as

\[
\varepsilon_x = \frac{\int dx dx'}{\pi} = \frac{A_x}{\pi} \tag{2.20}
\]

The above definition for beam emittance only considers the trace-space area occupied by the particles, which does not reflect the particle distribution. This may give misleading estimates for beam quality, as illustrated in Fig. 2.7. To take into account the particle distributions, a statistical emittance is introduced as follows. With the horizontal distribution function \( f(x, x') \) which satisfies \( \int f(x, x') dx dx' = 1 \), the first moments are given by

\[
\langle x \rangle = \int x f(x, x') dx dx', \tag{2.21}
\]
\[
\langle x' \rangle = \int x' f(x, x') dx dx', \tag{2.22}
\]

and the second moments by

\[
\langle x^2 \rangle = \int (x - \langle x \rangle)^2 f(x, x') dx dx' = \sigma_x^2, \tag{2.23}
\]
\[
\langle x'^2 \rangle = \int (x' - \langle x' \rangle)^2 f(x, x') dx dx' = \sigma_{x'}^2, \tag{2.24}
\]
\[
\langle xx' \rangle = \int (x - \langle x \rangle)(x' - \langle x' \rangle) f(x, x') dx dx' = \sigma_{xx'}, \tag{2.25}
\]
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**Figure 2.6:** Schematic of a charged particle distribution in the horizontal phase space. The phase space area occupied by the beam is equal to $\pi \epsilon_x$.

**Figure 2.7:** A schematic showing two different charged particle distributions in the horizontal phase space but with same occupied area.
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where $\sigma_x$ is the root mean square (rms) horizontal beam size, while $\sigma_x'$ is the rms horizontal divergence. The horizontal rms emittance is defined as

$$\varepsilon_{x,\text{rms}} = \sqrt{\langle x^2 \rangle \langle x'^2 \rangle - \langle xx' \rangle^2} \quad (2.26)$$

The emittance definitions given by Eq. (2.20) and Eq. (2.26) are also termed geometric emittance. In the presence of beam acceleration, the increase of longitudinal beam momentum $p_z$ leads to the decrease of beam divergence $x' = p_x / p_z$. In such a circumstance, $(x, x')$ are no longer conjugate variables, and the geometric emittance undergoes an adiabatic damping \[39\]. The horizontal normalized emittance, $\varepsilon_{n,x}$, is introduced as

$$\varepsilon_{n,x} = \beta \gamma \varepsilon_x, \quad (2.27)$$

where $\beta$ and $\gamma$ are the Lorentz factors. The horizontal normalized rms emittance is thus

$$\varepsilon_{n,x,\text{rms}} = \beta \gamma \varepsilon_{x,\text{rms}}. \quad (2.28)$$

With the paraxial approximation that $p_{\text{total}} = \sqrt{p_{x}^2 + p_{y}^2 + p_z^2} \approx p_z$,

$$\varepsilon_{n,x,\text{rms}} = \frac{\beta \gamma p_{\text{total}} \sqrt{\langle x^2 \rangle \langle p_x^2 \rangle - \langle xp_x \rangle^2}}{m_0 c}$$

$$= \frac{\sqrt{\langle x^2 \rangle \langle p_x^2 \rangle - \langle xp_x \rangle^2}}{m_0 c}, \quad (2.29)$$

where $m_0$ is the electron rest mass and $c$ is the speed of light. The normalized emittance is an invariant even in the presence of acceleration.

In the scenario of an electron source, e.g., a photocathode, with the assumption that there is no correlation between the transverse position and the momentum of the photoelectrons, i.e., $\langle xp_x \rangle = 0$, Eq. (2.29) becomes

$$\varepsilon_{n,x,\text{rms}} = \frac{\sqrt{\langle x^2 \rangle \langle p_x^2 \rangle}}{m_0 c}. \quad (2.30)$$

In a more specific case, the normalized emittance can be represented as

$$\varepsilon_{n,x,\text{rms}} = \sigma_x \sqrt{\frac{h \nu - \phi_{\text{eff}}}{3 m_0 c^2}}, \quad (2.31)$$

where $h \nu$ denotes the photon energy and $\phi_{\text{eff}}$ the effective work function of the photocathode material. Eq. (2.31) provides an intuitive estimation of the normalized emittance of a photoelectron beam that one would expect from the photocathode material and laser properties. However, it is limited to the photoelectric emission. For great details, we refer the reader to \[40\], \[41\].

As an important figure-of-merit parameter for beam quality, beam emittance measures the transverse phase-space area that a charged particle beam occupies,
which indicates how tightly the beam can be focused. A high-quality electron beam
requires a low emittance, meaning narrow spread in particle positions and momenta.
In this dissertation, Eq. (2.30) will be used to calculate the normalized emittance
of the photocathode, with $x$ and $p_x$ directly measured by the velocity-map-imaging
spectrometer.

The peak current, $I_{\text{peak}}$, is defined as

$$I_{\text{peak}} = \frac{q_{\text{bunch}}}{\tau_{\text{FWHM}}}$$

(2.32)

where $q_{\text{bunch}}$ denotes the beam charge, and $\tau_{\text{FWHM}}$ the full-width-at-half-maximum
(FWHM) bunch length [41]. The beam brightness, $B$, combines the peak current
and beam emittance into a single parameter characterizing the electron current
density over the phase space. The normalized beam brightness is defined as [38]

$$B_n = \frac{2I_{\text{peak}}}{\pi^2 \epsilon_{nx,\text{rms}} \epsilon_{ny,\text{rms}}}$$

(2.33)

High brightness, in addition to the low emittance, is critical for the electron-
beam-based scientific instruments required very short electron pulses delivering
from the photocathodes. For instance, application of electron beam with higher
brightness for a high-gain XFEL results in higher efficiency of electron-to-photon
energy conversion and shorter undulator length to achieve saturation [42]. On
another hand, realization of UEM with high spatial-temporal resolution requires
significant improvement in the state-of-the-art performance of electron beam current
and emittance, which is essentially a demand on high-brightness electron beams.

2.2.3 Space charge effects

During the generation and transport of a charged particle beam, there are many
mechanisms affecting the beam emittance, among which the space charge effect
plays an important role.

The space charge effects originates from the interaction between the beam
particles and the electromagnetic fields generated from the beam charge and current.
The overall repulsive nature of these electromagnetic forces cause expansions of
the beam in all dimensions, which leads to degradation of the beam emittance.
Consider a cylindrically shaped beam with radius $a$ and uniform charge distribution
moving in the $z$-direction as shown in Fig. 2.8.

![Figure 2.8: A cylindrical beam with uniform charge distribution.](image)
According to the symmetry, the electric field is in the radial direction, while the magnetic field is along the azimuthal direction. Application of Gauss’ law gives the radial electric field $E_r$ as

$$E_r = \begin{cases} \frac{N_e}{2\\pi\epsilon_0 a^2 L} r & \text{for } r < a, \\ \frac{N_e}{2\\pi\epsilon_0} \frac{1}{r} & \text{for } r > a. \end{cases} \tag{2.34}$$

Similarly, according to Ampère’s law, the azimuthal magnetic field $B_{\theta}$ is given by

$$B_{\theta} = \begin{cases} \frac{\mu_0 v N_e}{2\pi a^2 L} r & \text{for } r < a, \\ \frac{\mu_0 v N_e}{2\pi L} \frac{1}{r} & \text{for } r > a. \end{cases} \tag{2.35}$$

As a result, the Lorentz force experienced by a particle in the beam due to the space charge fields is

$$\vec{F} = e\vec{E} + ev \times \vec{B} = eE_r \hat{r} + ev \hat{z} \times B_{\theta} \hat{\theta} = \frac{N_e^2}{2\pi \epsilon_0 a^2 L} r \hat{r} - \frac{\mu_0 v^2 N_e^2}{2\pi a^2 L} r \hat{r} = \frac{N_e^2}{2\pi \epsilon_0 a^2 L} r \hat{r} \left(1 - \frac{v^2}{c^2}\right). \tag{2.36}$$

As shown in the equation, the electric and magnetic components of the Lorentz force tend to cancel each other, resulting in an overall repulsive force. The space charge effect will perturb the motion of charged particles in a beam. The impact of space charge effect becomes significant in the case of a high-intensity low-energy beam, i.e., $v \ll c$. Although space charge effect significantly affects the electron beam properties, in this thesis work, it is excluded since the average number of electrons emitted per pulse, in the experiments described later, is on the order of one or less.

### 2.2.4 Transverse coherence length

For an electron beam, whose emittance is hardly to be accurately characterized under the technologies nowadays, the transverse coherence length of the electron beam provides another way to determine the beam quality, compassing emittance, through the diffraction experiments. In a diffraction experiment, the ability of an electron beam to resolve large and complex structures depends crucially on the transverse coherence of the electron beam [43]. In order for constructive electron interference to occur, besides satisfying the Bragg condition, the electron beam has to be coherent. More precisely, the transverse coherence length $L_x$ has to be larger than the unit-cell size of the sample. For an electron beam, the transverse
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The coherence length can be defined analog to laser optics, using a criterion of 88% for the visibility of interference. This definition is related to approaches based on the van Cittert-Zernike theorem under the assumption of an incoherent source [44]. The transverse coherence length $L_x$ of an electron beam at the beam waist is given by

$$L_x = \frac{\lambda}{2\pi \cdot \sigma_{x'}}.$$  \hspace{1cm} (2.37)

Using the de Broglie relation $\lambda = \frac{2\pi \hbar}{\sigma_{pz}}$ and considering $\sigma_{x'} = \frac{\sigma_{pz}}{\sigma_{pz}}$, a more simplified relation is found for the beam coherence along the $x$ coordinate

$$L_x = \frac{\hbar}{\sigma_{pz}}.$$ \hspace{1cm} (2.38)

The coherence length can also be expressed as a function of the beam emittance

$$L_x = \frac{\hbar \cdot \sigma_{x,\text{rms}}}{m_0 \cdot c \cdot \varepsilon_{nx,\text{rms}}},$$ \hspace{1cm} (2.39)

where $\sigma_{x,\text{rms}}$ is the rms beam size, $m_0$ is the electron rest mass, $c$ is the speed of light and $\varepsilon_{nx,\text{rms}}$ is the normalized rms emittance. As is shown by Eq. (2.39), given a desired rms beam size $\sigma_{x,\text{rms}}$, the lower the rms emittance, the longer the coherence length.

2.2.5 State-of-the-art emittance measurement

Since beam emittance is a key parameter for beam quality characterization, various experimental techniques for high-precision emittance measurement have been developed over the past decades. To understanding the work principles of the existing instrument is very important not only helps improve the our setup but also understanding nowadays experiments performed. Therefore, in this section, several state-of-the-art emittance measurements, e.g., the energy analyzer, waist scan, slit scan, free expansion are presented with some described in detail from a theoretical point of view.

Energy Analyzer

The transverse energy spread can be inferred using hemispherical analyzers as well as time-of-flight based (TOF) detectors in Angle Resolved Photoemission Spectroscopy (ARPES) experiments [15]. Such analyzers can map energy and angular distribution of emitted electrons via rotating the sample stage, from which it is possible to infer the mean transverse energy. However, due to the sensitivity of low energy electrons to stray magnetic fields and work function variations, the
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The electron beam analyzer is limited to the studies of the emission processes for higher (>1 eV) energy electrons.

Other techniques, such as the 2D energy analyzer \[46\], have been reported to measure the longitudinal and transverse energy distributions based on the principle of adiabatic invariance and the motion of low energy electrons in a strong magnetic field. The important property here is the conservation of energy of an electron in a magnetic field, indicating \( W_\perp + W_\parallel - V = C \), where \( C \) is a constant, \( V \) the electrostatic potential, \( W_\perp \) and \( W_\parallel \) the transverse and longitudinal energies, respectively. Owing to the adiabatic invariance, the transverse energy \( W_\perp \) changes only with the magnetic field strength. Therefore, the change in the potential \( V \) causes only the longitudinal energy \( W_\parallel \) to change. While changing the magnetic field strength causes both the transverse energy and the longitudinal energy to change in order to satisfy the adiabatic invariance and the energy conservation. Consequently, the transverse energy can be inferred by measuring the longitudinal energy via varying electronic potential and magnetic field strength, before and after coupling with the transverse energy. However, this technique does not allow measurement under high electric fields. Thus, it cannot reproduce the conditions in an actual photoinjector and measure the dependence of mean transverse energy on the electric field.

Waist scan technique

The waist scan method \[47\], \[48\], is one of the simplest and most common ways to measure beam emittance. In such a measurement, the transverse beam size of a charged particle beam is focused by an electromagnetic lens, e.g., a solenoid or quadrupole magnet, and is measured at a downstream location. The inverse focal length of a solenoid magnet, \( 1/f_{\text{sol}} \), is given by

\[
\frac{1}{f_{\text{sol}}} = \frac{e^2}{4 \cdot p_z^2} \cdot \int_{-\infty}^{\infty} B_{\text{sol}}(z)^2 \, dz,
\]  

(2.40)

where \( B_{\text{sol}}(z) \) is the longitudinal magnetic field of a solenoid. On the other hand, the inverse focal length of a quadrupole magnet, \( 1/f_{\text{quad}} \), is given by

\[
\frac{1}{f_{\text{quad}}} = \frac{eg_{\text{quad}} \cdot L_{\text{quad}}}{p_z},
\]  

(2.41)

where \( g_{\text{quad}} \) is the magnetic field gradient and \( L_{\text{quad}} \) is the effective length of the quadrupole. With a given focal length, the minimum beam size is called a beam waist. For both magnets, varying the current to the magnet effectively changes the focal length, as well as the longitudinal position of the beam waist. With an appropriate experimental setup, a series of beam sizes including the beam waist are measured as a function of the focal length. The measurement results essentially
contain information of beam size, beam divergence, and their correlation, from which the beam emittance can be estimated.

Consider a beam line consisting of an electromagnetic lens with a focal length $f$ and a drift space with a length $L$, the trace space coordinates of a particle are given by

$$
\begin{pmatrix}
  x_1 \\
  x'_1
\end{pmatrix} = M \begin{pmatrix}
  x_0 \\
  x'_0
\end{pmatrix}
$$

(2.42)

where the subscripts 0 and 1 denote longitudinal position at the entrance and exit of the beam line, respectively, while the transfer matrix $M$ is given by

$$
M = M_{\text{drift}} M_{\text{thin-lens}} = \begin{pmatrix}
  1 & L \\
  0 & 1
\end{pmatrix} \begin{pmatrix}
  1 & 0 \\
  -1/f & 1
\end{pmatrix} = \begin{pmatrix}
  1 - L/f & L \\
  -1/f & 1
\end{pmatrix}.
$$

(2.43)

With Eq. (2.42) and Eq. (2.43), the square of the rms beam size $\sigma_{x,1}^2$ is obtained as

$$
\sigma_{x,1}^2 = \frac{a}{f^2} + \frac{b}{f} + c,
$$

(2.44)

where $a = L^2 \sigma_{x,0}^2$, $b = 2(L \sigma_{x,0}^2 + L^2 \sigma_{xx})$, and $c = L^2 \sigma_{x',0}^2 + 2L \sigma_{x x'} + \sigma_{x,0}^2$. Finally, the normalized emittance is calculated as

$$
\varepsilon_{nx,0} = \beta \gamma \sqrt{\frac{\sigma_{x,0}^2 \sigma_{x',0}^2 - \sigma_{xx,0}^2}{2L^2}} = \beta \gamma \sqrt{\frac{4ac - b^2}{2L^2}}.
$$

(2.45)

where $\beta$ and $\gamma$ are the Lorentz factors, and the coefficients $a$, $b$ and $c$ are obtained from fitting of the measured beam size versus inverse focal length.

**Slit scan technique**

Another popular way to measure the emittance in photoinjector is called slit scan. A schematic set up of the slit scan technique for vertical beam emittance estimation is shown in Fig. 2.9. An incident beam traverses a slit plate with the slits vertically spaced by equal distance and the slit widths much smaller than the beam size. Beamlet are formed after the slit plate, and their transverse profiles are captured on a downstream detector. From the slit position, beamlet intensity and size on the detector, the vertical emittance of a beamlet can be extracted. The vertical emittance of the full beam is estimated from those of the beamlets. Similarly, the horizontal beam emittance can be measured using a plate with horizontally spaced slits.
Figure 2.9: Schematic of the slit scan method for beam emittance estimation.

Considering a plate contains a number of \( p \) slits, the vertical trace space coordinates of a particle from the beamlet after the \( j \)-th slit is defined as \((y_j, y'_j)\) with \( j = 1, ..., p \). After a drift space with length \( L \), the beamlet arrives at the detector, with the trace space coordinates \((Y_j, Y'_j)\) given by

\[
\begin{bmatrix}
Y_j \\
Y'_j
\end{bmatrix} = \begin{bmatrix} 1 & L \\ 0 & 1 \end{bmatrix} \begin{bmatrix} y_j \\
y'_j
\end{bmatrix}.
\] (2.46)

Therefore, the divergence at the \( j \)-th slit position is given by \( y'_j = (Y_j - y_j)/L \). Denote the number of particles in the \( j \)-th beamlet as \( n_j \), the intensity of the \( j \)-th beamlet on the detector as \( I_j \). With the total number \( N \) of beam particle before the slit, the first moments of the beam are estimated as

\[
\langle y \rangle = \frac{1}{N} \sum_{i=1}^{N} y_i \\
\approx \frac{1}{N} \left( \sum_{i=1}^{n_1} y_{1i} + \sum_{i=1}^{n_2} y_{2i} + \cdots + \sum_{i=1}^{n_p} y_{pi} \right) \\
\approx \frac{\sum_{i=1}^{p} I_i y_{ki}}{\sum_{i=1}^{p} I_i},
\] (2.47)

where \( y_{ij} \) stands for the position of the \( i \)-th particle passing through the \( j \)-th slit. Estimations for \( \langle y' \rangle, \langle y'^2 \rangle, \langle y'^2 \rangle, \) and \( \langle yy' \rangle \) can be derived in a similar manner [49]. Finally, the rms emittance is obtained according to Eq. 2.26 as

\[
\varepsilon_{ny,\text{rms}} = \sqrt{\langle y'^2 \rangle \langle y'^2 \rangle - \langle yy' \rangle^2}.
\]

**Free expansion**

Free expansion [50] is the technique most closely related to the VMI spectroscopy demonstrated later in chapter 3. Electrons photoemitted from a cathode are accelerated by a cathode-anode voltage, \( V \), over a small gap, \( g \), to a grid anode.
Electrons pass through the grid and then drift over several hundred millimeters to a detector. The layout of the measuring system is shown in Fig. 2.10. Electrons in the cathode-anode move on parabolic trajectories and arrive at the grid with a lateral position $x$ and angle $\theta$. The time of flight, $t$, of the electrons move along the axis of the instrument over the cathode-anode gap is given by

$$t = \frac{g \sqrt{2m}}{eV} (\sqrt{\varepsilon_z + eV} - \sqrt{\varepsilon_z})$$ \hspace{1cm} (2.48)

where $\varepsilon_z$ is the initial electron kinetic energy in the longitudinal $z$ direction. With a gap voltage applied, typically of the order of kV and much larger than the electron energies interested $< 1$ eV for low emittance, the Eq. (2.48) can be simplified to $t = g \sqrt{\frac{2m}{eV}}$.

Figure 2.10: Schematic of free expansion system. Electrons emitted at the cathode plane are accelerated through a grid plane into a drift region. The intensity distribution of the beam is recorded on the detector.

Since it is desirable to have no transverse electric field, the transverse velocity is a constant of motion. As a result, the measured transverse position at the grid, $x$, is simply given by the product of the transit time and the transverse velocity and can further be translated into the transverse momentum as

$$p_x = \frac{x}{g} \sqrt{\frac{emV}{2}}$$ \hspace{1cm} (2.49)

and the angular deviation at the grid given by

$$\theta = \frac{p_x}{p_z} = \frac{\varepsilon_x}{\varepsilon_z}$$ \hspace{1cm} (2.50)

where $\varepsilon_x$ is the transverse energy which remains unchanged between the cathode and the grid. With a detector placed with a distance $d$ to the grid, the transverse displacement $L$ at the detector plane is given by

$$L = (2g + d) \sqrt{\frac{\varepsilon_x}{eV}}$$ \hspace{1cm} (2.51)
and the transverse momentum is given by

\[
\frac{p_x}{mc} = \frac{L}{2g + d} \sqrt{\frac{2eV}{mc^2}}
\]  

(2.52)

By adjusting the acceleration voltage, it is able to measure transverse energy and momentum to high precision over all the relevant low energy scale. This technique is conceptually the analog to the early ion imaging experiments before the invention of the velocity-map-imaging spectrometer [51]. Since the application of grid electrodes leads to transmission reduction, severe trajectory deflections and blurring due to the non-point source geometry. These problems are avoided with open lens electrodes. The very details of the VMI spectrometer can be found in the next chapter as well as a comparison to the existent techniques in §3.6.
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Experimental Apparatus

In order to study the photoemission process of solid-state materials, the first task of this thesis was the building of a velocity-map-imaging spectrometer. The concept “velocity map imaging” was first introduced by Eppink and Parker in 1997 [51]. Exploiting the focusing properties of electrostatic lenses, it has been demonstrated giving substantial improvement of the two-dimensional (2D) ion/electron imaging technique. Over the last decade, the velocity map imaging technique has been widely used in the field of atomic and molecular physics as well as physical chemistry, for studying photoelectron spectroscopy, ultrafast pump-probe spectroscopy, and chemical reaction dynamics [52]. The VMI spectrometer demonstrated in this dissertation aims to characterize the electron emittance of photocathodes, via characterizing the average spread of electron coordinates in position-and-momentum phase space. The spectrometer configured in the laboratory is described in §3.1. To perform the ultrafast photoemission experiments, an ultrashort-pulse laser system, described in §3.2, was used to generate the intense electric fields acting on various photocathodes. Both commercial softwares, SIMION and COMSOL, were employed to predict the spectrometer performance and presented in §3.3. §3.4 discusses a detailed calibration of the spectrometer, as a proof-of-principle experiment, employing a planar metal surface. Further more, the transverse energy resolution and systematic errors of the current spectrometer are discussed in §3.5. Finally, a comparison of the VMI spectrometer with other techniques/apparatuses discussed in §2.2.5 is provided in §3.6.

3.1 Velocity-map-imaging spectrometer

The velocity-mapping technique maps the particles of the same transverse velocity (in this thesis, the term velocity refers to the vector quantity whereas speed denotes the scalar) onto the same point on a 2D detector, to first order, irrespective of their initial spatial coordinates. To achieve this, a configuration of electrostatic lenses is
employed to spatially tailor the electric fields [51, 53]. The simplest case utilizes
three parallel open electrodes, named repeller (R), extractor (E) and ground (G),
forming the desired extracting electric field. As mentioned by Eppink and Parker
already, the electrostatic lenses are capable to image and magnify the spatial
coordinates suppressing the effect of velocity components as well. Analogous to
the VMI, it is referred to as spatial-map imaging (SMI). A schematic graph of the
principle on the operation of both SMI and VMI modes of the spectrometer is
shown in Fig. 3.1. The particles following the red and blue trajectories have the
same initial transverse momentum, respectively. Three starting positions (one for
each transverse velocity) have been simulated. With the potential of the repeller
and ground electrodes fixed, via varying the potential of the extractor, the particles
fall on the detector according either to the initial spatial coordinates (SMI mode in
Fig. 3.1(a)) or initial momentum coordinates (VMI mode in Fig. 3.1(b)).

![Figure 3.1: Particle trajectories when spectrometer is operated in the (a) spatial map
imaging (SMI) mode; (b) velocity map imaging (VMI) mode. R: repeller, E: extractor,
G: ground.](image)

Fig. 3.2 shows the CAD drawing of the VMI spectrometer designed for this thesis
study. The spectrometer contains two substantive vacuum chambers, the load-lock
and the main chamber, connected by a CF40 valve. The sample is mounted on
the top of the sample holder (colored bright red), which can be retracted into the
load-lock chamber. This permits to exchange the sample without breaking the
ultra-high vacuum (UHV) of the whole imaging system. The main chamber is kept
a magnitude better of the vacuum than the load lock. When performing the imaging
experiments, the sample holder is transferred into the main chamber using the
Figure 3.2: An overview model of the velocity-map-imaging (VMI) setup showing the components including: chambers, manipulator, pumps, gauges and the drift tube.
manipulator and brought in contact with the repeller plate to make sure they are at the same electric potential. The main chamber contains a stack of three cylindrically symmetric plates, arranged in parallel, separated by 15 mm, and with applied potentials serve as the electrostatic lens. This is followed by a \( \sim 0.5 \) m drift tube, which ends with a detector assembly consisting of a double micro-channel plate (MCP) and a phosphor screen for imaging the electron distributions. The images are recorded by a CMOS camera and the data acquisition system is programmed using LabVIEW. The full configuration is shielded against stray fields by a \( \mu \)-metal tube (colored purple in Fig. 3.2). A photo of the spectrometer which has been constructed in the laboratory is displayed in Fig. 3.3.

3.1.1 Vacuum system

It is important that the systems used to study the light-matter interaction dynamics are kept in ultra-high vacuum. In order to accurately determine the spatial or velocity distribution of the particles, they must be nascent, i.e., they must not undergo a collision with another species as this alter their travel trajectories to the detector.

A combination of a turbo pump (Pfeiffer HiPace 300 M) backed up by a turbo pumping station (Pfeiffer HiCube 80 Eco) was used to approach the incipient high vacuum of the chambers. The turbo pumping station, incorporating a turbo pump (Pfeiffer HiPace 80) and a matched backing diaphragm pump (Pfeiffer MVP 015-2), pre-pumps the system to reach a fore-line pressure in the magnitude of mbar. The
HiPace 300 M, a magnetically levitated (minimizing vibrations) turbo pump with pumping speed of 300 l/s, is attached to the top of the load-lock chamber (see Fig. 3.2) and evacuates the whole system to the pressure of $10^{-9}$ mbar. In addition, an ion getter pump (IGP, SAES NEXTor D500-5) was mounted on the top of the main chamber. When the vacuum reaches $10^{-9}$ mbar, switching on the IGP further decreases the pressure as low as to $10^{-10}$ mbar. The reason for choosing an IGP is to avoid vibrations, usually worse with the turbo pumps, to the main chamber where the experiments are performed. The IGP is kept operating to maintain the high vacuum when both the pre-pump and load-lock are vented for exchanging the samples. For the first evacuating the chamber or after long time exposure to air, the system was essentially baked with temperature $\sim 150 \degree C$ for a few days to reach the UHV. The instant vacuum conditions of the system were monitored by three pressure gauges located at different positions. The ones used for both the load-lock (Gauge 02 in Fig. 3.2) and pre-pump (now shown) are Pfeiffer Compact FullRange™ Gauge PKR 251 with the measurement range from $5\times 10^{-9}$ to 1000 mbar. The main chamber is monitored by a Pfeiffer Compact FullRange™ BA Gauge PBR 260 (Gauge 01 in Fig. 3.2), which is able to detect the pressure down to $5\times 10^{-10}$ mbar.

### 3.1.2 Detection system

Micro channel plates (MCPs), that intensify single particles or photons by the multiplication of electrons via secondary emission, have been widely used for the detection of charged particles [54]. The micro-channels are typically approximately 10 µm in diameter, parallel to each other, hexagonally packed to form a plate and often enter the plate at a small angle to the surface ($\sim 8 \degree$ from normal). The position sensitive detection in our experiments was implemented by a chevron configured MCP (Beam Imaging Solution, BOS-40-OPT01-MS). In a chevron MCP, two micro-channel plates with angled channels rotated 90° from each other are either pressed together or have a small gap between them to spread the charge across multiple channels. The electrons that exit the first plate start the cascade in the next plate, showing the advantage of significantly larger gain ($10^7$ for our case) at a given voltage over the straight channel MCP. A phosphor screen is conventionally attached to the MCP exhibiting the phenomenon of luminescence induced by particle collisions. The phosphor powder P46 with a decay time of 300 ns was chosen and ideal for particle detection experiments operating in a repetition rate of 1 kHz in this thesis work.

The luminescence images were recorded by a CMOS camera (Optronis CL600×2) with a frame rate of 1 kHz and a resolution of 480×480 active pixels. Both the MCP and the CMOS camera were triggered by the electric signal from the laser system through a pulse/delay generator (BNC model 575 Pulse/Delay Generator). The BNC generator input triggered by the laser is referenced as $T_0$. During the
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experiments, the MCP back (adjacent to the phosphor screen) was applied with 1500-2000 V using a high voltage supply (iseg NHQ 204M), while the MCP front grounded and the MCP middle left floating. The phosphor screen was applied with 4500-5000 V by iseg NHQ 108L. A gating system, a combination of a high voltage switch (Behlke, HTS 31-03-GSM) and a home-made voltage divider, is connected between the MCP back and high voltage supplies. The voltage divider outputs two voltages, $V_{\text{low}}$ and $V_{\text{high}}$, with one voltage input $V_{\text{input}}$, as $V_{\text{low}} = x \cdot V_{\text{high}}$ with $0 < x < 1$. The Behlke switch rests at $V_{\text{low}}$, which is below the threshold for detection, as a default. When triggered by a TTL pulse from the BNC box, it switches to $V_{\text{high}}$ for as long as the trigger pulse (>100 ns) dictates. The raising time of the voltage from $V_{\text{low}}$ to $V_{\text{high}}$ is determined by the switch properties. In our experiments, the $V_{\text{high}} = V_{\text{input}}$ and $x = 0.5$, the Behlke switch enables fast switching between the voltages with a rise/fall time of 14 ns and the minimum pulse duration of 100 ns.

3.1.3 Acquisition system

The acquisition system is programmed in LabVIEW. The particles hitting on the MCP detector are recorded in LabVIEW using a “centroiding” algorithm. Fig. 3.4 shows three typical cases for the fluorescence images caused by the electron collision on the MCP. The fluorescence images usually occupy several grids, according to the MCP voltage applied. When MCP voltage is relatively low, the number of the grids occupied by the fluorescence image of one electron increases with increasing MCP voltage until the detector gets saturated, i.e., the number of the grids stays the same with increasing the MCP voltage. At the point it starts saturation, it records electrons with the highest efficiency and in a safe operating voltage range. In Fig. 3.4(a), with one single electron, the “centroiding” algorithm recognizes the electron position by fitting images to a 2D Gaussian distribution to calculate the centroid of the images using a C++ program, and writes all centroids into the LabVIEW output file. By synchronizing the laser system and CMOS camera, the electron count is related to each exciting laser shot. Fig. 3.4(b) shows a case of two electrons coinciding on a close position but can still be resolved with the real count by the current centroiding algorithm. In Fig. 3.4(c), multiple electrons appear on the detector which are too close to be resolved as individual ones. Consequently, they are recognized as one electron. Therefore, the electron density can not be correctly reflected and calculated from the certain detection area where photoemitted electrons overlaying on the MCP. This normally happens when there are more than hundred electrons incident on the detector at once, yielding a double blob (DBL) ratio of $\sim 10\%$. This will influence the quantum efficiency determination in the experiments (e.g., in §5.3) under the strong-field regime which usually accompanied with more electrons photoemitted.
3.2 Laser system

Ultrashort laser pulses were used to illuminate the sample at a glancing incidence angle. Pulses at the separate central wavelengths (800 nm, 1300 nm, and 266 nm) can be used for the photoemission experiments. The beam paths for the three wavelengths are shown in Fig. 3.5. The beam is stabilized upstream using the position-sensitive beam stabilizer (TEM PSD 4D) in order to compensate/minimize the laser position drift on the sample. A photo, Fig. 3.6, is attached showing the beam line built up in the laboratory.

According to Fig. 3.5, both the middle (800 nm) and bottom (400/266 nm) beam paths are directly derived from a 800-nm 35-fs Ti:sapphire laser amplifier (Coherent Elite Duo) with a 3-kHz repetition rate. A half-wave plate (HWP) combined with a thin film polarizer (TFP), which reflects >99.8% s-polarized beam, are used to vary the laser pulse energy. The transmitted beam, i.e., the fundamental 800 nm, is sent through a refracting telescope using two lenses to magnify the beam size by $M = f_2/f_1$, which enables the small focus spot size with a certain focus length. A pinhole was placed in the minimum position of the laser waist between the two lenses to spatially filter the mode of the laser beam. The enlarged beam was then focused onto the sample surface by a 500 mm focus lens through the input window of the vacuum chamber. The focus lens was mounted on a 3D motorized stage to precisely control the laser focus position on the sample with micrometer accuracy. The other HWP, mounted on a motorized rotation stage, was placed in front of the chamber window for varying the polarization, which is interesting for the laser-matter interactions during the electrostatic imaging experiments. All
Figure 3.5: The three paths of the laser beam built up as labeled with different central wavelength, top: 1.3 µm; middle: 800 nm; bottom: 400 nm or 266 nm. The dark colored optics were mounted on magnetic retention bases in order to be inserted or removed from the optical path with a high degree of repeatability.

In order to explore the photoemission process driven with a longer wavelength, a separate beam line at 1.3 µm was built up. The 1.3 µm pulses, exhibiting a pulse duration of about 100 fs, were generated by a custom-made optical parametric amplifier (OPA) [55]. In the OPA, a few µJ portion of a 800 nm 150 fs pulse generated by another Ti:sapphire amplifier (Cryo PA, from Coherent) is spectrally broadened by focusing it into a few mm long transparent crystal (YAG) so that it extends into the IR region. Such process is called supercontinuum generation.
3.2. Laser system

Figure 3.6: A photograph of laser beam path built up in the laboratory. The beam enters the setup from the periscope (seen at the back) connecting the VMI breadboard to the laser table.

or white light generation \[^{56}\], and allows to generate a weak spectrum that is spanning over more than 2 octaves and it is phase-locked to the driving laser pulse. A narrow band portion of the broadened spectrum centered around 1300 nm it is then amplified by a 500 $\mu$J portion of the 800 nm pulse in two consecutive BBO crystals ($28^\circ$, Type II, thicknesses of 2 and 3 mm). Such process is known as optical parametric amplification \[^{57}\] and allows, under certain conditions, to transfer energy from a strong pulse (named pump) to a weaker and longer wavelength pulse called signal. In the process due to energy conservation, a third beam, named idler, is generated. Due to the collinear geometry, a dichroic mirror is employed to separate the signal beam (at 1.3 $\mu$m) from the pump (800 nm) and the idler (2.08 $\mu$m). The final energy in the signal beam is about 70 $\mu$J. The signal beam is then collimated and transported to the VMI spectrometer. The same pointing stabilizer used for the Ti:sapphire pulses is used to stabilize the 1.3 $\mu$m beam, leading to a very similar level of pointing stability.
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3.3 Simulation of the spectrometer

The simulations for evaluating and predicting the VMI spectrometer performance were carried out using either SIMION® [58] or COMSOL® [59] software, which have their own advantages and drawbacks.

3.3.1 SIMION

SIMION® allows one to adjust parameters during the simulation and to immediately visualize the resultant fields and particle trajectories, after importing the configuration of electrodes of defined voltages. SIMION was mostly utilized, in this dissertation, for simulating the operating parameters of the spectrometer due to its fast run speed. In SIMION, two groups of particles, i.e., same position but different velocities and same velocity but different positions, were categorized for determining the SMI and VMI prerequisites, according to the principle schematic in Fig. 3.1.

As will be discussed in §3.4, the calibration of the VMI spectrometer, the simulations from the planar metal surface were carried out using SIMION and match very well with the experimental results, which makes the prediction of the spectrometer performance very reliable, therefore qualified to guide the experiments. However, SIMION is limited to the simulation with systems of huge dimension difference, e.g., the electron trajectories in a hundreds-of-millimeter-long drift tube from a nanometer scale tip emitter. Therefore, COMSOL came with more possibilities as well as, however, more complexity and incontrovertibly slower executing speed.

3.3.2 COMSOL

COMSOL Multiphysics® is a general-purpose software platform, based on advanced numerical methods, for modeling and simulating physics-based problems and further expanding the simulation platform with dedicated physics interfaces and tools for electrical, mechanical, fluid flow, and chemical applications [59]. COMSOL has the possibility for modeling the systems with different and large range mesh settings, which is very important for predicting the future experiments on nanotips. Since the presence of the nanotips introduce inevitable field distortion between repeller and extractor, it therefore disturbs the focusing behavior of electrostatic lens of the spectrometer. Therefore, to interpret the imaging and extract the information relies decisively on the reliable simulation. A COMSOL simulation on a tungsten nanotip, for the future experiments, has been simulated and is detailed in Appendix A.
3.4 Calibration of the spectrometer

The electron spectrometer has been characterized experimentally, accompanied by simulations, in order to determine the focusing conditions for the SMI and VMI modes. The experiments performed to characterize the spectrometer as a first proof-of-concept experiment has been achieved from the Au thin film photocathode.

![Graph showing experimental and simulated root-mean-square deviations of electron spatial distributions on a 2D detector versus focusing extractor voltage in both X and Y-directions. The insets show SMI and VMI detector images for the indicated positions.]

**Figure 3.7:** Experimental (hollow) and simulated (solid) root-mean-square deviations of electron spatial distributions on the 2D detector versus focusing extractor voltage in both X and Y-directions. The insets show SMI and VMI detector images for the indicated positions.

[Fig. 3.7] shows the measured root-mean-square (RMS) in the X- and Y-directions of the spatial electron distribution on the detector as a function of the extractor voltage, together with the results from SIMION simulations. A similar behavior is observed from [60]. The strongest focusing of the electron bunch onto the detector is achieved at an extractor potential of -5560 V, which is thus identified as the SMI voltage. The RMS at this voltage shows the magnified laser-surface-interaction area. The slightly different focusing behavior of the electron bunch in the X and Y-directions is attributed to the asymmetric initial electron bunch size, due to the glancing incidence irradiation, and the finite kinetic energy of the electrons. When increasing the extractor voltage, the electron bunch diverges. Based on our simulations, the extractor voltage for VMI is approximately -4790 V. For a full calibration of the spectrometer, the simulations were used to study the field configuration and the electron trajectories in those fields for the given electrode...
Figure 3.8: Position dependence of COM of the electron distribution on the detector on the initial source position for various extractor potentials from -5800 V to -4500 V.

Figure 3.9: Slope of the experimental laser position dependent COM of the spatial distribution at the detector as function of the extractor voltage (red circles) with a quadratic fit (red line). Black points and the black line indicate the corresponding simulated results.
configurations and the particles initial distributions. In Fig. 3.7 the simulated RMS of the electron bunch, with electrostatic imaging, at the detector position is plotted as function of extractor voltage. The simulations were carried out given an initial spatial 2D Gaussian distribution of 2000 electrons for each simulated point. The center of mass (COM) of this distribution was given by \((X, Y) = (0, 0)\) and a \(Z\)-coordinate matching the sample surface with standard deviations of \(\sigma_X = 140\ \mu\text{m}\) and \(\sigma_Y = 15\ \mu\text{m}\). The initial momentum distribution was given by a uniform half sphere with an uniform kinetic energy distribution of electrons in the range of \([0.1, 0.6]\) eV.

The COM of the electron distribution as a function of the initial starting position of the electrons, i.e., the laser focus position on the sample, was used to experimentally calibrate the voltage for velocity-map imaging. Fig. 3.8 shows the COM as function of the laser position for various voltages together with straight-line fits. A decrease of the slope with decreasing extractor voltage is observed. Fig. 3.9 depicts the slope of each measurement in Fig. 3.8 as a function of the extractor voltage together with a quadratic fit and corresponding simulation results. The error bars for the experimental points are given by the first-order coefficient error of each fitting curve with 95% confidence bounds. The VMI mode is obtained at the zero crossing of this curve, i.e., at -4790 V, as for this voltage the distribution, to first order, becomes independent of the starting position. The data shows a good agreement with the simulations, confirming that the extractor voltage for operating the VMI is -4790 V. From the simulations the imaging setup is calibrated regarding the transverse electron velocities to 8014 m/s/pixel on the detector. The resulting voltages for operation in the SMI and VMI modes are listed in Table 3.1.

**Table 3.1:** Voltages (in V) applied for operation in SMI and VMI mode

<table>
<thead>
<tr>
<th></th>
<th>Repeller</th>
<th>Extractor</th>
<th>Ground</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMI</td>
<td>-6000</td>
<td>-5560</td>
<td>0</td>
<td>-6000</td>
</tr>
<tr>
<td>VMI</td>
<td>-6000</td>
<td>-4790</td>
<td>0</td>
<td>-6000</td>
</tr>
</tbody>
</table>

Fig. 3.10 shows experimental and theoretical COM of the electron distribution at the detector as function of the lens position, that is used to focus the laser beam onto the sample for SMI (E:-5560 V). The straight lines are fits to the data. The difference in the slope between the \(X\)- and \(Y\)-directions is due to the glancing incidence angle \(\theta\). The laser spot position on the sample moves \(1/\cos\theta\) times farther in \(X\) than in \(Y\) when displacing the laser beam by the same distance using a translation stage. For the \(Y\)-direction we obtain a magnification factor of \(~7.5\) from the fit. For the \(X\)-direction a slope of \(~72.7\) is obtained. This results in a ratio of 9.7 between the two slopes that corresponds to an incident angle of 84°.
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The SIMION simulation results, also shown in Fig. 3.10, are in good agreement with the data.

![Graph showing the COM of electrostatic imaging on the detector as a function of the initial source position for SMI mode, i.e., an extractor voltage of -5560 V. The slope in Y-direction is the spatial magnification factor. The ratio between X- and Y-directions confirms the incidence angle of the laser beam of 84°.]

The focusing conditions for the SMI and VMI mode depend strongly on the position of the sample inside the velocity-map imaging spectrometer. Fig. 3.11 shows the simulated extractor voltages necessary for SMI and VMI mode for various sample displacements with respect to the front surface of the repeller plate. These simulations show that either the sample position has to be known, or at least be reproduced, to a very high precision or calibration measurements have to be performed when a new sample is inserted into the spectrometer. Fortunately, with the protocol described in this dissertation, this calibration can be done quickly. In addition the dependence of the extractor voltage on the flight distance has been investigated (red points and lines). Our simulations show that this uncertainty is uncritical compared to the exact sample position in the spectrometer.

3.5 Energy resolution and systematic errors

The transverse energy resolution \( \Delta E = m v_{2D} \Delta v_{2D} \) is linearly increasing with the transverse velocity \( v_{2D} \) in a VMI spectroscopy. In our case, the spatial resolution of the detector, the Chevron MCP, is 100 µm which matches in addition the
3.5. Energy resolution and systematic errors

![Graph showing energy resolution for different position offsets from sample front to repeller front surfaces. FD stands for flying distance.](image)

**Figure 3.11:** Top: SMI and bottom: VMI extractor potential for different position offsets from sample front to the repeller front surfaces. FD stands for flying distance in the figure legend.

The transverse energy resolution of a single camera pixel ($dv_{2D} = 8014 \text{ m/(s\cdot pixel)}$). This results in a transverse energy resolution of the spectrometer given by $0.2 \text{ meV} \leq dE \leq 90 \text{ meV}$. The lower boundary corresponds to the resolution in the detector center, whereas the upper boundary is the resolution at the edge. Therefore, compared to other techniques, our spectrometer has an unprecedented transverse energy resolution in the center. For our current settings the maximum detectable transverse energy is about 10 eV. This gives rise to a relative resolution of 1% at the edge of the detector. It should be noted that the current transverse energy resolution could in principle simply be increased by using a larger detector, longer drift region, and a higher resolution camera. With, e.g., a detector with a diameter of 12 cm and a 1.5 m drift tube, a three times better resolution of $0.07 \text{ meV} \leq dE \leq 30 \text{ meV}$ can be reached on a high resolution camera.

We further discuss systematic errors with respect to the resolution of the spectrometer. First, the power supply (in our case, HCP 14-12500 from FUG) applies the actual voltage, referring to the absolute voltage, to the repeller and extractor within an error of 25 V. The radius on the detector corresponding to a transverse velocity $v_{2D}$ is given by $r = c\text{TOF}v_{2D}$, where TOF denotes the time of flight (TOF) of the electrons. The magnification factor $c \approx 1$ of the spectrometer for velocity mapping is, fortunately, independent of the specific voltages applied to the spectrometer as long as the ratio of the repeller and extractor voltages is fixed, which can be calibrated and simulated with sufficient precision. The error for
the mapping is in principle only given by the TOF deviation due to the absolute repeller voltage bias. A voltage of 6000±25 V results in a TOF of 10.88±0.02 ns. This results in an error in the radius on the edge of the detector of 40 µm which is twice smaller than the resolution of the detector assembly. In addition, taking into account the work function of a material, typically on the order of few volts, therefore is also negligible. The other systematic error raised from the distance deviation between the cathode plane and the detector, i.e., 1 mm, results in a change in the time of flight of ~20 ps. This error is therefore again negligible compared to the resolution of our detector.

3.6 Comparison with other techniques

Most of existing methods to characterize ultra-low-emittance photocathodes have already been presented in §2.2.5. They all have in common that the apparatus and corresponding transfer functions have to be modeled. The transversal energy resolution is typically worse compared to the one obtained with our spectrometer. The most outstanding advantage the VMI spectrometer holds is that single entire Newton spheres is captured at once and various Newton spheres are simply superimposed. This implies that the mapping is non-destructive in the sense that no filter functions like retarding voltages in combination with pinholes need to be applied as, e.g., for the 2D energy analyzer [46]. It avoids, therefore, slow electrons with trajectories extremely sensitive to any stray fields. Free expansion, reported as the simplest method by far [61], is the closest technique to the VMI spectroscopy demonstrated here. This technique is conceptually the analog to the early ion imaging experiments before the invention of the velocity-map-imaging spectrometer [51] as the common presence of the grids leads to transmission reduction, severe trajectory deflections and blurring due to the non-point source geometry. In addition, the incident laser, in the demonstrated free expansion setup [50], was focused onto the sample first through the grid which seriously deforms the starting intensity distribution. The high energy resolution of the VMI in comparison with the free expansion technique is attributed, as in the case of imaging molecular reaction dynamics, to the inhomogeneous electric field in the spectrometer. This allows, to first order, to get rid of the spatial contribution in the velocity coordinates. Therefore, a single measurement is sufficient to obtain the velocity map without contributions from the initial source distribution. Furthermore, non-cylindrically symmetric velocity distributions, e.g., obtained from nanotips, can be measured as well. As a final touch, operating the spectrometer under SMI conditions allows the mapping of the initial source distribution, which prevents the modeling of the active laser-matter interaction area. Overall, the simplicity of the VMI spectrometer and the super short experiment duration, typically in a few minutes, enables the easy
integration into more sophisticated electron sources.
Chapter 4

Multiphoton Emission from Planar Au Surface

After the calibration of the VMI spectrometer, as the first proof-of-concept experiment, the quantitative measurements of multiphoton emission and velocity distribution of photoemitted electrons from a planar Au surface are demonstrated in this chapter. The Fowler-Dubridge model and Berglund-Spicer three-step model previously described in chapter 2 have been implemented for analyzing the experimental results. In our experiments, the 2D transverse velocity/momentum distribution of photoemitted electrons was directly imaged onto the detector of the spectrometer. To compare with the theoretically derived 3D-space energy distribution, a mathematical algorithm is introduced to reconstruct the experimental 3D energy distribution from the measured 2D velocity distribution in §4.4, based on the angular distribution derived from the Berglund-Spicer model in §4.1.

4.1 Angular distribution

The angular distribution is of great importance for our data analysis, especially the reconstruction epitomized in §4.4. Here, we derive the angular distribution of photoelectrons. Starting from Eq. (2.9), for unscattered electrons, the intensity
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\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig4.1.png}
\caption{A diagram showing the conservation of momentum at the metal-vacuum interface.}
\end{figure}

\( I(E_i, \theta) \) of the photoelectrons with energy \( E_i \) has the form \[ \text{(74)} \]
\[
I(E_i, \varphi) = \frac{\mathcal{N}(E_i, h\nu)}{\int_0^{2\pi} 2\pi \cdot \sin \varphi \cdot d\varphi} \propto K \cdot G_0(E_i)dE_i \cdot \frac{l}{al + 1} \tag{4.1}
\]

Again, \( \varphi \) denotes the angle between the wave vector of the excited electron in the metal and the normal to the surface. Fig. 4.1 shows a diagram of the electron’s transition at the metal-vacuum interface. An electron at angle \( \varphi \) will be refracted to an angle \( \theta \) at the vacuum-metal boundary, requiring conservation of transverse momentum across the metal-vacuum interface. Therefore,

\[
P_{\text{total}} \cdot \sin \varphi = P_{\text{total}} \cdot \sin \theta \tag{4.2}
\]

and

\[
\mathcal{N} \equiv \frac{\sin \varphi}{\sin \theta} \tag{4.3}
\]

expresses the electron analogy of refraction at the vacuum-metal boundary. The total momentum inside and outside the metal cathode of an electron absorbing photon energy \( h\omega \) with initial energy \( E \) are \[ \text{(75)} \]
\[
P_{\text{total}}^{\text{in}} = \sqrt{2m(E + h\omega)}
\]
\[
P_{\text{total}}^{\text{out}} = \sqrt{2m(E + h\omega - E_F - \phi_{\text{eff}})} \tag{4.4}
\]

Therefore,

\[
\mathcal{N} \equiv \frac{\sin \varphi}{\sin \theta} = \frac{\sqrt{E + h\omega - E_F - \phi_{\text{eff}}}}{\sqrt{E + h\omega}} \tag{4.5}
\]

The electron in the metal in the range \( \delta\varphi \) will be refracted to the range \( \delta\theta \) in the vacuum.

\[
\mathcal{N} \cdot \cos \theta \delta\theta = \cos \varphi \delta\varphi, \quad \frac{\delta\theta}{\delta\varphi} = \frac{\cos \varphi \cdot \sin \theta}{\tan \varphi} = \tan \varphi \tag{4.6}
\]
Estimate a reduction factor

\[
\frac{\delta \Omega}{\delta \Omega'} = \frac{\sin \varphi \cdot \tan \varphi}{\sin \theta \cdot \tan \theta}
\]  

(4.7)

where \( \delta \Omega \) and \( \delta \Omega' \) denote the solid angles subtended at \( O \) and \( O' \), respectively. The assumption is made that the distribution in energy of photoemitted electrons is similar to the distribution in energy of electrons in the solid after optical excitation [74]. Therefore,

\[
I(E_i, \theta) = I(E_i, \varphi) \frac{\delta \Omega}{\delta \Omega'} \propto K \cdot G_0(E_i) dE_i \cdot \frac{\sin \varphi \cdot \tan \varphi}{\sin \theta \cdot \tan \theta}
\]

\[
\propto K \cdot G_0(E_i) dE_i \cdot \frac{l}{\alpha l + 1} \cdot \frac{\cos \theta}{\cos \varphi}
\]

(4.8)

As \( \cos^2 \varphi = 1 - \kappa^2 \cdot \sin^2 \theta \),

\[
I(E_i, \theta) \propto \kappa^2 \cdot \cos \theta \cdot \frac{l}{\alpha l + 1} \cdot \frac{1}{(1 - \kappa^2 \cdot \sin^2 \theta)^{\frac{3}{2}}}
\]

(4.9)

Assuming the photoemitted electron angular distribution is a linear combination of angular distributions over all the photoelectron energies, the angular distribution curve (ADC) is expressed as

\[
I(\theta) = \sum_{E_i=0}^{E_{\text{max}}} I(E_i, \theta).
\]  

(4.10)

Fig. 4.2 shows an example of an ADC plot for electrons photoemitted from Au planar surface illuminated by 800 nm Ti:sapphire laser pulses. In the following sections, the 4-photon emission is observed during the experiments giving the photon energy of \( 4 \times h\nu = 6.2 \text{ eV} \). The Fermi level and work function of the Au metal is taken as 5.53 eV and 5.31 eV, respectively. As shown in Fig. 4.2, the distribution is nearly a cosine function. This can also be understand from the Eq. (4.9), the term \( (1 - \kappa^2 \cdot \sin^2 \theta)^{\frac{3}{2}} \approx 1 \) when \( \kappa \ll 1 \), which often happens for the photoemission from metal with the minimum required photon energy comparable to the work function. Please note, the photon energy in Eq. (4.5) need to be adapt to the multiphoton case. The angular distribution of photoemitted electrons provides us the opportunity to reconstruct the three dimensional velocity distribution from the two dimensional distribution.
Figure 4.2: Angular distribution curve (ADC) of electron photoemitted from a planar Au surface illuminated at 800 nm by Ti:sapphire laser pulses. The Fermi level is 5.53 eV and work function is 5.31 eV. $K$ is the corrector factor. The coefficient $\alpha_l$ is varied from 0.01 to 1000 and hardly make a difference on the angular distribution. The black line is a cosine function plotted as a reference.

### 4.2 Quantum yield dependence

Fig. 4.3(a) shows, on a logarithmic scale, the photoemitted electron yield as a function of incident laser energy. The error bar shows the standard deviation of the photoemitted electron counts due to the laser fluctuations.

According to the Fowler-Dubridge model discussed in §2.1.2, the experimental data in Fig. 4.3(a) follow a power law with a slope of $\sim 3.94$, in agreement with a 4-photon emission process according to the nonlinear photoelectric effect, which indicates that simultaneous absorption of 4 photons (photon energy 1.55 eV at 800 nm) has to take place to overcome the metal work function $\phi$ [76], which is reported as 5.31–5.47 eV for Au [77]. As shown in Fig. 4.3(b), varying the laser polarization angle, the photoemitted electron intensity reaches a maximum when the laser is p-polarized (electric field normal to the sample surface), and appears minimum when it is s-polarized. For multiphoton emission at a certain incident light intensity, the electron yield mostly depends on the bulk absorption coefficient, expressed as term $(1 - R)^n$ in the Fowler-Dubridge model [76]. $R$ is calculated by Fresnel equations with $n_1 = 1$ and $n_2 = 0.189 + i4.71$ [78] at an incidence angle of 84°. The plotted $(1 - R)^4$ curve fits very well with the data, which proves again the 4-th order multiphoton process.
Figure 4.3: Counts of the photoemitted electrons as function of (a) laser peak intensity and (b) laser polarization angle. The experimental data for polarization angles $>\pi$ is of reduced quality due to laser drifting and etc.
4.3 Energy distribution

A velocity-map image from a planar Au surface is shown in the inset of Fig. 4.4(a). The image was integrated over $6 \times 10^4$ laser shots with an energy of $\sim 50$ nJ, corresponding to a peak intensity of $4 \times 10^{10}$ W/cm$^2$ on the cathode. Generally, in laser-induced multiphoton emission, the emitted electron velocity vectors exhibit cylindrical symmetry along the direction normal to the sample surface. Therefore, the center of mass (COM) of the image is set as coordinate origin. The corresponding angle-integrated radial velocity distribution of the projected electrons is plotted in Fig. 4.4(a) as black line. To allow for comparison with the theoretical model, the 3D velocity/energy distribution is required. Introducing a novel mathematical method similar to the Onion Peeling algorithm [79], we are able to reconstruct the momentum/energy distribution when the angular distribution of emitted electrons is known. As discussed in §4.1, for multiphoton emission, the intensity of photoemitted electrons at various angles $\theta$ can be derived from the Berglund-Spicer model [66] as

$$I(\theta) \propto \alpha^2 \cos \theta \cdot \frac{1}{1 + \alpha l(E)} \cdot \frac{1}{\sqrt{1 - \alpha^2 \cdot \sin^2 \theta}}$$

(4.11)

where $\alpha$ is the optical absorption coefficient, $l(E)$ is the electron-electron scattering length for an electron of kinetic energy $E$, and $\alpha$ expresses the electron analogy of refraction at the vacuum-metal boundary [40]. For a small $\alpha$ (our case, $\alpha = 0.275$), meaning the photon energy $nh\nu$ is comparable to the work function $\phi$, the equation can be simplified to $I(\theta) \propto \cos \theta$ [75, 74]. Therefore, the 3D velocity distribution can be reconstructed as is described in detail in §4.4.

The reconstructed velocity distribution is plotted as blue line in Fig. 4.4(a), and the smoothed energy distribution shown in Fig. 4.4(b). The energy distribution of the emitted electrons shows an energy spread of $\sim 1$ eV, which corresponds to the energy difference between a four-1.55 eV-photon excitation and the Au work function of 5.31 eV.

The Berglund-Spicer three-step model is employed as the analytic expression for the kinetic energy distribution of the photoemitted electrons. As the model is derived for single-photon emission, it is implied in our analysis that the electrons at an initial energy state $E_0$ absorb sufficient number of photons simultaneously, rather than sequentially, to be pumped to a higher energy state $E = E_0 + nh\nu$. The kinetic energy distribution for single-photon emission [65] is adapted to multiphoton emission as

$$N(E) dE \propto \frac{KC(E)\alpha}{\alpha + 1/l(E)} \cdot \frac{1}{dE} \cdot \left[1 + 4 \left(\frac{E - E_F}{nh\nu} - 1 + \ln \frac{nh\nu}{E - E_F}\right)\right]$$

(4.12)

where $C(E) = 0.5 \times (1 - \sqrt{\phi/E})$ for $E \geq \phi$ is a semiclassical threshold function. $l(E)$ is the electron-electron scattering length, which is proportional to $E^{-3/2}$. The
absorption efficient $\alpha$ is calculated from the extinction coefficient $k = 4.71$ as $\alpha = 4\pi k/\lambda$ and taken as a constant $\alpha = 7.7 \times 10^5$ cm$^{-1}$ independent of electron energy. $K$ is a correction factor related to both $C(E)$ and $\alpha l(E)$, which is between 0.5 to 1. To evaluate Eq. (4.12), the probability of a photon carrying energy $h\nu$ is calculated from the measured laser spectrum in the range from 760 to 850 nm. To overcome the barrier of 5.31 eV, an electron is assumed to always absorb four photons ($n \equiv 4$). Absorption of various photon energies leads to slight difference of the quantum yield at a certain emitted kinetic energy as one can see from Fig. 4.4(b). The main consequence of absorbing photons with various energies is the spectral/intensity broadening, which is illustrated by the color coding in Fig. 4.4(b), but with an essentially unchanged spectral shape. We mention that Eq. (4.12) only includes the emitted electrons that experience none or one electron-electron scattering process during transport to the metal-vacuum surface. Electron-electron scattering is dominant over electron-phonon scattering and reshapes the energy distribution on a fast timescale, i.e., during an ultrashort laser pulse.

The density of states (DOS), i.e., the number of states available for electrons at a certain energy level, is shown in the inset of Fig. 4.4(b). During the photoemission process, an energy state $E_0$ is first occupied by an electron, which is then excited to a higher energy state $E$, which was empty. As fermions, electrons obey the Pauli exclusion principle. In thermal equilibrium, the possibility of electrons to occupy an available energy state is given by the Fermi-Dirac (FD) distribution $f_{FD}$. However, excitation of a metal with ultrashort strong laser pulses initially creates a nonequilibrium distribution that then thermalizes via electron-electron scattering towards a Fermi-Dirac distribution. In gold, this thermalization occurs on a timescale of hundreds of femtoseconds [80, 81]. Subsequently, the electrons cool down by dissipating energy into the lattice via electron-phonon scattering occurring on a longer picosecond timescale. In the following discussion, where we employ the Berglund-Spicer model in our analysis, we assume that the electronic system can be described by a Fermi-Dirac distribution with quasi-equilibrium electron temperature $T_e$. Hence, the appropriate densities of states and FD distributions are multiplied with the energy distribution as $N(E)dE f_{FD}(E_0) DOS(E_0) (1 - f_{FD}(E)) DOS(E)$, resulting in the spectrum shown in Fig. 4.4(b).

The best fit with our reconstructed experimental energy distribution is obtained for an electron temperature of 6000 K. This is comparable to previously observed electron temperatures of 7000 K in surface-enhanced multiphoton emission from copper [82]. A two-temperature model (TTM), describing energy transfer between electrons and lattice through the time evolution of electron temperature $T_e$ and phonon/lattice temperature $T_l$ [83], is studied but does not predict these high $T_e$ temperatures. More details are discussed in Appendix B. Therefore, the high energy tail of the spectrum indicates that very “hot” electrons are photoemitted by the femtosecond laser pulse, consistent with the high excess energy deposited
Figure 4.4: (a) Projected 2D (black curve) and reconstructed 3D (blue curve) radial velocity distribution of the measured velocity-map image that is shown in the inset. (b) Reconstructed kinetic-energy distribution and its simulation using the Berglund-Spicer model assuming an electron temperature of 6000 K. The color bar represents the probabilities of photoelectron kinetic energies due to the photon-energy spectrum of the laser. The inset shows the density of states calculated for bulk Au, which is used in the Berglund-Spicer model simulation. The blue area depicts the four-photon-ionization range.
4.4 Reconstruction algorithm

into the electronic system. For the energy tail up to 4 eV, except for the high temperature, another process that might need to be taken into account is above-threshold photoemission (ATP), i.e., the absorption of one (or more) extra photon(s), occurring together with the four-photon process \[\text{[84]}\]. Moreover, for our experimental conditions, we can neglect tunnel ionization, which could result in high-energy emitted electrons. We estimate the absorbed peak intensity for the recorded image (inset Fig. 4.4(a)) to be \(\sim 4 \times 10^9 \text{ W/cm}^2\) taking into account Fresnel losses. This implies a Keldysh parameter \(\gamma = \sqrt{\phi/2U_p} \approx 17 \gg 1\), which is well in the multiphoton emission regime; here, \(U_p \propto \lambda^2 I\) is the ponderomotive energy with laser wavelength \(\lambda\) and intensity \(I\).

Since both the measured quantum yield and the momentum distribution are in quantitative agreement with the Fowler-Dubridge and Berglund-Spicer models, as one would expect from multiphoton emission from a planar Au cathode, the VMI spectrometer has been proven as a tool to characterize the photoemitted electrons from cathodes, especially to directly measure the transverse momentum distribution. Assuming there is no correlation between the location of emission and the transverse momentum \[\text{[40]}\], the normalized rms emittance given by Eq. \([\text{2.30]}\)

\[
\varepsilon_{n,x,\text{rms}} = \sqrt{\langle x^2 \rangle \langle p_x^2 \rangle / m_0 c}.
\]

(4.13)

From the velocity map image shown in the inset of Fig. 4.4(a), the normalized rms emittance of the planar Au photocathode irradiated by 45-fs 800-nm laser pulses with a focal spot size of \(\sigma_x = 161 \mu\text{m}\) and \(\sigma_y = 17 \mu\text{m}\) is characterized to be \(\varepsilon_{n,x} = 148 \text{ nm-rad}\) and \(\varepsilon_{n,y} = 14 \text{ nm-rad}\) in the \(x\) and \(y\)-directions, respectively.

4.4 Reconstruction algorithm

Our reconstruction algorithm for the conversion of the 2D projected velocity distribution to the 3D distribution is based on the assumption that the angular distribution of the photoemitted electrons is known. For our simulations, a cosine function \(I(\theta) \propto \cos \theta \text{ [75, 74]}\), derived from the Berglund-Spicer model \[\text{[60]}\] as discussed in §4.1, is applied in the algorithm. In addition, it is assumed that for multiphoton emission the angular distribution is independent of the modulus of the three dimensional velocity vector. The 3D velocity distribution is then obtained from the 2D projected distribution by a matrix method similar to Onion Peeling \[\text{[79]}\]. For multiphoton emission from a planar Au surface, the electrons are assumed to be photoemitted within a half sphere of \(\varphi \in [0, \ 2\pi]\), \(\theta \in [0, \ \pi/2]\). The photoemitted electron distribution has cylindrical symmetry with respect to the surface normal of the sample.

Fig. 4.5(a) shows a scatter plot for a single 3D velocity \(v_i\) distribution given by \(f(v, \theta) = \delta(v - v_i) \cos \theta\). Fig. 4.5(b) shows the projection of this distribution onto
the 2D detector surface. It can be derived that the projected velocity distribution for this special case is

\[ P_i(v_x, v_y) = \int f(v, \theta) \, dv_z = \begin{cases} C & \text{for } v_{xz} < v_i, \\ 0 & \text{otherwise} \end{cases} \]

where \( C \) is a constant. As shown in Fig. 4.5(b), the projected velocity distribution of \( f(v, \theta) \) is constant inside the circular phase-space area of radius \( v_i \). Furthermore, Fig. 4.5(c) shows the radial distribution obtained from the projected velocity distribution given by

\[ \rho_i(v_{2D}) = \int P_i(v_x, v_y) \, d\theta_{2D} = \begin{cases} 2\pi C \cdot v_{2D} & \text{for } v_{2D} < v_i \\ 0 & \text{otherwise} \end{cases} \]

where \( v_{2D} = \sqrt{v_x^2 + v_y^2} \). In the reconstruction, each radial distribution \( \rho_i(v_{2D}) \) is built up by a triangle as sketched in Fig. 4.5(d). \( v_i \) is taken equally spaced and form the intervals confined by the neighboring gray dashed lines. The 2D projected distribution is related to the 3D distribution \( f_i \) by a transfer matrix \( M \).

\[ \rho_i = M f_i, \quad (4.14) \]

with \( M \) given by:

\[
M = \begin{bmatrix}
1 & 1/4 & 1/9 & 1/16 & \cdots \\
0 & 3/4 & 3/9 & 3/16 & \cdots \\
0 & 0 & 5/9 & 5/16 & \cdots \\
0 & 0 & 0 & 7/16 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]

The 3D distribution can finally be obtained by inversion of the measured 2D-projected distribution

\[ f_i = M^{-1} \rho_i, \quad (4.16) \]
Figure 4.5: (a-c) Representation of a simulated electron bunch with a single 3D velocity $v_i$ and an angular distribution of a cosine function: (a) in 3D, forming a spherical surface; (b) in 2D, yielding a uniform distribution in the detector plane; (c) in 1D, showing a linearly increasing radial velocity $v_{2D}$ with distance from distribution COM. (d) A conceptual diagram of the reconstruction algorithm: The area of each red triangle at the bottom indicates the number of photoemitted electrons having the same 3D velocity. The corresponding distribution curve is plotted as blue curve. The black curve is the 2D projection distribution curve, summing up the number of photoemitted electrons within each interval of the same transverse velocity. The gray dashed lines indicate the transverse-velocity intervals used in this projection.
Chapter 5

Field Emission from Field-Emitter Arrays of Au nanorods

In this chapter, the experimental results obtained from field-emitter arrays of Au nanorods are presented. The photoemission dependency on the laser power and polarization have been studied for field-emitter arrays with different space between the Au nanorods. A patterned electron bunch has been achieved from the 75 $\mu$m spacing Au-nanorod array. In addition, a plateau in the energy spectrum due to the rescattering electrons has been observed from the 75 $\mu$m spacing Au-nanorod array under the condition when the electric field is normal to the surface. In the end, the emittance values obtained from various photocathodes in this thesis study are summarized.

5.1 Experimental layout

An experimental perspective of the laser spot illuminating an array of Au nanorods is shown in Fig. 5.1. The sinusoid represents the oscillated electric field. In the following experiments, the laser polarization was varied. To avoid confusion, the polarization is referred, in the experiments, with respect to the incident plane by convention, i.e., in Fig. 5.1, s-polarized electric field (black sinusoid) is parallel to the substrate plane. While p-polarized electric field (white sinusoid) has a component, which is perpendicular to the substrate plane and parallel to the electron flying direction towards the detector.

The samples used in the experiments are 1 mm×1 mm square of arrays of Au nanorods resting on a 30 nm indium tin oxide (ITO) layer on a 4 mm×4 mm
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Figure 5.1: The layout of the Au-nanorod-array sample in the spectrometer with regard to the laser propagation. P and S depict the s- and p-polarized electric field used in the following experiments, respectively.

square SiO$_2$ substrate. Fig. 5.2 shows the scanning electron microscopy (SEM) images of two field-emitter arrays of Au nanorods used in the following experiments, spaced by different distances: 500 nm and 75 µm. The nanorods themselves have a dimension of 100 nm by 30 nm. Since the 75 µm spacing is considerably large compared to the nanorod dimension. The array can not be imaged by SEM at one time with the certain resolution. Therefore, the Fig. 5.2(b) shows an isolated Au nanorod.

Figure 5.2: SEM images of (a) 500 nm and (b) 75 µm spacing Au-nanorod arrays. The nanorod itself has the dimension of 100×30 nm$^2$. 
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5.2 Experimental results from 500 nm spacing Au-nanorod array

In this section, ultrashort optical pulses at 800 nm from the 3 kHz Ti:sapphire laser system were employed to perform the experiments on the 500 nm spacing Au-nanorod array. With a laser focus spot size of $\sim 30 \times 30 \, \mu m^2$, projecting $\sim 300 \times 30 \, \mu m^2$ on the sample surface, about $4 \times 10^6$ nanorods were illuminated. However, the spatial resolution of the current spectrometer is several tens of microns, which lacks the ability to resolve the individual nanorods within the dense array in the SMI mode. Therefore, as shown in Fig. 5.3(a), the SMI image of the electron distribution looks very much like the one observed from the planar Au surface, portraying the shape of the laser spot on the sample. Varying the laser intensity and polarization, the experimental results shown in Fig. 5.3(b) and (c) both agree with a 4-th order photon emission process according to the Fowler-Dubridge model. In Fig. 5.3(b), the blue and red data were taken under different polarizations, 0° and 60° (p-polarization), respectively. They were both fitted to a linear function using logarithmic scales on both the horizontal and vertical axes, yielding slopes of 3.81 and 4.12, respectively. The quantum yield difference between the two polarizations is two orders of magnitude, which is consistent with the plot of the polarization dependence shown in Fig. 5.3(c). The curve is fitted to the term $(1 - R)^n$ of the Fowler-Dubridge model, with $R$ applied the Fresnel reflection coefficients at an incidence angle of 84°, and $n = 4$. The agreement with the experimental data points proves the 4-th order photon emission. During the experiments, we observed that the velocity distributions of the photoelectrons, i.e., VMI images, are identical under various polarization, except for the variation in the numbers of the photoelectrons due to the absorption coefficient discrepancy among the polarization. We inset two VMI images in Fig. 5.3(c) taken under two polarizations clarified in the figure. The unchanging velocity distributions reveal that the emission process depends, to a large extent, on the laser intensity rather than the field, which in turn serves as an evidence of multiphoton emission. Usually for velocity mapping, the broadness of a VMI image tells the expansion of the velocity coordinates. Therefore, compared to the VMI image taken from planar Au surface (see Fig. 4.4(a)), also under multiphoton emission regime, the emission from nanorods produces a slight broader velocity spread than the one from planar surface, mostly due to the electrons photoemitted from the sidewalls of the nanorods. A more comparison of momentum distributions from various samples will be presented in §5.4.

So far, the approach to the strong-field regime is prevented by the detector limitation. Since the photocurrent from a metal increases with the applied electric field in the multiphoton regime, not only overflowing electrons may beyond the
MCP threshold, but also the detector hardly acquire the accurate centroiding coordinates of all the photoelectrons to restore an valuable experimental image. In the following sections, we move to the 75 µm spacing Au-nanorod array, whereby less charge is expected due to sparse nanorods within the same laser illumination area.

![Figure 5.3](image_url)

**Figure 5.3:** Experimental results for the 500 nm spacing Au-nanorod array. (a) SMI image; (b) the power dependence at polarization angles 0° (blue points) and 60° (red points); (c) the polarization dependence. The insets show two VMI images for different polarizations as indicated by the arrows.

### 5.3 Experimental results from 75 µm spacing Au-nanorod array

Optical pulses at center wavelength of 1.3 µm were focused onto the 75 µm spacing Au-nanorod array with a repetition rate of 1 kHz and a pulse duration of 100 fs.
The size of the focus spot was intentionally kept as 300 x 30 \( \mu m^2 \) on the sample, by means of adjusting the optical telescope (a combination of lens \( L_1 \) and \( L_2 \) in Fig. 3.5). A fortype SMI image recorded from the 75 \( \mu m \) spacing Au-nanorod array is shown in Fig. 5.4, which is entirely different from the SMI images of both planar Au surface and 500 nm spacing Au-nanorod array. A spatially patterned electron bunch was observed, each emitted from a single nanorod within the field-emitter array, therefore spaced by 75 \( \mu m \).

### 5.3.1 Laser intensity dependence

The photocurrent dependence on the laser intensity has been studied on the 75 \( \mu m \) spacing Au-nanorod array, showing results in Fig. 5.5. The double-blob ratio, plotted in Fig. 5.5(a), indicates the ratio of the electrons hitting on the same/adjacent position on the MCP, which can hardly be resolved as individual ones. When the double-blob ratio is above 10\%, limited by the centroiding algorithm, the number of electrons is erroneous, therefore, the corresponding data points are marked hollow in Fig. 5.5(b). During the experiments, different MCP voltages, labeled in the legend, were applied for detecting photoelectrons, while the phosphor screen voltage was kept at 5 kV. Decreasing the MCP voltage helps resolve individual electrons, however, as a trade-off, it deteriorates the entire efficiency of the MCP that then detects less electrons.

The Keldysh parameter \( \gamma = \sqrt{\phi_{\text{eff}}/2U_p} \) is commonly used to discriminate between photoelectric emission (\( \gamma > 1 \)) and field emission (\( \gamma < 1 \)). During the experiments, the maximum laser energy applied was 75 nJ. With an estimated enhancement factor of 3–5 due to the field confined by the nanostructures, the Keldysh parameter \( \gamma \) is 0.684–1.201 for the present field on the sample surface. This is consistent with the raw data plotted in Fig. 5.5(b), showing the photocurrent as a function of the laser field. The photocurrent first scales up with the laser field to the power of twice the minimum number of photons required to overcome the surface barrier, and grows smoothly into the tunneling regime. The data falls at the kink of the trend, which indicates the emission intertwines the multiphoton and...
Figure 5.5: (a) Double-blob ratio of the data points; (b) counts of the photoemitted electrons per shot as function of laser energy or peak field. When the double blob ratio is beyond 10%, the data is marked hollow. The data points were recorded using different MCP voltages, labeled in the legend.

tunneling electrons. For the later experiments, most data were taken with laser energy of 75 nJ, allowing us to mostly approach the tunneling regime.

5.3.2 Laser polarization dependence

During the experiments, we deliberately moved the laser illumination spot on the sample, through controlling the focus lens position (lens \( L_3 \) in Fig. 3.5) via a 3D motorized stage, with each step of 10 \( \mu \text{m} \) in the horizontal direction and 10 steps in total. Due to the glancing incident angle, the position shift on the sample surface is roughly 10 times, i.e., 100 \( \mu \text{m} \) for one step. For each step, we scan the polarization of three polarization periods, i.e., 570°, and record the SMI images with centroiding coordinates of photoemitted electrons shot by shot synchronized to the laser. By cutting the event range, we count only the electrons inside the chosen area of the images. Consequently, we are able to select the photoemitted electrons from certain nanorods, denoted as a, b and c in the SMI images of Fig. 5.7(c)
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![Figure 5.6](image)

**Figure 5.6:** Surface plot of polarization dependence of (a) nanorod a; (b) nanorod b; and (c) nanorod c. The y-axis is the position shift of the focus lens in µm, which results in the laser focusing position shift on the sample surface with a factor of 10 times in the horizontal direction.

and (d), as well as the cutting range by white rectangular, and to investigate the polarization dependence on individual nanorods. The polarization dependence are show in Fig. 5.6(a)–(c) for nanorod a–c, respectively. The surface plot shows the polarization dependence as a function of laser focusing position (the horizontal position of lens L₃) with electron count number indicated by the color. For nanorod a, corresponding to Fig. 5.6(a), the quantum yield of photoelectrons shows a peak at s-polarization and a sub-peak at p-polarization. For nanorod b and c, see Fig. 5.6(b) and (c), the number of electron photoemitted at p-polarization is greater than at s-polarization by several hundreds times. We find that as far as the pulse is strong enough to excite electrons, the tendency of polarization dependence on nanorods has no dependency on the laser focus position within 1 mm range. The laser focus position, represented by the y-axis, has no influence in the quantum yield peak location along the polarization. We are aware that the rotation of the half wave plate leads to a shift of the laser position on the sample by less than 10 µm going from p- to s-polarization. Since all the three surface plots of position-polarization dependence are originally from one series of SMI images, no uncertainties or fluctuations are necessarily to be considered. We therefore believe that the variance of the polarization dependence is caused only by the nanorod uniqueness.
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5.3.3 Transverse velocity and energy distribution

We look back to the spatial and velocity distributions from this field emitter array. The similarity and difference of the electron distributions, as recording images shown in Fig. 5.7, have been observed in the interest of the geometry of nanorods that are not tremendously identical for high-order nonlinear photoemission process. VMI images under p- and s-polarizations are shown in the top and bottom row, respectively, at three positions A, B and C, corresponding to horizontal position of -20, 0, and 20 µm in Fig. 5.6. The corresponding SMI images are placed on top of the VMI images to provide an intuitive reference of the ejected electrons appointed to the nanorod emitters within the array. Hot spots have been observed in the SMI images from certain nanorods.

Velocity distributions for all three positions are of interesting difference. Since the measurements were performed in the tunneling regime, where emitted electrons may be steered by the laser field. For the s-polarized laser field, the electric field results in a gain of the transverse momentum of photoemitted electrons, giving rise to a further velocity spread in the transverse direction, leading to broad VMI images. We are convinced that the VMI images under s-polarization containing the information of the nanorod morphology, nonetheless, difficult to interpret at the moment. Acceleration in the transverse direction amplifies the effect of photoelectrons emitted from the edges of the nanorods on the velocity distributions. Therefore, the VMI images under s-polarization of three positions differ from one another. In contrast, for a linearly p-polarized laser filed, the VMI images of three positions behave with a great similarity, even excluding the high nonlinearity symptom seen in the SMI images. As there is a field component perpendicular to the substrate surface, which accelerate electrons towards the detector. And the transverse components of the input laser field is canceled by the output one. Therefore, electrons photoemitted gain an additional longitudinal momentum from the laser field. With the transverse momentum kept as initialized, the divergence angle of photoelectrons is decreased, which is promising for improving the emittance.

The 2D energy distribution curves of the VMI images are plotted in Fig. 5.7(g). For the electron velocity distribution under s-polarization, although the VMI images are diversified, the shapes of energy distribution curve are comparable. The broadening of the energy distribution curve is attributed to the electrons photoemitted from the sidewalls. For the velocity distribution under p-polarization, the spectrum is an overall exponential decay followed by a plateau, a region of almost constant count rate extending from ~2.2 eV to a cut-off located at ~4.6 eV. As discussed in §2.1.6, the appearance of the plateau indicates that elastic rescattering of electrons is taking place. A fraction of the photoelectrons reencounters with the parent ion and elastically backscatters toward the detector. The highest energy the electrons can reach in this process is $E_{\text{cut-off}} = 10U_p + 0.538\phi$. With the pulse energy
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Figure 5.7: The VMI and SMI images at three positions A, B and C aligned in column. (a)(c)(e) were recorded with laser at p-polarization while (b)(d)(f) at s-polarization. (g) The energy distribution curves corresponding to the VMI images displayed.
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of 75 nJ and an estimate enhancement factor of 3, $U_p$ is equal to 1.368 eV and the $E_{cut-off}$ would be around 16.52 eV. However, the value drastically deviates from the cut-off energy of 4.6 eV conjectured in the energy spectrum. We speculate that large amount of the kinetic energy has contributed to the longitudinal dimension, which cause the significant reduction here. Unfortunately, the reconstruction of 3D velocity distribution, so to the 3D energy spectrum, is not feasible. Compassing too complex physics, no single angular distribution can be derived or approximated.

5.4 Emittance comparison

Although the interpretation can be complicated by inhomogeneous broadenings from nanostructures and the inclusion of complex photoemission mechanisms, there is no conflict for the characterization of the emittance as it is, compassing all the practical imperfections of the photocathodes and laser pulses. We exhibit the VMI and SMI images measured for various photocathodes in Fig. 5.8 and compare the emittance. From all the SMI images, the emission area is equal to or smaller than the laser illumination area on the sample. For the emission processes with relative low charge, meaning the space charge effect excluded, the $\sigma_x$ and $\sigma_y$ are proportional to the focal diameter of the laser beam. The momentum spread $\sigma'_x$ and $\sigma'_y$ is what we are interested in, holding the promise to decrease the emittance through pioneering control on the light-matter interactions. The normalized momentum spreads obtained from various photocathodes are summarized in Table 5.1 as well as the experimental conditions.

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Emission</th>
<th>$\sigma'_x$</th>
<th>$\sigma'_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>planar surface: 800 nm p-polarization</td>
<td>multiphoton</td>
<td>0.801</td>
<td>0.842</td>
</tr>
<tr>
<td>500 nm array: 800 nm p-polarization</td>
<td>multiphoton</td>
<td>1.100</td>
<td>1.070</td>
</tr>
<tr>
<td>75 µm array: 1300 nm p-polarization</td>
<td>strong field</td>
<td>0.889</td>
<td>0.847</td>
</tr>
<tr>
<td>75 µm array: 1300 nm s-polarization</td>
<td>strong field</td>
<td>1.111</td>
<td>1.083</td>
</tr>
</tbody>
</table>

Overall, the optimum minimal velocity spread is found from the planar Au surface. We believe that the artificial nanostructures expand the emission angle, therefore broadening the divergence angle of an electron bunch, in spite of different emission mechanisms. In the strong-field emission regime, the laser polarization plays an important role on the transverse energy spread. A smaller rms-normalized divergence of $\sim$0.85 mrad with the laser polarization normal to the sample surface has been obtained, compared to the $\sim$1.1 mrad for the parallel case. From the
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Figure 5.8: VMI and SMI images of (a) and (b) a planar Au surface multiphoton emission at 800 nm under p-polarization; (c) and (d) 500 nm spacing Au-nanorod array for multiphoton emission at 800 nm under p-polarization; (e) and (f) 75 µm spacing Au-nanorod array for strong-field emission at 1.3 µm under p-polarization; and (g) and (h) under s-polarization.
SMI images of 75 μm Au-nanorod array, it is evident that despite the laser spot size, the actual emission region is limited to several well-defined nanorods with a dimension of 100×30 nm² each. Although the velocity coordinates in the VMI images cannot be separated and assigned to a single nanorod, no larger velocity spread would be obtain than the mixture of several ones. Therefore, the normalized transverse emittance for a single electron bunch within the patterned electron bunch is $\varepsilon_x = 0.07 \text{ nm-rad}$ and $\varepsilon_y = 0.02 \text{ nm-rad}$. 
Chapter 6

Conclusion and Outlook

We demonstrated an electron spectrometer with SMI and VMI capabilities, which intuitively allows for the measurement of the normalized transverse emittance of photocathodes, i.e., through the direct observation of the transverse position and momentum distributions. We verified and benchmarked the capabilities of the instrument in a proof-of-concept experiment, in which we characterized the photoemitted electrons from a 400 nm thin Au film. For ultrashort femtosecond laser pulses with a peak intensity on the order of $10^{10}$ W/cm$^2$ at 800 nm central wavelength multiphoton emission is shown to be the dominant contribution to the entire electron current.

As a first proof-of-principle example, we report on quantitative measurements of multiphoton emission from a 400 nm thick Au thin film at room temperature, which was excited with 45-fs laser pulses centered at 800 nm. These measurements additionally allowed us to benchmark the performance of this new experimental setup. Quantum-yield-dependent measurements were performed by recording the events of electrons impinging on the detector when varying the average laser intensity and the polarization angle, respectively. These experimental results confirm that four-photon emission occurs at the planar Au surface. In our experiments the 2D transverse velocity/momentum distribution of photoemitted electrons was directly imaged onto the detector. An experimental 3D energy distribution was reconstructed from the measured 2D VMI data using a mathematical algorithm and compared to the theoretically derived 3D-space energy distribution from the Berglund-Spicer photoemission model. The very good agreement of our experimental results with the theoretical model demonstrates the applicability of VMI for the characterization of the normalized transverse emittance of photoelectron emitters.

Therefore, we utilized this new setup for the emittance characterization of electron bunches strong-field emitted from nanorods under optical field irradiation. Two different types of nanorod samples, i.e., the 500 nm and 75 μm spacing Au-nanorod array with a single nanorod of dimension 100×30 nm$^2$, were studied. The
multiphoton emission process has been observed from 500 nm spacing Au-nanorod array by 45-fs 800-nm Ti:sapphire laser pulses. The quantum-yield-dependent measurements on the laser intensity and polarization both confirm the 4-th photon process. The velocity spread is found to be larger than the one from a planar Au surface due to the surface structure of intense nanorods, which broaden the emission angle by the reason of photoemission from the sidewalls.

The experiments on the 75 \mu m spacing Au-nanorod array were carried out using 1300-nm 100-fs laser pulses operated at 1 kHz. A patterned electron bunch has been observed, each emitted from a single nanorod within the array. The number of photoemitted electrons as a function of laser field shows an emission process happening at conjunction of multiphoton and field emission using pulse energy of 75 nJ. A plateau due to the rescattering electrons steered by the laser field has been observed. Further approach to the well-confined tunneling regime is prevented by the detection system. A polarization dependent photoemission study has been performed showing a smaller rms-normalized divergence of 0.8 mrad with the laser polarization normal to the sample surface, compared to 1.15 mrad for the parallel case. Despite this, the quantum-yield dependence on the polarization is non-committable, alternatively on the individual nanorods.

Outlook

On the basis of our studies, future investigations are expounded from two perspectives. Improvements of the spectrometer will enable improved control in the experiments. The characterization will enhance our understanding the fundamentals of light-matter interaction of the solids and nanostructures.

- Improvement of the spatial resolution in SMI mode

As the current spectrometer has a spatial resolution of tens of microns, which prevents our observation of the photoemission area and the characterization of the electron source size, in particular for nanostructures. A detailed study to characterize the parameters of SMI imaging process has been presented describing the influence of different parameters by means of a Taylor expansion [95]. A spatial resolution of better than 4 \mu m out of a focal volume of several mm in diameter has been achieved experimentally. Learning from scanning electron microscopy, where the electron beam is focused to a spot about 0.4 nm to 5 nm in diameter by one or two condenser lenses, a magnetic lens could be implemented into the spectrometer located between the ground electrode and the MCP, which holds the promise to improve the spatial resolution into sub-\mu m via focusing and defocussing. In this case, in addition to the magnification factor determined by the voltage settings of the electrodes, the overall magnification can be controlled by the current supplied to the
magnetic lens.

- Characterization of contamination deposited on samples

Following the discussion of the polarization dependence on the 75 µm spacing Au-nanorod array, the nonidentical morphology of nanorods within the array would be the primary reason for different behaviors from different nanorods. However, the surface contamination takes its place to influence the emission process mostly on the quantum efficiency. To investigate the pollution level of the surface, the spectrometer can be operated in analogy to a field ion microscope. With a high static field gradient on the order of GV/m on the sample, the contamination will be ionized with ions flying to the detector and electrons back into the sample. With appropriate voltage settings, the VMI spectrometer works as a mass spectrometer which would tell the contamination composition.

- Photoemission investigations with various laser pulses

Intuitively, the laser source as an indivisible element plays an important role in photoemission related research fields. For the photoelectric emission regime, the maximum energy is $h\nu - \phi$. So varying the wavelength to match the $h\nu$ to the emitter work function in order to achieve the minimum kinetic energy upon emission is one way to decrease the transverse energy spread, so to the normalized transverse emittance. Tunable wavelength would be performed on photocathodes to see the transverse velocity spread dependency. For the strong-field emission regime, upon illumination with femtosecond laser pulses, electrons become photoemitted and accelerated by the laser near field. Therefore, the maximum kinetic energy an electron would obtain scales up with the laser wavelength until the electron has a larger oscillation amplitude and therefore experiences the decay of the near field. A study has demonstrated that the quiver motion of the electron can be quenched for infrared radiation [95].

- Coherent control at various nanostructured emitters

The carrier-envelope (CE) phase of the laser pulses has an important influence on the emission process from these emitters and the generated ultrashort electron bunches. This CE phase dependence has been demonstrated in [33] from a tungsten nanotip, as well as the first observation of the plateau at tips caused by the electron rescattering. Recently, a $\sim$200 as electron source has been achieved from these tips [97]. The ultrafast generation of electrons from tailored metallic nanoparticles has been demonstrated to unravel the role of plasmonic field enhancement by comparing resonant and off-resonant particles [98]. A field emitter array consisting of resonant nanotriangles has
been demonstrated to have the CE phase effect on the emission \cite{35}. In addition to all these interesting phenomena, we would like to characterize the two-dimensional transverse velocity distribution from these emitters under comparable experimental conditions. Overall, it serves an electron bunch with great brightness.

Our ongoing work targets the characterization of electron emission from a single nanotip or field emitter arrays, which are predicted to provide high-current low-emittance coherent electron bunches in the strong-field emission regime. The demonstrated imaging spectrometer will thereby foster the further development of ultrafast electron microscopy and diffraction \cite{36,99} and also open up new opportunities in the study of correlated electron emission from surfaces \cite{100} and vacuum nanoelectronic devices \cite{101}.
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Appendix A

COMSOL simulations of velocity mapping for a tungsten nanotip

COMSOL was used to carry out the simulations of the electrostatic lenses performance of the spectrometer for a single tungsten nanotip, as a prediction for future experiments. Different from the planar metal surface or arrays on a planar substrate, the nanotip (5 mm in length, 100 µm in diameter, with a curvature of 50 nm at the tip apex) is planned to be mounted upright on the sample holder (see Fig. A.1), and brought into the middle between the repeller and the extractor plates without touching the repeller plate. Therefore, an additional voltage is required to be applied to the sample holder to configure the electrostatic field for imaging. In the simulations, the tip cone is designed as a square pyramid.

As shown in Fig. A.2(a), the field configuration of the electrostatic lenses surrounding the metal nanotip is highly distorted by the presence of the nanotip. The color bar applies to the voltage (in V) of the electrostatic field. Compared with the one simulated for the planar Au surface, in Fig. A.2(b), the field lines adjacent to the sample surface are considerable flat, which is crucial for effectively mapping the velocity coordinates. Therefore, with fixed repeller voltage at -6 kV, by adjusting the voltages applied to the sample holder/nanotip and extractor, we aimed to make the field lines, close to the free end of the nanotip, parallel to the
sample holder surface. The nanotip location with respect to the distance between repeller and extractor plates, by means of adjusting the length of the nanotip, plays an important role along with the voltages.

The best achievable VMI voltages via COMSOL simulation are founded as R: -6000 V, E: -4575 V, G: 0 V and sample holder: -5315 V. The electron trajectories are calculated under this voltage settings, showing the results in Fig. A.3. The color bar indicates the scale (in m/s) of the transverse velocity $V_{2D} = \sqrt{V_x^2 + V_y^2}$. A thousand of photoemitted electrons are initialized from the surfaces of the square pyramid with zero transverse momentum and only accelerated by the potential gradient of the electrodes. The time of flight to the detector, which is $\sim 500$ mm apart from the nanotip, is 13 ns. The electron bunch suffers a transverse velocity spread of $\sim 10^5$ m/s (corresponding to 0.0284 meV) at the detector plane from the field distortion.
Figure A.3: Electron trajectories simulated for a tungsten tip using the velocity-mapping field configuration. The color bar indicates the scale (in m/s) of the transverse velocity $V_{2D}$. 
Anhang A. COMSOL simulation of a tungsten nanotip
Appendix B

Electron and lattice temperatures

The theoretical method to study the temperature evolution of the electron system and the lattice due to the absorption of a laser pulse within the solid is the well-known two-temperature model (TTM). According to the TTM, the time evolution of the electron temperature $T_e$ and lattice temperature $T_l$, through the energy transfer between electrons and phonons, is governed by two coupled nonlinear differential equations:

$$
C_e \frac{\partial T_e}{\partial t} = \frac{\partial}{\partial x} \left( k_e \frac{\partial T_e}{\partial x} \right) - G(T_e - T_l) + S \tag{B.1}
$$

$$
C_l \frac{\partial T_l}{\partial t} = \frac{\partial}{\partial x} \left( k_l \frac{\partial T_e}{\partial x} \right) + G(T_e - T_l) \tag{B.2}
$$

where $t$ is the time, $x$ the depth, $T_e$ the electron temperature, $T_l$ the lattice temperature. $C_e$ is the electron heat capacity, which is proportional to the electron temperature, when the electron temperature is less than the Fermi temperature, as $C_e = \gamma T_e$ and $\gamma = \pi^2 n_e k_B / 2 T_F$, where $n_e$ is the density of electrons, $k_B$ is the Boltzmann constant. $C_l$ the lattice heat capacity. As the temperature changes, the variation of the lattice heat capacity is relatively small, we take it as a constant. $k_e$ is the electron thermal conductivity $k_e = k_{e0} BT_e / (AT_e^2 + BT_l)$ with $k_{e0}$, $A$ and $B$ representing material constants. $k_l$ is the lattice thermal conductivity. $G$ is the electron lattice coupling factor. Many of the ultrafast laser heating analyses have been carried out with a constant electron-lattice coupling factor $G$. Due to the significant changes in the electron and lattice temperatures caused by high-power laser heating, $G = G_0 (A(T_e + T_l) / B + 1)$ should be temperature dependent. $S$ the laser heat and can be modeled with a Gaussian temporal profile:

$$
S = \sqrt{\frac{4 \cdot \ln(2)}{\pi}} \frac{I(1 - R)}{t_p \alpha} \exp \left[ -\frac{x}{\alpha} - \beta \left( \frac{t - 2t_p}{t_p} \right)^2 \right] \tag{B.3}
$$

where $I$ is the incident energy, $R$ the reflection coefficient, $t_p$ the FWHM, and $\alpha$ is the penetration depth including the ballistic range.
The TTM model has been adopted to simulate the energy transfer between electron and lattice induced by intense laser pulses, showing the results in Fig. B.1 using a laser energy of 80 nJ. The parameters implemented into the TTM model are listed in Table B.1 and mostly taken from [102].

![Figure B.1: (Left) lattice and (right) electron temperature evolutions of bulk Au under ultrafast laser pulse excitation versus time and depth. The two curves in the insets clearly shows the temperature variation at the surface.](image)

<table>
<thead>
<tr>
<th>Material parameters for Au</th>
<th>Laser parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_0$ ((10^{17} \text{Jm}^{-3}\text{s}^{-1}\text{K}^{-1}))</td>
<td>$R$ (0.21)</td>
</tr>
<tr>
<td>$\gamma$ ((\text{Jm}^{-3}\text{K}^{-2}))</td>
<td>$I$ (nJ) 80</td>
</tr>
<tr>
<td>$k_{e0}$ ((\text{Jm}^{-1}\text{K}^{-1}))</td>
<td>$\tau_p$ (fs) 45</td>
</tr>
<tr>
<td>$C_l$ ((10^6 \text{Jm}^{-3}\text{K}^{-1}))</td>
<td>$\sigma_x$ (μm) 240</td>
</tr>
<tr>
<td>$\alpha$ ((10^{-9}\text{m}))</td>
<td>$\sigma_y$ (μm) 30</td>
</tr>
<tr>
<td>$A$ ((10^7\text{s}^{-1}\text{K}^{-2}))</td>
<td>1.18</td>
</tr>
<tr>
<td>$B$ ((10^{11}\text{s}^{-1}\text{K}^{-1}))</td>
<td>1.25</td>
</tr>
<tr>
<td>$T_m$ (°C)</td>
<td>1064</td>
</tr>
</tbody>
</table>

The results show that the electron system reaches the highest temperature of around 550 K after 70 fs, while the lattice system are kept almost unchanged. This is not consistent with the high temperature we investigated in the Berglund-Spicer model but stands to reason. Since the assumption for the TTM, which is in principle, where the thermal equilibrium among the electron systems is initially established and constantly kept, so does the lattice system. The laser-matter interaction driven by the ultrafast laser pulse breaks the assumption.
Appendix C

Definition of Notations

Table C.1: Definition of notations used in the dissertation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>Vacuum speed of light</td>
</tr>
<tr>
<td>$e$</td>
<td>Electron charge</td>
</tr>
<tr>
<td>$m$</td>
<td>Free electron mass</td>
</tr>
<tr>
<td>$h$</td>
<td>Planck constant</td>
</tr>
<tr>
<td>$\hbar$</td>
<td>Reduced Planck constant</td>
</tr>
<tr>
<td>$\epsilon_0$</td>
<td>Vacuum permittivity</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>Vacuum permeability</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Lorentz factor</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Light frequency</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Light wavelength</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Emittance</td>
</tr>
<tr>
<td>$\varepsilon_n$</td>
<td>Normalized emittance</td>
</tr>
<tr>
<td>$f$</td>
<td>Focal length</td>
</tr>
<tr>
<td>$L_x$</td>
<td>Transverse coherent length</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzmann constant</td>
</tr>
<tr>
<td>$T$</td>
<td>Absolute temperature</td>
</tr>
<tr>
<td>$f_{FD}$</td>
<td>Fermi-Dirac distribution</td>
</tr>
<tr>
<td>$\beta_F$</td>
<td>Electric field enhancement factor</td>
</tr>
<tr>
<td>$E_F$</td>
<td>Fermi energy</td>
</tr>
<tr>
<td>$E_{kin}$</td>
<td>Kinetic energy</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{ph}}$</td>
<td>Photon energy</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Work function</td>
</tr>
<tr>
<td>$\phi_{\text{eff}}$</td>
<td>Effective work function</td>
</tr>
<tr>
<td>$\phi_{\text{Schottky}}$</td>
<td>Schottky barrier</td>
</tr>
<tr>
<td>$\lambda_{e-e}$</td>
<td>Electron-electron scattering length</td>
</tr>
<tr>
<td>VMI</td>
<td>Velocity map imaging</td>
</tr>
<tr>
<td>SMI</td>
<td>Spatial map imaging</td>
</tr>
<tr>
<td>1D</td>
<td>One dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>Two dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three dimensional</td>
</tr>
<tr>
<td>FEL</td>
<td>Free electron laser</td>
</tr>
<tr>
<td>XFEL</td>
<td>X-ray free electron laser</td>
</tr>
<tr>
<td>ICS</td>
<td>Inverse Compton scattering</td>
</tr>
<tr>
<td>UED</td>
<td>Ultrafast electron diffraction</td>
</tr>
<tr>
<td>UEM</td>
<td>Ultrafast electron microscopy</td>
</tr>
<tr>
<td>SASE</td>
<td>Self-amplified spontaneous emission</td>
</tr>
<tr>
<td>DLA</td>
<td>Dielectric laser acceleration</td>
</tr>
<tr>
<td>MTE</td>
<td>Mean transverse energy</td>
</tr>
<tr>
<td>DOS</td>
<td>Density of state</td>
</tr>
<tr>
<td>COM</td>
<td>Center of mass</td>
</tr>
<tr>
<td>RMS</td>
<td>Root mean square</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full width half maximum</td>
</tr>
<tr>
<td>FROG</td>
<td>Frequency-resolved optical gating</td>
</tr>
<tr>
<td>SHG</td>
<td>Second harmonic generation</td>
</tr>
<tr>
<td>THG</td>
<td>Third harmonic generation</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning electron microscope</td>
</tr>
</tbody>
</table>
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