Nanosecond laser pulse heating of a platinum surface studied by pump-probe X-ray diffraction

Roman Shayduk, Vedran Vonk, Björn Arndt, Dirk Franz, Jörg Strempfer, Sonia Francoual, Thomas F. Keller, Tobias Spitzbart, and Andreas Stierle

Citation: Applied Physics Letters 109, 043107 (2016); doi: 10.1063/1.4959252
View online: http://dx.doi.org/10.1063/1.4959252
View Table of Contents: http://scitation.aip.org/content/aip/journal/apl/109/4?ver=pdffcov
Published by the AIP Publishing

Articles you may be interested in


Picosecond acoustic response of a laser-heated gold-film studied with time-resolved x-ray diffraction
Appl. Phys. Lett. 98, 191902 (2011); 10.1063/1.3584864

Nanosecond x-ray Laue diffraction apparatus suitable for laser shock compression experiments

Nanosecond x-Ray diffraction from polycrystalline and amorphous materials in a pinhole camera geometry suitable for laser shock compression experiments

In situ laser heating and radial synchrotron x-ray diffraction in a diamond anvil cell
Nanosecond laser pulse heating of a platinum surface studied by pump-probe X-ray diffraction

Roman Shayduk,¹ Vedran Vonk,¹ Björn Arndt,¹,2 Dirk Franz,¹,2 Jörg Strempfer,¹ Sonia Francoval,¹ Thomas F. Keller,¹,2 Tobias Spitzbart,¹ and Andreas Stierle¹,2
¹Deutsches Elektronen-Synchrotron DESY, D-22603 Hamburg, Germany
²Fachbereich Physik, Universität Hamburg, D-20355 Hamburg, Germany

(Received 22 March 2016; accepted 9 July 2016; published online 29 July 2016)

We report on the quantitative determination of the transient surface temperature of Pt(110) upon nanosecond laser pulse heating. We find excellent agreement between heat transport theory and the experimentally determined transient surface temperature as obtained from time-resolved X-ray diffraction on timescales from hundred nanoseconds to milliseconds. Exact knowledge of the surface temperature’s temporal evolution after laser excitation is crucial for future pump-probe experiments at synchrotron storage rings and X-ray free electron lasers. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4959252]

As soon as a pulsed laser is used to excite a material, the challenge of transient surface temperature determination arises. Of interest is not only the initial temperature spike, but also the slower temperature decay, because this is related to the total pulse energy absorbed. This process is relevant for laser applications ranging from medicine and engineering to fundamental science.¹² In industry nanosecond lasers are widely used in various micro-machining processes, such as material welding,³ cutting,⁶ and ablation.⁷-¹¹ The short-lived laser-induced temperature pulses in the heated region determine the conditions that may lead to material damage, phase transitions, and melting. In particular for pump-probe experiments, the goal is to only heat the sample and not to damage it. Therefore, it is indispensable to obtain reliable quantitative information about the surface temperature and possible laser-induced damage.

An important optical method for monitoring transient temperature due to laser excitation is transient thermoreflectance (TTR).¹²-¹⁷ With this method the effect of thermal-induced change of surface reflectance is employed to determine the surface temperature.¹² For weak excitations the reflectance change is proportional to the temperature and the absolute temperature scale is determined by the so-called thermoreflectance coefficient, which is measured separately.¹⁸-²⁰ For the detection of hot spots in microelectronic devices, TTR became a powerful tool which allows for a complete 2D-imaging of transient temperature fields of a microchip in operation.²¹-²⁴

In this letter we present an alternative, complementary method to determine the transient laser-induced temperature by probing the effect of transient thermal lattice expansion. Since this method relies on X-ray diffraction, the underlying atomic-scale structure is directly probed and it delivers information from the surface and buried near-surface region. Such detailed high resolution information is complementary to the more macroscopic theory used to describe the optical surface in TTR. In addition, transient thermal lattice expansion plays a role in many laser-pump X-ray probe experiments at synchrotrons and X-ray Free Electron Lasers (XFELs), where structures are investigated down to picosecond timescales and in the future potentially with a spatial resolution of several tens of nanometers.²⁵

We focus on a Pt(110) single crystal surface impulsively heated by a ns-laser pulse and compare the heating process on a quantitative basis with transient heat transport theory. Platinum is an important catalyst material used in exhaust cleaning, energy storage, and conversion technology.²⁶ In this letter we demonstrate how to extract quantitative information on the temperature upon pulsed heating of Pt on nanosecond timescales using time-resolved X-ray diffraction (TRXRD). Usually such experiments are done at large-scale facilities, such as synchrotron storage rings and X-ray Free Electron Lasers (XFELs).²⁷-²⁹ Here we show how to use a conventional continuous radiation X-ray tube to determine the laser-induced transient near-surface temperature.

In the experiment we used a 2 mm thick (110)-oriented polished Pt single crystal excited by a Nd:YAG actively Q-switched laser emitting at 1064 nm. The laser delivers 7 ns pulses with energies up to 4 mJ at a maximum repetition rate of 1 kHz. A continuous Cu-Kα, X-ray source, in combination with a 2D focussing multilayer optics delivering approximately 5 × 10⁸ photons/s into a 0.25 × 0.25 mm² focus, was used.

The experiment was done in a stroboscopic pump-probe fashion at a repetition rate of 1 kHz, using a Pilatus 100 K (Ref. 30) X-ray area detector externally triggered. Each detector pixel worked in a gated single X-ray photon counting mode. The time resolution of the experiment was on the order of 100 ns due to the detector’s sensor time response limitations. It is conceivable that other detector systems would allow for better time resolution. The detector gate signals were generated using a so-called Raspberry Pi Logic Controller (PiLC), which is a field-programmable gate array-based unit developed at DESY. In the experiment the PiLC was synchronized with the laser emissions and was also used to delay the detector gate signal. Rough estimation of time zero, i.e., the point when the laser light and detector gate signal overlap, was determined using an oscilloscope via detection of the scattered laser light signal with an avalanche photo diode (APD) and the signal of the X-ray detector gate.
Based on the work of Bechtel\textsuperscript{31} we first describe the semi-analytical solution to the heat equation relevant for our case.

We consider a laser pulse with Gaussian spatial and temporal profiles of irradiance at the solid surface:

\[ I(r, t) = \frac{E_0}{\pi \tau d^2} e^{-r^2/d^2 - t^2/\tau^2}, \] (1)

in which \( E_0 \) is the total pulse energy, \( r \) is the radial coordinate of azimuthally homogeneous irradiance, and \( \tau \) and \( d \) are a measure of the pulse duration and laser beam size, respectively. Relation (1) defines time zero at the moment when half of the pulse has entered the solid and is normalized such that the total pulse energy integrated over space and time is given by \( E_0 \).

We define two different time regimes, which set boundary conditions on the heat equations. For time scales

\[ t \ll \tau_1 = \frac{d^2 C_p \rho}{4k}, \] (2)

the lateral heat diffusion can be neglected. Here \( C_p, \rho \), and \( k \) are the heat capacity, mass density, and heat conductivity coefficient of a solid, respectively. For our case (see Table I) \( \tau_1 \) evaluates to around 1 ms. The finite volume of light absorption can be neglected for time scales longer than

\[ t \gg \tau_2 = \frac{\pi^2 C_p \rho}{4k}, \] (3)

in which \( \pi \) is the light attenuation length. In the case of Pt, using a value \( \pi = 15 \) nm, \( \tau_2 \) is of the order of ps. Our experimental conditions, using a ns-laser, are such that both conditions 2 and 3 are fulfilled. For this special case the temperature change field due to the pulsed laser excitation of a solid can be determined by evaluating the expression\textsuperscript{31}

\[ \Delta T(r', z', t') = (1 - R) \frac{E_0}{\pi^2 d^2} \sqrt{kC_p \rho} e^{-r'^2} T'(z', t', \lambda), \] (4)

in which \( r', z', \) and \( t' \) are dimensionless radial, depth, and time coordinates, respectively, and \( \lambda \) is a material specific dimensionless parameter, all together defined as

\[ r' = r/d; \quad z' = z/d; \quad t' = t/\tau; \quad \lambda = \frac{2}{d} \sqrt{\frac{k \tau}{C_p \rho}}. \] (5)

The so-called dimensionless temperature change field \( \Theta \) is a non-analytical function defined by the integral

\[ T'(z', t', \lambda) = \int_{-\infty}^{t'} \exp \left( -z'^2 - \frac{\lambda^2}{4} \right) \frac{1}{\sqrt{t' - \xi}} d\xi. \] (6)

Relation (4) is evaluated numerically using the parameters listed in Table I and the result is shown in Figure 1(b). The peak surface temperature is reached at \( t = 0.55 \tau \) and is given by\textsuperscript{31}

\[ T_{\text{max}} \approx 0.22(1 - R) \frac{E_0}{d^2} \frac{1}{\sqrt{kC_p \rho \tau}}, \] (7)

which for our experimental conditions yields a peak surface temperature change of 108 K approximately at \( t = 4 \) ns.

In case of isotropic quasi-static thermal expansion the local strain (local temperature-induced change in lattice spacing \( a \)) is directly proportional to the local temperature change via the thermal expansion coefficient \( \beta \)

\[ \epsilon(z, t) = \frac{\Delta a(z, t)}{a} = \beta \Delta T(z, t), \] (8)

where \( \epsilon \) indicates the strain, which follows a particular non-uniform time-dependent temperature depth profile (\( z \)-profile), as indicated in Fig. 1. Essentially, the strain is maximum at the surface and then gradually vanishes into the bulk. The X-ray beam is attenuated by the Pt and the contribution from different depths to the diffraction signal differs. The resulting Bragg peak position is determined by the absorption-weighted average and is a measure of the average strain \( \bar{\epsilon}(t) \).

Due to the imperfection of the Pt crystal and the divergence of the X-ray beam the primary extinction can be neglected and therefore the incident X-ray beam is attenuated due to

![FIG. 1. (a) Sketch of the sample geometry with coordinate system placed in the center of the laser hot spot. (b) Temperature profile along the z-axis into the sample at different time moments after excitation calculated by the formula (4) for the experimental conditions and sample properties listed in Table I.](image)
the X-ray absorption. For the “extended face imperfect crystal” diffraction geometry used in the experiment\textsuperscript{38}, \( \tilde{c}(t) \) is given by

\[
\tilde{c}(t) = \langle c(z,t) \rangle_z = \frac{2\mu}{\sin(\theta_0)} \int_{-\infty}^{\infty} e(z,t)e^{-2\mu z/\sin(\theta_0)} dz, \tag{9}
\]

with \( \mu \) the linear absorption co-efficient, listed in Table I, and \( \theta_0 \) the Bragg angle of the symmetric (220) reflection.

Experimentally, from the time-dependent measured Bragg peak shift \( \Delta \theta(t) \), the change in average strain \( \bar{\epsilon}(t) \) is determined and thus the temperature. Whereas Eq. (9) describes the spatial averaging which occurs in the diffraction process, the finite experimental time resolution leads to an averaging in the time domain as well. The experimentally observed peak shift \( \theta_{\text{exp}} \) is, through Bragg’s law, related to the average strain convolved with a finite temporal resolution function \( g(t) \) leading to

\[
\frac{\Delta \theta_{\text{exp}}(t)}{\tan(\theta_0)} = -C^2 \bar{\epsilon}(t)g(t-t')dt'. \tag{10}
\]

For simplicity we use a unit-area Gaussian function for \( g(t) \) with a fitting parameter \( w \) describing the full width at half maximum (FWHM) of the Gaussian profile. This constant accounts for the detector gate width and for time jitters of all electronic components involved. A dimensionless scale constant \( C^2 \) is introduced to obtain the best agreement between the theoretically calculated temperature and the experimentally measured quantity. This constant accounts for uncertainties in the physical constants listed in Table I which determine the conditions of the experiment. Relation (10) is fitted to the experimental data using two parameters \( C \) and \( w \). In our experiment the temperature probing depth is equal to \( \sin(\theta_0)/2\mu \) which is around 500 nm.

Figure 2(a) shows two Pt (220) Bragg peak profiles measured at different times with respect to the laser pulse arrival. By varying the detector gate delay with respect to the laser emissions we recorded the Bragg peak profiles at different delays after the excitation pulse. Fig. 2(b) indicates the resulting relative peak positions and peak widths changes obtained from fits using a Pseudo-Voigt function. The maximum Bragg peak width, shown in Fig. 2(b), was detected at different delays compared with the maximum observed peak shift. The measured Bragg peak’s width stems from the X-ray beam divergence function convoluted with the intrinsic Bragg profile. The intrinsic Bragg peak profile depends on multiple factors as crystal mosaicity, static strain due to dislocations, and dynamic strain due to the temperature gradients\textsuperscript{39,40}. The X-ray beam divergence of the set-up is much larger than any of the other effects mentioned to give rise to intrinsic Bragg peak broadening. That is, in the region \(-100 \text{ ns} < \Delta t < 100 \text{ ns} \), the measured Bragg peak profile consists of both the pumped and un-pumped states. Since the two associated signals are shifted in position, the total measured profile appears to be broadened. The maximum width corresponds to the gate delay when the 7 ns-long laser pulse
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hits the center of the 100 ns X-ray detector gate. This effect allows to determine time zero with a significantly better accuracy than the 100 ns gate width.

The best fit of (4) to the observed transient Bragg peak positions is obtained for the following fitting parameters: \( w = 89 \text{ ns} \) and \( C = 1.06 \). The parameter \( w \) describing the time after the excitation the blue and the red curves coincide, meaning that temperature is homogeneous within the probing depth (see Fig. 1(b)) and the cooling rate is slow enough to be resolved in this experiment. Therefore, in this time regime, no time convolution or space averaging is necessary to reproduce the data. The temperature tail in this experiment provides the most direct quantitative information on the near-surface temperature of the crystal due to the pulsed laser heating on nanosecond timescales. The laser induced temperature on nanosecond timescale is also relevant for ps and fs pulse excitations because it contains quantitative information about the total absorbed energy of the pulse.

The obtained results demonstrate that the quasi-static description of pulsed-laser-induced heating gives an adequate description of the experimental results in the ns to ms time-regime. This means that one can safely neglect the formation of thermoelastic waves, which manifest themselves on different time-scales.\(^{40}\)

In the proposed method the near-surface temperature is determined indirectly by measuring the strain which can be detected\(^{27}\) with the sensitivity better than \( 10^{-7} \) corresponding to the uncertainty of the temperature change detection of 0.01 K. However, the accuracy of the temperature determination essentially depends on the accuracy of the linear expansion coefficient \( \beta \) used for the strain-temperature mapping. In this letter we assumed an isotropic approximation of the thermal expansion. In case of an anisotropic thermal expansion,\(^{41}\) the single linear thermal expansion coefficient may not be used. The anisotropy of thermal expansion can be investigated in future experiments employing an asymmetric diffraction geometry. To improve the surface sensitivity the experiment could be done in grazing incidence or exit modes.

The fact that the experimental data are well reproduced on all measured timescales with the single time-independent scale constant \( C \) points to an adequate description of the measured strain dynamics in the framework of quasi-static thermal expansion on sub-microsecond timescales.

In summary, we determined the transient near-surface temperature of Pt(110) heated by ns-laser pulses from TRXRD in combination with an isotropic quasi-static thermoelastic theory. The temperature is followed on timescales from 100 ns to 0.1 ms after the laser pulse impinges on the sample. These experiments deliver very important quantitative information about the pulsed-laser-induced transient surface temperature and its decay. Knowledge about the exact temperature profile induced by a pulsed laser is essential in particular for systematic pump-probe experiments performed at synchrotron storage rings and XFELs. X-ray-diffraction-based techniques are complementary to all-optical methods and will further strengthen the arsenal of time-resolved thermographic tools.
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