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Abstract

A search for a light neutral Higgs boson decaying into a pair of b quarks is presented. Such Higgs bosons are predicted by certain scenarios of the Next-to-Minimal Supersymmetric Standard Model (NMSSM), whose Higgs sector has two complex Higgs doublets and an additional Higgs singlet. If the lightest Higgs boson has a sizeable singlet admixture, it may have escaped detection in previous searches at LEP, Tevatron, and LHC, but could be produced at a substantial rate in neutralino decays within supersymmetric cascades. This analysis is the first search for Higgs bosons in the mass range below 100 GeV in the b-quark final state at the LHC. It uses a data sample corresponding to an integrated luminosity of 19.7 fb$^{-1}$, which has been recorded by the CMS experiment in 2012 at a centre-of-mass energy of 8 TeV. Events with a pair of b-tagged jets, at least two very energetic jets, and large missing energy are selected. The invariant mass of the two selected b-tagged jets is used to extract the signal. The observed invariant-mass spectrum is in good agreement with the background expected from Standard-Model processes. The results are interpreted in terms of cross-section limits and within light-Higgs-boson scenarios of the NMSSM. The modified P4 benchmark scenario of the NMSSM is excluded by this analysis.
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Introduction

The driving force behind physics research is curiosity. The desire for an elementary understanding of nature fosters creative thinking and the development of new ideas to answer fundamental questions about the origin and the building blocks of the universe. Particle physics aims to address these points at a very basic level: The interactions between elementary matter particles, denoted as quarks and leptons, by means of mediating gauge bosons are studied on the basis of relativistic quantum mechanics. The electroweak and strong interactions are described in the framework of the Standard Model of Particle Physics (SM) [1–3]. It has resisted numerous high-precision tests that confirmed its validity over a wide energy-range [4], though achieving this with a relatively small set of parameters. Many phenomenological findings are incorporated in the SM, e.g. the coupling structure of the weak interactions or the violation of the CP symmetry. Its success culminated on the 4th of July, 2012 in the announcement of the discovery of a particle with a mass of 125 GeV [5, 6] that is at the current experimental accuracy consistent with the Higgs boson predicted by the SM [7–9].

However, there are clear indications that the SM is incomplete: Most notably, the fourth known type of interaction, gravity, is not included in the SM. In addition, it provides no candidate to explain the observation of dark matter [10–15]. It is also subject to the hierarchy problem [16–19], i.e. the mass of the Higgs boson requires large fine-tuning in the underlying theory parameters. In particular, the latter is addressed by the concept of supersymmetry (SUSY) that connects bosonic and fermionic degrees of freedom and thereby automatically achieves the desired fine tuning. Even a dark-matter candidate can be easily provided, and the most promising approaches to a quantum-mechanical description of gravity implement SUSY [20].

A major consequence of imposing SUSY on the SM is the extension of the particle spectrum. In particular, the Higgs sector is enlarged in any supersymmetric extension of the SM. This has motivated searches for additional Higgs bosons, especially in the range above the mass of the known Higgs boson at 125 GeV because previous searches for the SM Higgs boson have not found a signal in the low mass region. But an additional Higgs boson is not necessarily SM-like. For instance, models with an additional singlet field extend the Higgs sector with particles that have reduced couplings to gauge bosons. If the lightest Higgs boson has a sizeable singlet admixture, the prior constraints on the low Higgs-boson-mass range are evaded and its mass could well be below 125 GeV.

The Large Hadron Collider (LHC) [21] near Geneva allows the study of particle...
collisions at unprecedented energy scales, thus enabling new production modes of a hypothetical light Higgs boson. In cascade decays of very heavy SUSY particles, the light Higgs boson might be produced at a sizeable rate. Therefore, a search for such a light Higgs boson in supersymmetric cascades is performed in this thesis.

A phenomenological study is carried out to investigate how the search results can be interpreted in a wider range of light-Higgs-boson scenarios in an appropriate way. The possibility of a simplified model is discussed and compared with a realistic model exhibiting a singlet extension. In particular, the structure of the cascade decays of SUSY particles is studied using various theoretical tools combined in a dedicated software-framework. The outcome of this theoretical analysis is used as basis for an extended interpretation of the results obtained in the central analysis of this thesis.

The experimental analysis, constituting the main part of this work, is a search for a light Higgs boson decaying into a pair of b quarks using the data taken by the Compact Muon Solenoid (CMS) experiment [22] at a centre-of-mass energy of 8 TeV corresponding to 19.7 fb$^{-1}$. The b-quark final state is chosen because the decay rate into these elementary particles is highest for the Higgs boson under study. The signature required by the analysis includes two very energetic jets, two b-quark jets, and high transverse momentum imbalance. The contributions expected from the SM are either estimated with a data-driven technique, or from simulation and validated in dedicated control regions. The invariant mass of the two selected b-quark jets is used to measure the signal cross-section. In absence of signal, upper cross-section limits are set and exclusion limits are derived on the parameters of the Next-to-Minimal Supersymmetric Standard Model (NMSSM) [23–27].

This work is structured as follows. First, the theoretical basis is reviewed in Chapter 1, beginning with the particles, symmetries and mechanisms of the SM, followed by an introduction to SUSY and models implementing it, and concluding with the description of certain light-Higgs-boson scenarios. Chapter 2 presents the phenomenological study described above. The experimental setup to perform the search for light Higgs bosons is described in Chapter 3, i.e. the CMS experiment at the LHC, the event simulation, and reconstruction are reviewed. Chapter 4 is devoted to a specific part of this setup, the alignment of the inner tracking system installed in CMS. This part is crucial for the identification of b-quark jets, and important development in the validation and further related workflows is made in the course of this thesis. The search for a light Higgs boson in SUSY cascades and decaying into a pair of b quarks is presented in Chapter 5. The results of this analysis and their interpretation are described in the subsequent Chapter 6. Chapter 7 concludes this thesis with a short summary of the main results.
1 The Standard Model and its Supersymmetric Extensions

The physics of elementary particles aims to describe nature at its most basic level. The Standard Model of Particle Physics (SM) [1–3] is to date the most successful approach to this objective [4]. It describes very precisely all known elementary particles and their interactions, with the exception of gravity. Global fits of SM predictions to data show a good agreement between theory and observation with a $\chi^2/\text{ndf} = 48.3/44$ [4].

Despite this success, there are several clear indications for physics beyond the Standard Model (BSM), e.g. the mentioned description of gravity. But even the SM itself poses the hierarchy problem [16–19] (see Section 1.1.6). Also the missing dark matter [10–15] candidate and the deviation of the SM prediction of the anomalous magnetic moment of the muon from the measured value [4, 28] are a motivation to look for theoretical alternatives.

One promising candidate, which naturally solves the hierarchy problem and also offers solutions to other problematic aspects of the SM, is given by supersymmetry (SUSY).

This chapter gives an overview of the basic ideas of the SM and SUSY. Afterwards, the Minimal Supersymmetric Standard Model (MSSM) [29, 30] and its minimal supersymmetric extension, the Next-to-Minimal Supersymmetric Standard Model (NMSSM) [23–27] will be briefly described.

1.1 The Standard Model of Particle Physics

The most compelling argument for the SM is its comparatively simple structure and the relatively small particle content. These items will be discussed in the following subsections after a brief phenomenological overview of this field. When quoting experimental results, the system of natural units is used in this section and throughout this thesis, i.e. the fundamental physical constants obey $\hbar = c = 1$. Thus, all units are represented as $\text{eV}^n$, whereas $n = 1$ for masses, momenta, and energies.

1.1.1 Phenomenological Overview

The known elementary particles can be categorised according to their spin quantum number which is an intrinsic property of each particle. Half-integer-spin particles are called fermions, and particles with an integer spin are referred to as bosons. The known fundamental fermions are called leptons and quarks, and are grouped into three generations of two leptons and two quarks, each (see Table 1.1). The
first generation leptons are the electron \((e)\) and electron neutrino \((\nu_e)\), whereas the corresponding quarks are denoted as up quark \((u)\) and down quark \((d)\). Most of the matter in our present universe can be approximately represented by these four particles. The constituents of atomic nuclei, protons \((p)\) and neutrons \((n)\), can be described as compounds of \(u\) quarks and \(d\) quarks, while the atomic shell consists of electrons.

**Table 1.1:** Matter particles of the Standard Model \((i = 1, 2, 3)\). For each field and gauge symmetry, the respective quantum numbers are listed.

<table>
<thead>
<tr>
<th>Field</th>
<th>Colour</th>
<th>Weak Isospin (\tau^3/2)</th>
<th>Hypercharge (Y/2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>leptons (\ell_{IL} = (\nu_{iL}, e_{iL})^T)</td>
<td>0</td>
<td>(\pm1/2)</td>
<td>(-1/2)</td>
</tr>
<tr>
<td>(e_{iR})</td>
<td>0</td>
<td>0</td>
<td>(-1)</td>
</tr>
<tr>
<td>quarks (q_{iL} = (u_{iL}, d_{iL})^T)</td>
<td>1, 2, 3</td>
<td>(\pm1/2)</td>
<td>(1/6)</td>
</tr>
<tr>
<td>(u_{iR})</td>
<td>1, 2, 3</td>
<td>0</td>
<td>(2/3)</td>
</tr>
<tr>
<td>(d_{iR})</td>
<td>1, 2, 3</td>
<td>0</td>
<td>(-1/3)</td>
</tr>
</tbody>
</table>

The particles of the second and third generation are heavier twins of the first generation fermions, i.e. they have identical properties, except for their masses. The leptons are denoted as muon \((\mu)\) and tau \((\tau)\), and their corresponding neutrinos \(\nu_\mu\) and \(\nu_\tau\). The quarks are labelled charm \((c)\), strange \((s)\), top \((t)\), and bottom \((b)\) quarks. The fermion masses range from \(m_e = (510.998928 \pm 0.000011)\) keV to \(m_t = (173.21 \pm 0.51 \pm 0.71)\) GeV, while electron neutrinos have a mass below a few eV [4]. The origin of this large mass diversity is not explained by the SM.

The electromagnetic interaction can be described in the framework of Quantum Electrodynamics (QED), which has been formulated in a relativistically fully covariant way based on [31–38]. The interaction is mediated between electrically charged objects via the exchange of a massless, electrically neutral vector-boson, the photon \((\gamma)\). The neutrinos are neutral as well, while the other leptons carry an electric charge of \(-1\), given in units of the elementary charge. The quarks have a charge of \(+2/3\) and \(-1/3\) for up-type and the down-type quarks, respectively. In consequence of the massless and chargeless photon, electromagnetic interactions are long ranged.

In addition to the electric charge, all fermions in the SM carry a **weak charge**, and the corresponding interaction is mediated by \(Z^0\)- and \(W^\pm\)-boson exchange. Contrary to the photon, these bosons are massive with masses of \(m_{Z^0} = (91.1876 \pm 0.0021)\) GeV and \(m_{W^\pm} = (80.385 \pm 0.015)\) GeV, respectively. Thus, the weak interaction is suppressed in the energy regime well below the \(Z^0/W^\pm\) mass scale. Nonetheless, the \(Z^0\) boson is phenomenologically similar to the photon, but the interactions mediated by the \(W^\pm\) boson change the type and charge of the involved fermion. This manifests itself, e.g. in the radioactive \(\beta^\text{-}\)-decay, which can be traced back to the conversion of a \(d\) quark into a \(u\) quark under emission of a \(W^-\) boson. An important experimental finding is the parity violation of the weak interaction, i.e. it is not symmetric under spatial point-reflections [39]. In addition, certain types of weak decays also violate the \(CP\) symmetry [40], i.e. the product of charge conjugation and parity.
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The last type of interaction in the context of the SM is the strong interaction described by the Quantum Chromodynamics (QCD), where the corresponding vector boson is the massless gluon \( g \), that mediates between objects with colour charge, i.e. quarks and gluons themselves, commonly denoted as partons. A unique feature of QCD is its increasing strength with increasing distance, referred to as confinement. This is a consequence of the number of coloured states and the self interaction of the gluons. The phenomenological implications are that only “colourless” states remain after the process of hadronisation. Hadrons can be understood as composite particles that consist, in a simplified picture, of two (mesons) or three (baryons), or possibly more quarks, referred to as valence quarks. These constantly exchange gluons which create for very short time-scales quark-antiquark pairs, referred to as sea quarks. The momentum fraction \( x \), that is carried by each parton in a proton, which is a baryon, is phenomenologically described with parton distribution functions (PDF) (see Fig. 1.1). These are highest for gluons at low \( x \) (solid line in Fig. 1.1), and highest for the proton valence quarks (u, d in Fig. 1.1) at high \( x \).

![Figure 1.1: CTEQ6M parton-distribution functions, multiplied by \( x \), as a function of \( x \) for two different energy scales \( Q \) for gluons (solid line) and quarks (dashed lines). Taken from [41].](image)

However, for small distances or high energies, partons can be considered as free particles with respect to strong interactions. This phenomenon is referred to as asymptotic freedom [42,43].

1.1.2 Symmetries and Particle Content

The plurality of phenomena described in the previous section are organised by the symmetries of the SM, which are reviewed in this section. From a theoretical point of view, the SM is a relativistic Quantum Field Theory (QFT), i.e. a synthesis of special relativity and quantum theory. For this reason, it is subject to the space-time symmetries of nature, which are translation invariance and Lorentz invariance,
commonly denoted as Poincaré invariance. The interactions of the SM depend on space-time and must be invariant under transformations of the Poincaré group. The generators of the group are the translation operators \( P^\mu, \mu \in \{0,1,2,3\} \), and the generators of the Lorentz group \( J^{\mu\nu}, \mu, \nu \in \{0,1,2,3\} \). These fulfil the conditions

\[
[P^\mu, P^\nu] = 0, \tag{1.1a}
\]
\[
[P^\mu, J^{\rho\sigma}] = i(g^{\mu\rho} P^\sigma - g^{\mu\sigma} P^\rho), \tag{1.1b}
\]
\[
[J^{\mu\nu}, J^{\rho\sigma}] = i(g^{\nu\rho} J^{\mu\sigma} - g^{\mu\rho} J^{\nu\sigma} + g^{\mu\sigma} J^{\nu\rho} - g^{\nu\sigma} J^{\mu\rho}), \tag{1.1c}
\]

where \( g^{\mu\nu} \) is the metric tensor of the Minkowski space. Equation (1.1) describes a Lie algebra, whose concept is explained in more detail in [44]. The particles described by the SM are leptons, quarks, gauge bosons (see Tables 1.1, 1.2), and the Higgs boson. The existence of all of these particles has been experimentally confirmed. In case of the Higgs boson a particle was recently found which is in agreement with the expectations from the SM [7–9]. The interactions of these particles follow from a gauge theory over a corresponding QFT [45]. A common feature is the usage of (special) unitary gauge groups under whose transformations the theory is invariant, a concept referred to as Yang–Mills theory [46].

Table 1.2: Gauge bosons of the Standard Model (indices \( j = 1, \ldots, 3, a = 1, \ldots, 8 \)). The respective gauge group, coupling, and generators are listed.

<table>
<thead>
<tr>
<th>Field</th>
<th>Gauge Group</th>
<th>Coupling</th>
<th>Generators</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_\mu )</td>
<td>( U(1)_Y )</td>
<td>( g_Y )</td>
<td>( Y/2 )</td>
</tr>
<tr>
<td>( W^j_\mu )</td>
<td>( SU(2)_L )</td>
<td>( g_2 )</td>
<td>( \tau^j/2 )</td>
</tr>
<tr>
<td>( A^a_\mu )</td>
<td>( SU(3)_C )</td>
<td>( g_3 )</td>
<td>( \lambda^a/2 )</td>
</tr>
</tbody>
</table>

The gauge group of the SM is \( SU(3)_C \times SU(2)_L \times U(1)_Y \), where the indices denote colour (C), left chirality (L), and the weak hypercharge (Y). The subgroup \( SU(2)_L \times U(1)_Y \) describes the electroweak interaction and can be considered separately from the strong interaction. Under the gauge group \( SU(2)_L \) the left-chiral fermion fields \( f_L \) transform as doublets and the right-chiral fermion fields \( f_R \) transform as singlets, i.e. they carry no weak isospin which is the charge corresponding to this gauge group. The complete electroweak gauge transformations read as follows

\[
f_L(x) = \frac{1}{2}(1 - \gamma_5) f(x) \rightarrow \exp \left( -i g_Y \alpha_Y(x) \frac{Y}{2} - i g_2 \alpha_2^j(x) \frac{\tau^j}{2} \right) f_L(x), \tag{1.2a}
\]
\[
f_R(x) = \frac{1}{2}(1 + \gamma_5) f(x) \rightarrow \exp \left( -i g_Y \alpha_Y(x) \frac{Y}{2} \right) f_R(x). \tag{1.2b}
\]

Here, \( (1 - \gamma_5)/2 \) and \( (1 + \gamma_5)/2 \) are the left-chiral and right-chiral projector, i.e. they extract the respective component from the general fermion field \( f \). The quantities \( g_Y \) and \( g_2 \) are the gauge couplings of the \( U(1)_Y \) and the \( SU(2)_L \), respectively. The \( \alpha_Y(x) \) and \( \alpha_2^j(x) \) are the corresponding gauge functions. Furthermore, \( Y/2 \) is the
hypercharge operator and the \( \tau^j/2 = T^j \) are the three generators\(^1\) of the \( SU(2)_L \). Here, and in the following, the Einstein summation convention \([47]\) is used, i.e. the sum is taken over all values of an index appearing twice in a single term, if not stated otherwise.

In respect of the \( SU(3)_C \) gauge group, the quarks and leptons transform differently because only the former carry colour charge,

\[
q_{L,R}(x) \to \exp \left( -ig_3\alpha_3^a(x) \frac{\lambda^a}{2} \right) q_{L,R}(x),
\]

\[
\ell_{L,R}(x) \to \ell_{L,R}(x).
\]

Here, \( g_3 \) is the \( SU(3)_C \) gauge coupling and \( \alpha_3^a(x) \) is the corresponding gauge function. The \( \lambda^a/2 \) are the eight generators\(^2\) of the \( SU(3)_C \) and form a Lie algebra in the same way as the \( \tau^j/2 \) of the \( SU(2)_L \),

\[
\left[ \frac{\tau^j}{2}, \frac{\tau^k}{2} \right] = i\varepsilon^{jkl} \frac{\tau^l}{2},
\]

\[
\left[ \frac{\lambda^a}{2}, \frac{\lambda^b}{2} \right] = if^{abc} \frac{\lambda^c}{2},
\]

where \( \varepsilon^{jkl} \) and \( f^{abc} \) are the structure constants of the corresponding algebra.

### 1.1.3 Lagrangian Density

In the Lagrangian formalism, only one scalar function \( L \) is needed to completely describe a system by means of the principle of stationary action. The time integral over \( L \) yields the action, which is invariant under global symmetry transformations. If the described variable quantities are fields over the Minkowski space, \( L \) equals the space integral over a function of space-time, referred to as Lagrangian density \( \mathcal{L} \). After introduction of the gauge transformations (1.2) and (1.3) for all matter fields, the \( SU(3)_C \times SU(2)_L \times U(1)_Y \) gauge-invariant Lagrangian density reads

\[
\mathcal{L} = \mathcal{L}_{\text{matter}} + \mathcal{L}_{\text{gauge}}, \quad \text{where}
\]

\[
\mathcal{L}_{\text{matter}} = \bar{\ell}_{iL}i\not{D}\ell_{iL} + \bar{\ell}_{iR}i\not{D}\ell_{iR} + \bar{q}_{iL}i\not{D}q_{iL} + \bar{u}_{iR}i\not{D}u_{iR} + \bar{d}_{iR}i\not{D}d_{iR},
\]

\[
\mathcal{L}_{\text{gauge}} = -\frac{1}{4}F_{\mu\nu}^a F^{a}_{\mu\nu} - \frac{1}{4}W_{\mu}^{\mu}W^{\mu}_{\nu} - \frac{1}{4}B_{\mu}^{\mu}B_{\mu\nu}.
\]

The derivative operator \( \partial_{\mu} := \partial/\partial x^{\mu} \) is extended to the covariant derivative

\[
D_{\mu} = \partial_{\mu} + ig_3\frac{\lambda^a}{2}A^{a}_{\mu} + ig_2\frac{\tau^j}{2}W^j_{\mu} + ig_Y\frac{Y}{2}B_{\mu},
\]

\(^1\)The \( \tau^j \) are the Pauli matrices \([44]\). \( T^j \) is an alternative notation for the generators.

\(^2\)The \( \lambda^a \) are the Gell-Mann matrices \([44]\).
which ensures local gauge invariance if the introduced gauge fields $A_\mu^a$, $W_\mu^j$ and $B_\mu$ obey the following transformations in component fields:

\[
A_\mu^a \rightarrow A_\mu^a + \partial_\mu \alpha_3^a - g_3 f^{abc} A_\mu^b \alpha_3^c , \quad (a, b, c = 1, \ldots, 8) ,
\]

\[
W_\mu^j \rightarrow W_\mu^j + \partial_\mu \alpha_2^j - g_2 \varepsilon^{jkl} W_\mu^k \alpha_2^l , \quad (j, k, l = 1, 2, 3) ,
\]

\[
B_\mu \rightarrow B_\mu + \partial_\mu \alpha_Y .
\]

The field strength tensors, which are introduced in (1.5c), are defined as

\[
F_\mu^a_{\nu} = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a - g_3 f^{abc} A_\mu^b A_\nu^c ,
\]

\[
W_\mu^j_{\nu} = \partial_\mu W_\nu^j - \partial_\nu W_\mu^j - g_2 \varepsilon^{jkl} W_\mu^k W_\nu^l ,
\]

\[
B_\mu^\nu = \partial_\mu B_\nu - \partial_\nu B_\mu .
\]

As stated above, only the Lagrangian density (1.5a) is needed to derive physical observables predicted by a given theory in terms of scattering amplitudes. However, a closed-form expression of these quantities is usually not possible. Hence, a perturbative expansion in terms of the involved couplings is performed. The first non-vanishing order of this expansion is referred to as leading order (LO). Higher orders are usually denoted by prefixing the letter N for every order considered in the calculation, i.e. the next to leading order is abbreviated with NLO, etc.

A diagrammatic approach, proposed by Feynman in 1948 [48], is used to ease the calculations. If these diagrams do not contain closed lines, they are referred to as tree level. Higher order corrections often involve diagrams with closed lines, referred to as loops. These loops give rise to divergent expressions leading to infinities, hence meaningless results. This problem is cured by the procedure of renormalisation, and a theory to which it can be applied is called renormalisable. For details on renormalisability see, e.g. [49, 50].

1.1.4 Electroweak Symmetry Breaking

The gauge symmetries introduced in Section 1.1.2 forbid explicit mass terms for the gauge bosons in the Lagrangian density. However, the gauge bosons $W^\pm$ and $Z^0$, which were observed in 1983 for the first time [51–53], are massive. This implies that the $SU(2)_L \times U(1)_Y$ symmetry has to be broken at the electroweak scale $\sim m_W/m_Z$ to allow for gauge-boson-mass terms. In the SM, the masses are generated by means of the Brout–Englert–Higgs (BEH) mechanism [54–56], which introduces a complex scalar field. A non-vanishing vacuum expectation value (VEV) of the field is postulated that spontaneously breaks the $SU(2)_L \times U(1)_Y$ symmetries. The only remaining symmetry $U(1)_{em}$ is attributed to the electromagnetic interaction mediated by the massless photon.

The complex field, called Higgs field, introduced to implement Electroweak Sym-
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**Symmetry Breaking (EWSB),** is a scalar \( SU(2)_L \)-doublet \( \phi \) with \( Y = 1 \),

\[
\phi = \begin{pmatrix} \phi^+ \\ \phi^0 \end{pmatrix} \ .
\]  

(1.9)

The Lagrangian density is then extended by a gauge-invariant term

\[
\mathcal{L}_{\text{Higgs}} = (D_\mu \phi)^\dagger (D^\mu \phi) - V(\phi) 
\]

(1.10)

where \( V(\phi) \) is the Higgs potential with the maximum number of terms that fulfil the requirements of gauge invariance and renormalisability,

\[
V(\phi) = -\mu^2 \phi^\dagger \phi + \lambda (\phi^\dagger \phi)^2 , \quad \mu^2, \lambda > 0 
\]

(1.11)

The postulation of a non-vanishing VEV for the Higgs field,

\[
\langle \phi \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v \end{pmatrix} , \quad v = \sqrt{\frac{\mu^2}{\lambda}} 
\]

(1.12)

which is the minimum of \( V(\phi) \), leaves the vacuum no longer invariant under transformations of \( SU(2)_L \times U(1)_Y \). The symmetry is spontaneously broken. Expanding the Higgs field around \( v \),

\[
\phi = \left( \frac{1}{\sqrt{2}} [v + h(x) + iG^0] \right) 
\]

(1.13)

results in bilinear terms for the gauge bosons \( B_\mu \) and \( W^j_\mu \) because \( v \) is simply a number. Thus, the interaction terms of the gauge bosons with the Higgs field are reduced to a product of \( v \), two gauge boson fields, and the gauge coupling. From these bilinear terms, the gauge-boson mass matrix is constructed, which yields after diagonalisation the boson masses. The real field \( h(x) \) is the physical Higgs boson. The fields \( G^0 \) and \( G^\pm \) are the Goldstone bosons, which arise when breaking a continuous symmetry [57, 58]. These are unphysical and do not contribute to observable quantities. Because of the hereby introduced gauge-boson mixing terms, the gauge eigenstates are no longer the observable mass-eigenstates. The latter can be obtained via a rotation of the fields. Accordingly, one arrives at three massive gauge-bosons and a massless one

\[
W^\pm_\mu = \frac{1}{\sqrt{2}} \left( W^3_\mu \mp iW^2_\mu \right) , \quad m_W = \frac{g_2}{2} v = m_{Z^0} \cos \theta_W 
\]

(1.14a)

\[
Z_\mu = \cos \theta_W W^3_\mu - \sin \theta_W B_\mu , \quad m_{Z^0} = \frac{v}{2} \sqrt{g_Y^2 + g_2^2} 
\]

(1.14b)

\[
A_\mu = \sin \theta_W W^3_\mu + \cos \theta_W B_\mu , \quad m_A = 0 
\]

(1.14c)

Since \( A_\mu \) is massless, it can be identified with the photon of \( U(1)_{\text{em}} \). The electroweak
mixing angle $\theta_W$ has the following relations to the gauge couplings

$$
\sin \theta_W = \frac{g_Y}{\sqrt{g_Y^2 + g_2^2}}, \quad \cos \theta_W = \frac{g_2}{\sqrt{g_Y^2 + g_2^2}}.
$$

(1.15)

The generator of the electromagnetic charge $Q$ of the remaining $U(1)_{em}$ relates to the generators of the $SU(2)_L$ and $U(1)_Y$ via the Gell-Mann–Nishijima formula [59, 60],

$$
Q = \frac{\tau^3}{2} + \frac{Y}{2}.
$$

(1.16)

The corresponding gauge coupling $e$ is obtained as

$$
e = g_2 \sin \theta_W = g_Y \cos \theta_W.
$$

(1.17)

The non-vanishing VEV of the Higgs field yields via Yukawa interactions also the fermion mass terms of the SM, which would break gauge invariance if introduced explicitly,

$$
\mathcal{L}_{\text{Yukawa}} = -y^e_{ij} \bar{\ell}_i L \phi e_j R - y^d_{ij} \bar{q}_i L \phi d_j R - y^u_{ij} \bar{q}_i L \phi C u_j R + \text{h.c.},
$$

(1.18)

where $\phi^C = i\tau^2 \phi^\ast$ is the charge-conjugate Higgs field and $y^e_{ij}$ are the Yukawa couplings. The latter are, together with the already introduced four parameters $g_Y$, $g_2$, $\lambda$, and $\mu$, free parameters of the SM\(^3\). The fermion mass matrices are then

$$
m^e_{ij} = \frac{v}{\sqrt{2}} y^e_{ij} \phi^\ast, \quad m^d_{ij} = \frac{v}{\sqrt{2}} y^d_{ij} \phi^\ast, \quad m^u_{ij} = \frac{v}{\sqrt{2}} y^u_{ij} \phi^\ast.
$$

(1.19)

These mass matrices can be diagonalised by rotation matrices, which appear within the SM only in flavour-changing interactions. The specific product of the matrices appearing in these interaction terms is combined to the Cabibbo–Kobayashi–Maskawa (CKM) matrix [61, 62] for quarks, whereas for neutrinos the corresponding matrix is named after Pontecorvo, Maki, Nakagawa, and Sakata (PMNS) owing to their work on neutrino oscillation [63, 64].

1.1.5 Complete Standard Model Lagrangian Density

In the previous sections, the main parts of the SM Lagrangian density are described. In addition, there are two other contributions, $\mathcal{L}_{\text{ghost}}$ and $\mathcal{L}_{\text{Ri}}$, which are introduced by the quantisation procedure applied to the SM. The explicit formulas are not listed here for brevity. They are unphysical and cancel out in calculations of observable quantities like cross sections or decay widths.\(^4\)

The complete SM Lagrangian density is the sum of all before mentioned contribu-

---

\(^3\)One could also choose another set of equivalent parameterisations, like e.g. $e$, $s_W$, $m_Z^0$, and $m_h$, which can be more directly obtained in measurements.

\(^4\)Details on the quantisation can be found in [45].
1.2 Supersymmetry

A relatively large group of theories beyond the SM involves the concept of supersymmetry (SUSY), which connects bosonic and fermionic degrees of freedom. From the theoretical point of view, SUSY is motivated by the desire for a consistent combination of the space-time symmetries formulated in the Poincaré algebra (1.1) with

\[ \mathcal{L}_{\text{SM}} = \mathcal{L}_{\text{matter}} + \mathcal{L}_{\text{gauge}} + \mathcal{L}_{\text{Higgs}} + \mathcal{L}_{\text{Yukawa}} + \mathcal{L}_{\xi} + \mathcal{L}_{\text{ghost}}. \]  

1.1.6 Hierarchy Problem

Although the SM describes the currently known phenomena remarkably well, it is obviously incomplete since it cannot describe physics at the reduced Planck scale \( M_P = 2.43 \times 10^{18} \text{ GeV} \), where gravitational effects become important. Therefore, at some scale between the electroweak regime \( \sim m_W \) and \( M_P \), new physics phenomena, e.g. heavy particles, will most probably emerge.

This gives rise to a difficulty which is actually not a problem of the SM itself: The physical mass of the SM Higgs boson is very sensitive to the masses of possible new heavy particles. In higher-order corrections, like depicted in the one-loop Feynman diagrams in Fig. 1.2, quadratic dependencies on the masses of the heavy particles arise.

![Figure 1.2: One-loop quantum corrections to the Higgs squared mass parameter \( m_h^2 \), due to a scalar S (left), and a Dirac fermion f (right).](image)

The sign of contributions from scalar loops (see Fig. 1.2, left) is opposite to contributions from fermionic loops (see Fig. 1.2, right). The mass hierarchy between the Higgs boson mass at the order of \( 10^2 \text{ GeV} \) and the Planck scale at the order of \( 10^{18} \text{ GeV} \) would require an enormous fine-tuning of these contributions to obtain a physical mass at the weak scale. This is the hierarchy problem of the SM [16–19]. Because it is considered unnatural to achieve this mass hierarchy, one typically introduces an additional symmetry that connects the otherwise unrelated contributions. A promising candidate for such a symmetry is supersymmetry, which is introduced in the next section.

1.2 Supersymmetry

A relatively large group of theories beyond the SM involves the concept of supersymmetry (SUSY), which connects bosonic and fermionic degrees of freedom. From the theoretical point of view, SUSY is motivated by the desire for a consistent combination of the space-time symmetries formulated in the Poincaré algebra (1.1) with
the internal symmetries. The Coleman–Mandula theorem [65] states that all symmetry groups with bosonic generators decompose into a direct product of the Poincaré group and the internal symmetries. A symmetry between bosons and fermions evades this theorem [66]. This symmetry, called supersymmetry, has been observed first in the context of string theories [67–69] and has been later applied to quantum field theories [70, 71].

According to the Haag–Łopuszánski–Sohnius theorem [72], the only non-trivial extension of (1.1) is the introduction of \( N \) fermionic generators \( Q_i, i = 1, \ldots, N \). In four dimensions and provided that to date only fields with maximum spin 2 are describable, the maximum possible number of generators can be up to \( N = 8 \). However, only \( N = 1 \)-supersymmetric quantum field theories are suitable for the description of chiral fields [73]. Therefore, only \( N = 1 \) will be considered in the following. In Weyl spinor notation (see Appendix A.2), this yields in addition to the Poincaré algebra (1.1) the following relations for the introduced fermionic generators (see [72] or [74])

\[
\begin{align*}
\{ Q_A, 
\bar{Q}_\dot{B} \} &= 2 (\sigma^\mu)_{AB} P_\mu, \\
\{ Q_A, Q_B \} &= 0, \\
\{ \bar{Q}^\dot{A}, Q^B \} &= 2 (\bar{\sigma}^{\dot{A}B}) P_\mu, \\
\{ \bar{Q}^\dot{A}, \bar{Q}^{\dot{B}} \} &= 0, \\
\{ Q_A, P_\mu \} &= 0, \\
\{ \bar{Q}^\dot{A}, P_\mu \} &= 0, \\
\{ J_{\mu\nu}, Q_A \} &= - (\sigma_{\mu\nu})_A^{\dot{B}} Q_B, \\
\{ J_{\mu\nu}, \bar{Q}^\dot{A} \} &= - (\bar{\sigma}_{\mu\nu})_B^{\dot{A}} Q_B,
\end{align*}
\]

(1.21a)

with \( \sigma^\mu = (I, \sigma^p), \bar{\sigma}^\dot{A} = (I, -\sigma^p), \sigma^p(p = 1, 2, 3) \) being the Pauli matrices. The operators \( Q_A \) and \( \bar{Q}^\dot{A} \) transform bosonic states into fermionic states and vice versa. States which transform as irreducible representations of the super-Poincaré algebra in (1.1) and (1.21) form super multiplets. The simplest form requiring \( P^2 \neq 0 \) is the Wess–Zumino multiplet [75], which contains a two-component Weyl spinor and a complex scalar field. These can be interpreted as their respective superpartners. Since the mass operator \( P^2 \) commutes with \( Q_A \) and \( \bar{Q}^\dot{A} \), the Weyl fermion and the scalar field have equal mass in exact SUSY.

1.2.1 Superfield Formalism

In order to construct a supersymmetric theory it is advantageous to introduce the superspace, which is a product of the Minkowski space and a four-dimensional Grassmann space (see Appendix A.1). Functions defined on the superspace are called superfields and automatically preserve SUSY as is demonstrated in this section. Thus, the particle content of a given supersymmetric theory can be easily extended, if one adds a set of fields, that constitute a complete superfield. The particles known from the SM can then be identified with certain components of a superfield, while the remaining components predict the superpartners of the SM particles. Therefore, the superfield formalism is an elegant way to construct supersymmetric theories. The different types of superfields are reviewed that are needed to incorporate the SM particles within SUSY models.

The superspace coordinates are denoted with \((x^\mu, \theta^A, \bar{\theta}_{\dot{A}})\), where \( x^\mu \) is an element
of the Minkowski space and $\theta^A$, $\bar{\theta}_A$ ($A = 1, 2$) are Grassmann coordinates which span the Grassmannian subspace of the superspace. Grassmann variables are nilpotent, i.e. the products $\theta^i \theta^j$ and $\bar{\theta}_i \bar{\theta}_j$ vanish. Thus, superfields can be decomposed into a finite number of component fields,

$$F(z) \equiv F(x, \theta, \bar{\theta}) = f(x) + \sqrt{2} \theta \xi(x) + \sqrt{2} \bar{\theta} \bar{\xi}(x) + \theta \theta M(x) + \bar{\theta} \bar{\theta} N(x)$$

$$+ \theta \sigma^\mu \bar{\theta}_A(x) + \theta \bar{\theta} \theta \lambda(x) + \bar{\theta} \theta \theta \zeta(x) + \frac{1}{2} \theta \theta \bar{\theta} \bar{\theta} D(x), \quad (1.22)$$

where the notation $\theta \theta \equiv -2 \theta_1 \theta_2$, $\bar{\theta} \bar{\theta} \equiv -2 \bar{\theta}_1 \bar{\theta}_2$ is used. The fields $f(x)$, $M(x)$, $N(x)$ and $D(x)$ are scalar, $A_\mu(x)$ is a vector field, $\xi_A(x)$, $\zeta_A(x)$ are left-handed and $\lambda^A(x)$, $\bar{\lambda}^A(x)$ are right-handed Weyl spinor fields.

A global SUSY transformation on the superspace changes the superspace coordinates as follows

$$(x^\mu, \theta, \bar{\theta}) \rightarrow (x^\mu - i \theta \sigma^\mu \bar{\epsilon} + i \epsilon \sigma^\mu \bar{\theta}, \theta + \epsilon, \bar{\epsilon} + \bar{\theta}) \quad . \quad (1.23)$$

Thereby, one finds a representation of the generators $Q_A$ and $\bar{Q}^A$ on the superspace,

$$Q_A = -i \left( \partial_A + i \sigma^\mu_{AB} \bar{\theta}^B \partial_\mu \right) , \quad \bar{Q}^A = -i \left( \bar{\partial}^A + i \theta \sigma^\mu_{AB} \partial^B \partial_\mu \right) , \quad (1.24)$$

whereby the transformation of a general superfield (1.22) can be expressed using $Q_A$ and $\bar{Q}^A$ as

$$F \rightarrow F + i(\epsilon Q + \bar{\epsilon} \bar{Q}) F \quad . \quad (1.25)$$

If one expands the right hand side of (1.25), one observes that the $D$-component of $F$ is transformed into itself and a total derivative with respect to space-time. Since the latter yields no contribution to the action, one can construct supersymmetric actions from $D$-terms.

**Chiral Superfields**

In order to construct irreducible chiral multiplets, one defines the superfields $\Phi$ and $\Phi^\dagger$ which hold the conditions

$$\bar{D}_A \Phi = 0 \quad , \quad D_A \Phi^\dagger = 0 \quad . \quad (1.26)$$

The fields $\Phi$ and $\Phi^\dagger$ are called left- and right-chiral superfields. The derivative $D_A := \partial_A - i(\sigma^\mu)_{AB} \bar{\theta}^B \partial_\mu$ is defined such that it transforms covariant under (1.23). If one introduces left- and right-chiral superspace coordinates $y^\mu = x^\mu - i \theta \sigma^\mu \bar{\theta}$ and $\bar{y}^\mu = x^\mu + i \theta \sigma^\mu \theta$, one can decompose the chiral superfields:

$$\Phi(y, \theta) = \phi(y) + \sqrt{2} \theta \xi(y) + \theta \theta F(y) \quad , \quad (1.27a)$$

$$\Phi^\dagger(\bar{y}, \bar{\theta}) = \phi^\ast(\bar{y}) + \sqrt{2} \bar{\theta} \bar{\xi}(\bar{y}) + \bar{\theta} \bar{\theta} F^\ast(\bar{y}) \quad . \quad (1.27b)$$
The Weyl spinor $\xi(y)$ and the complex scalar field $\phi(y)$ are regarded as superpartners, and $F(y)$ is an auxiliary field. An important property of the $F$-component of a chiral superfield is that it transforms under (1.23) into itself and a total derivative with respect to space-time. This facilitates the construction of a general supersymmetric Lagrangian density from chiral superfields,

$$\mathcal{L} = \int d^4\theta \Phi_i^\dagger \Phi_i + \int d^2\theta \left( \mathcal{W}(\Phi_i) + \text{h.c.} \right), \quad (1.28a)$$

$$\mathcal{W}(\Phi_i) = a_i \Phi_i + \frac{1}{2} m_{ij} \Phi_i \Phi_j + \frac{1}{3!} y_{ijk} \Phi_i \Phi_j \Phi_k. \quad (1.28b)$$

The function $\mathcal{W}(\Phi_i)$ is the superpotential. The invariance of $\mathcal{L}$ under SUSY transformations implies that $\mathcal{W}$ is an analytic function of the left-chiral superfields $\Phi$, i.e. it does not contain any of the $\Phi^\dagger$ fields.

**Vector Superfields and Gauge Couplings**

Vector superfields $V(x, \theta, \bar{\theta})$ are superfields that fulfill the condition $V^\dagger = V$. This means, that the components $f$, $A_\mu$ and $D$ are real-valued and it holds $\bar{\chi} = \bar{\xi}$, $N = M^*$, $\zeta = \lambda$.

One can construct vector superfields out of chiral superfields. For instance, if $i\Lambda$ is a chiral superfield, the combination $(i\Lambda - i\Lambda^\dagger)$ is a vector superfield. This relation in connection with the property that the sum of vector superfields is again a vector superfield, allows the definition of an Abelian supergauge-transformation [76],

$$V \rightarrow V + i\Lambda - i\Lambda^\dagger. \quad (1.29)$$

The name “supergauge transformation” is justified because the $A_\mu$ component of $V$ transforms as under a classical Abelian gauge transformation $A_\mu \rightarrow A_\mu - 2\partial_\mu \Im \phi$. A vector superfield adopts in the Wess–Zumino gauge [75] a relatively simple form with respect to the general superfield (1.22):

$$V(z) = \theta \sigma^\mu \partial A_\mu(x) + \theta \theta \bar{\partial} \bar{\lambda}(x) + \bar{\theta} \bar{\theta} \theta \lambda(x) + \frac{1}{2} \theta \theta \bar{\theta} \bar{\theta} D(x), \quad (1.30)$$

where the components $f$, $\bar{\xi}$, $M$ are gauged to zero. The component fields $\lambda(x)$ and $\bar{\lambda}(x)$ can be interpreted as superpartners of the real-valued vector field $A_\mu(x)$ whereas $D(x)$ is another auxiliary field.

### 1.2.2 Supergauge Invariant Lagrangian Density

A supergauge transformation for a non-Abelian gauge group is defined as

$$\Phi \rightarrow \exp(-i\Lambda(z)) \Phi, \quad \bar{D}^a \Lambda^a(z) T^a = 0, \quad (1.31a)$$

$$\Phi^\dagger \rightarrow \Phi^\dagger \exp(+i\Lambda^\dagger(z)), \quad D_a \Lambda^a(z) T^a = 0, \quad (1.31b)$$
where $\Lambda(z) \equiv 2g\Lambda^a(z)T^a$, $\Lambda^a(z)$ is a vector superfield and $T^a$ are the generators of the gauge group. If one introduces a gauge vector superfield $V^a(z)$ which transforms as

$$e^V \rightarrow e^{-iA}e^V e^{iA}, \quad (1.32a)$$
$$e^{-V} \rightarrow e^{-iA}e^{-V} e^{iA}, \quad \text{with } V \equiv 2gV^a T^a, \quad (1.32b)$$

then terms like $\Phi^\dagger e^V \Phi$ are supergauge invariant. In order to construct kinetic terms for the gauge fields, one introduces the supersymmetric field strength tensor:

$$W_A = -\frac{1}{4} \bar{D} \bar{D} e^{-V} D_A e^V, \quad W_A = 2gW^a_A T^a, \quad (1.33a)$$
$$\bar{W}^\dagger_A = -\frac{1}{4} D D e^{V} \bar{D} e^{-V}, \quad \bar{W}^\dagger_A = 2g\bar{W}^\dagger A a T^a. \quad (1.33b)$$

It is evident from (1.32) that the hereby defined field strength tensors transform according to

$$W_A \rightarrow e^{-iA} W_A e^{iA}, \quad \bar{W}^\dagger_A \rightarrow e^{-iA} \bar{W}^\dagger_A e^{iA}. \quad (1.34)$$

This means that terms of the form $\text{Tr}[W^A W_A]$ and $\text{Tr}[\bar{W}^\dagger_A \bar{W}^\dagger_A]$ are gauge invariant. Thereby, one can construct the general supersymmetric and supergauge-invariant Lagrangian density

$$\mathcal{L} = \frac{1}{16g^2 C_r} \int d^2 \theta \ \text{Tr} \left[ W^A W_A + \bar{W}^\dagger_A \bar{W}^\dagger_A \right] + \int d^4 \theta \ \Phi^\dagger e^V \Phi + \int d^2 \theta \left( \mathcal{W}(\Phi) + \text{h. c.} \right), \quad (1.35)$$

where the superpotential $\mathcal{W}(\Phi)$ has to be gauge invariant. The constant $C_r$ is the representation invariant of the gauge group in the adjoint representation.

From (1.35) one can see that a supersymmetric theory is completely described by the particle content in terms of superfields, the gauge symmetries, and the interactions of the superfields contained in the superpotential. The much more complex structure of SUSY models with their many particles can be derived from the compact formulation in (1.35) by performing the integration and decomposing the superfields.

### 1.2.3 Soft Supersymmetry Breaking

As pointed out in the beginning of Section 1.2, the mass operator $P^2$ commutes with all other generators of the super-Poincaré algebra. That is, all component fields of a chiral or a vector superfield have the same mass. However, no superpartners of quarks, leptons, and gauge bosons with the corresponding masses have been observed [4]. Therefore, SUSY has to be a broken symmetry. However, an appropriate SUSY breaking needs to respect gauge symmetry and renormalisability, and should avoid the reintroduction of quadratic divergences, which cancel out in exact SUSY.
A solution in agreement with phenomenological constraints is the introduction of terms into the Lagrangian density, which are free parameters and explicitly break SUSY. Especially because the reintroduction of quadratic divergences is avoided, this mechanism is referred to as soft supersymmetry breaking (SSB). The general SSB Lagrangian density then reads \[ L_{SSB} = -\phi_j^*(m^2)_{ij}\phi_j + \left( \frac{1}{3!} A_{ijk}\phi_i\phi_j\phi_k - \frac{1}{2} B_{ij}\phi_i\phi_j + C_i\phi_i - \frac{1}{2} M\tilde{\lambda}^a\tilde{\lambda}^a + \text{h. c.} \right), \] where \( \phi \) is the scalar component of a chiral superfield and \( \tilde{\lambda}^a \) is the fermionic component of a vector superfield. In the literature it is common to introduce the parameters \( A_{ijk}, B_{ij}, \) and \( C_i \) by defining \( A_{ijk}, B_{ij}, \) and \( C_i \) as the product of the newly introduced parameters and the corresponding superpotential parameters:

\[ L_{SSB} = -\phi_j^*(m^2)_{ij}\phi_j + \left( \frac{1}{3!} (yA)_{ijk}\phi_i\phi_j\phi_k - \frac{1}{2} (\mu B)_{ij}\phi_i\phi_j + (hC)_i\phi_i - \frac{1}{2} M\tilde{\lambda}^a\tilde{\lambda}^a + \text{h. c.} \right). \]

The parameters \( A_{ijk}, B_{ij}, \) and \( C_i \) are called trilinear, bilinear, and linear soft-breaking parameters and are introduced for each superpotential parameter. The mass parameters \( M \) are called gaugino mass parameters and are introduced for each gauge-boson superpartner. The terms in (1.37) can be generated in various ways typically involving a hidden sector. Interactions between this hidden sector and the visible sector result in the soft SUSY breaking terms, e.g. via gravitational interactions in the gravity-mediated supersymmetry-breaking mechanism [29, 79].

1.3 The Minimal Supersymmetric Standard Model

With the superfield formalism introduced in the previous section, one has a recipe at hand to construct any supersymmetric model. As long as one uses superfields, the theory is automatically supersymmetric. This is analogous to using fields defined on Minkowski space to automatically construct a relativistic theory.

As pointed out in the beginning of this chapter, the SM describes the known phenomena with high precision. Therefore, it should be embedded in any realistic supersymmetric theory. The minimal approach to such a model with respect to its particle content is the Minimal Supersymmetric Standard Model (MSSM) [29, 30], which will be introduced in this section.

1.3.1 Symmetries and Particle Content

The MSSM obeys a supersymmetry with \( N = 1 \). The SM fermions correspond to Weyl spinors of chiral superfields, and the SM gauge bosons are described as vector
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fields from vector superfields. The remaining particles of the respective superfields define the superpartners of the SM particles.

In this subsection, the superfield formalism is used to construct the MSSM as a concrete model. Since the gauge group $SU(3)_C \times SU(2)_L \times U(1)_Y$ of the SM is kept, one needs a vector superfield for each generator of this gauge group. This automatically introduces the superpartners of the gauge bosons, called gauginos. These are summarised at the bottom of Tables 1.3 and 1.4, respectively.

Table 1.3: Superfields of the MSSM and their respective component fields (generation indices $i \in 1,2,3$, $a \in 1, \ldots, 8$ and $j \in 1,2,3$). The gauge superfields transform in the adjoint representation of the respective gauge group and are singlets with respect to the two other gauge groups.

<table>
<thead>
<tr>
<th>Superfield</th>
<th>Component Fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_i = (Q_u, Q_d)_i^T$</td>
<td>$\tilde{q}<em>{iL} = \tilde{u}</em>{iL} \tilde{d}_{iL}$</td>
</tr>
<tr>
<td>$\tilde{U}_i$</td>
<td>$\tilde{u}^*_{iR}$</td>
</tr>
<tr>
<td>$\tilde{D}_i$</td>
<td>$\tilde{d}^*_{iR}$</td>
</tr>
<tr>
<td>$L_i = (L_e, L_{\nu})_i^T$</td>
<td>$\tilde{e}<em>{iR} = \tilde{\nu}</em>{iL} \tilde{\nu}_{iL}$</td>
</tr>
<tr>
<td>$\tilde{E}_i$</td>
<td>$\tilde{e}^*_{iR}$</td>
</tr>
<tr>
<td>$H_1 = (H^0_1, H_1^-)^T$</td>
<td>$h_1 = (h^0_1, h^-_1)^T$</td>
</tr>
<tr>
<td>$H_2 = (H^0_2, H_2^0)^T$</td>
<td>$h_2 = (h^+_2, h^0_2)^T$</td>
</tr>
<tr>
<td>$V_g$</td>
<td>$\tilde{g}^a \not! ! ! a$</td>
</tr>
<tr>
<td>$V_W^\lambda$</td>
<td>$W^\lambda_j \not! ! ! \mu$</td>
</tr>
<tr>
<td>$V_Y$</td>
<td>$B^\mu \not! ! ! \mu$</td>
</tr>
</tbody>
</table>

For each matter particle, of the SM a superfield with the corresponding quantum numbers is introduced, i.e. the SM fermions get superpartners with spin 0 and the Higgs fields get spin-1/2 superpartners. In addition, the Higgs sector needs to be extended in supersymmetric theories, as will be discussed in the next subsection.

Higgs Sector of the MSSM

Similar to the SM, electroweak symmetry breaking in the MSSM is realised via the BEH mechanism. However, unlike the SM, the MSSM exhibits two Higgs doublets. This extended Higgs sector is required by the property of the superpotential (1.28b) to contain only left-chiral superfields. Therefore, one cannot simply generalise the Yukawa terms $y_{ij}^u \bar{q}_{iL} \phi^C u_{jR}$ of the SM introduced for the up-type fermions. This term contains the charge-conjugate Higgs field which has to be a component of a right-chiral field, while the other two would be components of left-chiral fields. Thus, one always needs two Higgs doublets, one is coupling to up-type fermions and one is coupling to down-type fermions, respectively.
Table 1.4: Dimensions of the representations of the MSSM superfields with respect to each of the MSSM gauge groups. For the abelian group $U(1)_Y$ the quantum number $Y/2$ is listed.

<table>
<thead>
<tr>
<th>Superfield</th>
<th>$SU(3)_C$</th>
<th>$SU(2)_L$</th>
<th>$U(1)_Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_i$</td>
<td>$3$</td>
<td>$2$</td>
<td>$\frac{1}{6}$</td>
</tr>
<tr>
<td>$\bar{U}_i$</td>
<td>$\bar{3}$</td>
<td>$1$</td>
<td>$-\frac{3}{3}$</td>
</tr>
<tr>
<td>$\bar{D}_i$</td>
<td>$\bar{3}$</td>
<td>$1$</td>
<td>$\frac{1}{3}$</td>
</tr>
<tr>
<td>$L_i$</td>
<td>$1$</td>
<td>$2$</td>
<td>$-\frac{1}{2}$</td>
</tr>
<tr>
<td>$\bar{E}_i$</td>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$H_1$</td>
<td>$1$</td>
<td>$2$</td>
<td>$-\frac{1}{2}$</td>
</tr>
<tr>
<td>$H_2$</td>
<td>$1$</td>
<td>$2$</td>
<td>$\frac{1}{2}$</td>
</tr>
<tr>
<td>$V_{q}^a$</td>
<td>$8$</td>
<td>$1$</td>
<td>$0$</td>
</tr>
<tr>
<td>$V_{W}^j$</td>
<td>$1$</td>
<td>$3$</td>
<td>$0$</td>
</tr>
<tr>
<td>$V_{Y}$</td>
<td>$1$</td>
<td>$1$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

Another reason for having two doublets are gauge anomalies arising in triangular diagrams of three abelian gauge bosons as external particles. At lowest order of perturbation theory this diagram is forbidden by the gauge symmetries. Therefore, it must not be generated at higher orders in perturbation theory, i.e. the sum of diagrams like in Fig. 1.3 must vanish. In the case of the $U(1)_Y$ symmetry, this means that $\sum_n Y_n = 0$ must hold. In the SM, this is accidentally fulfilled, but the additional particles in the MSSM would violate this condition without an additional Higgs doublet. Having justified the need of two Higgs doublets, the implications on the phenomenology of the scalar part of the Higgs doublets are described in the following.

![Triangular diagram of three abelian gauge bosons at one-loop order.](image)

Figure 1.3: Triangular diagram of three abelian gauge bosons at one-loop order.

The scalar $SU(2)_L$-doublet $h_1$ couples only to down-type fermions, whereas the second Higgs doublet $h_2$ couples only to up-type fermions. The two doublets read in
components
\[ h_1 = \left( \begin{array}{c} h_1^0 \\ h_1^- \end{array} \right), \quad h_2 = \left( \begin{array}{c} h_2^+ \\ h_2^0 \end{array} \right) \]
and can be expanded analogous to the SM to
\[ h_1 = \left( \frac{1}{\sqrt{2}} (v_1 + \phi_1^0 - i \gamma_1^0) \right), \quad h_2 = \left( \frac{1}{\sqrt{2}} (v_2 + \phi_2^0 - i \gamma_2^0) \right), \]
around their VEVs \( v_1 \) and \( v_2 \). Assuming \( CP \) conservation, one gets after diagonalisation of the Higgs mass matrices five physical Higgs bosons. Two \( CP \)-even states \( h \) and \( H \), one \( CP \)-odd state \( A \), and two charged states \( H^\pm \). The remaining degrees of freedom are absorbed by the gauge bosons, which acquire mass analogous to the SM. The ratio of the two VEVs is defined as
\[ \tan \beta = \frac{v_2}{v_1}. \]

The mass parameter of the \( CP \)-odd Higgs boson, \( M_A \), and \( \tan \beta \) are free parameters of the MSSM and govern the phenomenology of the Higgs sector at tree level. The supersymmetric partners of the Higgs bosons, the Higgsinos, will be covered in the next subsection.

Neutralinos and Charginos

Due to EWSB the fermionic components of the gauge superfields and the Higgs superfields can mix with each other. Since \( U(1)_{em} \) remains unbroken, charged and neutral particles mix separately. The former are referred to as charginos and their corresponding mass term in the Lagrangian density reads
\[ \mathcal{L}_{\text{char, mass}} = - (\psi^-)^T X \psi^+ + \text{h. c.}, \]
where the two-dimensional vectors \( \psi^- \), \( \psi^+ \) are composed of two-component Weyl spinors of the charged gauginos and higgsinos,
\[ \psi^+ = \left( \begin{array}{c} \tilde{\lambda}^+ \\ \tilde{h}_2^+ \end{array} \right), \quad \psi^- = \left( \begin{array}{c} \tilde{\lambda}^- \\ \tilde{h}_1^- \end{array} \right), \quad \tilde{\lambda}^\pm = \frac{1}{\sqrt{2}} \left( \tilde{\lambda}_W^1 \mp i \tilde{\lambda}_W^2 \right). \]
The mixing matrix \( X \) is given by the soft-breaking parameters in (1.37) and terms induced by EWSB,
\[ X = \left( \begin{array}{cc} M_2 & \sqrt{2} m_W \sin \beta \\ \sqrt{2} m_W \cos \beta & \mu \end{array} \right). \]
Here, \( m_W \) is the W-boson mass and \( M_2 \) is the Wino mass parameter, which is the soft-breaking parameter of the superpartner of the W boson. The parameter \( \mu \) is a dimensionful superpotential parameter, which is also referred to as Higgsino mass.
parameter. This parameter poses certain problems that motivate an extension of the MSSM as discussed in Section 1.3.3.

The matrix $X$ can be diagonalised by two rotation matrices $U$ and $V$, which yields four two-component chargino mass-eigenstates. These can be combined to two four-component Dirac spinors $\tilde{\chi}_1^\pm$ and (1.41) then reads

$$\mathcal{L}_{\text{char,mass}} = -\sum_{i=1}^{2} m_{\tilde{\chi}_i} \overline{\chi}_i^+ \chi_i^- ,$$  \hspace{1cm} (1.44)

with the chargino masses

$$m_{\tilde{\chi}_1,2}^2 = \frac{1}{2} \left[ M_2^2 + \mu^2 + 2m_W^2 \right. \pm \sqrt{(M_2^2 + \mu^2 + 2m_W^2)^2 - 4(M_2\mu - m_W^2 \sin 2\beta)^2} \right].$$  \hspace{1cm} (1.45)

The Lagrangian density of the mixing neutral gauginos and Higgsinos can be obtained analogous to the charginos:

$$\mathcal{L}_{\text{neu,mass}} = -\frac{1}{2} (\psi^0)^T Y \psi^0 + h. c. ,$$  \hspace{1cm} (1.46)

where the neutral fields involved can be written in the vector

$$\psi^0 = (\tilde{\lambda}_Y^0, \overline{\tilde{\lambda}}_W^3, \tilde{h}_1^0, \tilde{h}_2^0)^T .$$  \hspace{1cm} (1.47)

The mass matrix $Y$ for these fields reads

$$Y = \begin{pmatrix} M_1 & 0 & -\frac{1}{2} g_1 v_1 & \frac{1}{2} g_1 v_2 \\ 0 & M_2 & \frac{1}{2} g_2 v_1 & -\frac{1}{2} g_2 v_2 \\ -\frac{1}{2} g_1 v_1 & \frac{1}{2} g_2 v_1 & 0 & -\mu \\ \frac{1}{2} g_1 v_2 & -\frac{1}{2} g_2 v_2 & -\mu & 0 \end{pmatrix} .$$  \hspace{1cm} (1.48)

In addition to the already introduced parameters, there is now the soft-breaking Bino mass parameter $M_1$. After diagonalisation of $Y$ one obtains four Weyl-spinor mass-eigenstates, which can be combined to four Majorana spinors $\tilde{\chi}_i^0$ ($i = 1, \ldots, 4$), i.e. they are their own antiparticles. Equation (1.46) then reads

$$\mathcal{L}_{\text{neu,mass}} = -\frac{1}{2} \sum_{i=1}^{4} m_{\tilde{\chi}_i} \overline{\tilde{\chi}}_i^0 ,$$  \hspace{1cm} (1.49)

### Sfermions

The remaining sector of the MSSM particle spectrum are the superpartners of the SM fermions, called squarks and sleptons and commonly denoted as sfermions. Their masses are given by the Yukawa couplings of the SM fermions, the corresponding soft-breaking parameters, and also by Higgs-related parameters as $\tan\beta$ via the BEH.
mechanism. Thus, a thorough understanding of these relations is beneficial to comprehend the interplay between the individual particle sectors of the MSSM and related models.

The mass terms of the sfermions in the MSSM Lagrangian density can be written in the compact form

$$\mathcal{L}_{\tilde{f} \text{bil}} = - \sum \tilde{f}^\dagger \mathcal{M}_\tilde{f}^2 \tilde{f},$$

(1.50)

where $\mathcal{M}_\tilde{f}^2$ is the sfermion mass matrix and $\tilde{f}$ is the vector which contains all mixing sfermions for a certain mixing sector. In the MSSM one has

- up-sleptons: $\tilde{f} = (\tilde{\nu}_e, \tilde{\nu}_\mu, \tilde{\nu}_\tau)^T$,

(1.51a)

- down-sleptons: $\tilde{f} = (\tilde{e}_L, \tilde{\mu}_L, \tilde{\tau}_L, \tilde{e}_R, \tilde{\mu}_R, \tilde{\tau}_R)^T$,

(1.51b)

- up-squarks: $\tilde{f} = (\tilde{u}_L, \tilde{c}_L, \tilde{t}_L, \tilde{u}_R, \tilde{c}_R, \tilde{t}_R)^T$,

(1.51c)

- down-squarks: $\tilde{f} = (\tilde{d}_L, \tilde{s}_L, \tilde{b}_L, \tilde{d}_R, \tilde{s}_R, \tilde{b}_R)^T$.

(1.51d)

For example, the mass matrix of up-squarks is

$$\mathcal{M}_\tilde{u} = \begin{pmatrix} \mathcal{M}_{11} & m_{ii}^u \left( A_{ii}^u - \frac{\mu \tan \beta}{\sqrt{2}} \right) \\ m_{ii}^{u*} \left( A_{ii}^{u*} - \frac{\mu \tan \beta}{\sqrt{2}} \right) & \mathcal{M}_{22} \end{pmatrix},$$

(1.52a)

$$\mathcal{M}_{11} = m_{u_{\text{bit}}}^2 + m_{Z^0}^2 \cos 2 \beta \left( \frac{1}{2} - \frac{2}{3} s_W^2 \right) + |m_{ii}^u|^2,$$

(1.52b)

$$\mathcal{M}_{22} = m_{u_{\text{bit}}}^2 + \frac{2}{3} m_{Z^0}^2 \cos 2 \beta s_W^2 + |m_{ii}^u|^2,$$

(1.52c)

where mixing of sfermions of different flavours has been neglected because those terms are very small compared to the soft-breaking terms in $\mathcal{M}_\tilde{u}$. These are, in addition to the already introduced parameters, the soft-breaking mass terms for the squarks $m_{u_{\text{bit}}}^2$, $m_{u_{\text{bit}}}^2$, and the soft-breaking terms $A_{ii}^u$ corresponding to the Yukawa couplings. The quark mass terms $|m_{ii}^u|^2$ are defined as in (1.19). The mass matrix $\mathcal{M}_\tilde{f}^2$ can be diagonalised with a unitary matrix $W^f$, which yields

$$\mathcal{L}_{\tilde{f} \text{bil}} = - \sum \tilde{f}^\dagger W^f \mathcal{M}_\tilde{f}^2 W^f \tilde{f} = - \sum \tilde{f}^m \mathcal{M}_\tilde{f}^2 \tilde{f}^m,$$

(1.53)

where $M_f^2 = W^f \mathcal{M}_\tilde{f}^2 W^f$ is diagonal and $\tilde{f}^m = W^f \tilde{f}^m$ are mass eigenstates. In the following, flavour mixing is neglected like in (1.52) such that only left- and right-handed sfermions of the same type mix. The matrix $W^f$ then reads for one generation

$$W^f = \begin{pmatrix} \cos \theta_f & -\sin \theta_f \\ \sin \theta_f & \cos \theta_f \end{pmatrix},$$

(1.54)
where $\theta_f$ is the mixing angle for the respective sfermion and generation. The mass eigenstates of a certain type are then denoted with the numbers 1, 2 according to their mass

\[
\begin{align*}
\text{up-sleptons: } & \tilde{\Phi}^m = (\tilde{\nu}_e, \tilde{\nu}_\mu, \tilde{\nu}_\tau)^T, \quad (1.55a) \\
\text{down-sleptons: } & \tilde{\Phi}^m = (\tilde{\nu_1}, \tilde{\nu_2}, \tilde{\nu_3})^T, \quad (1.55b) \\
\text{up-squarks: } & \tilde{\Phi}^m = (\tilde{u}_1, \tilde{c}_1, \tilde{t}_1)^T, \quad (1.55c) \\
\text{down-squarks: } & \tilde{\Phi}^m = (\tilde{d}_1, \tilde{s}_1, \tilde{b}_1)^T. \quad (1.55d)
\end{align*}
\]

### 1.3.2 Complete MSSM Lagrangian Density

Using the general supersymmetric Lagrangian density (1.35), one just needs to insert the above-mentioned superfields to obtain the MSSM Lagrangian density. The only non-trivial part is the superpotential, which in case of the MSSM is given as

\[
W_{\text{MSSM}} = y_u (Q \cdot H_2) \tilde{U} - y_d (Q \cdot H_1) \tilde{D} - y_e (L \cdot H_1) \tilde{E} - \mu (H_1 \cdot H_2) . \quad (1.56)
\]

Here, $(A \cdot B)$ is an $SU(2)_L$-invariant product. The $y$ are the generalised supersymmetric Yukawa couplings and are dimensionless. The only dimensionful parameter is $\mu$, which will be discussed in more detail in Section 1.3.3.

The soft-breaking part of the MSSM Lagrangian density, following the general formula (1.37), reads

\[
L_{\text{MSSM}}^{\text{SSB}} = -m_{\tilde{u}_L}^2 |\tilde{u}_L|^2 - m_{\tilde{d}_R}^2 |\tilde{d}_R|^2 - m_{\tilde{l}_L}^2 |\tilde{l}_L|^2 - m_{\tilde{e}_R}^2 |\tilde{e}_R|^2 \\
- m_{\tilde{h}_1}^2 |\tilde{h}_1|^2 - m_{\tilde{h}_2}^2 |\tilde{h}_2|^2 \\
- \left[ \mu B_\mu (h_1 \cdot h_2) + (y^e A^e)(h_1 \cdot \tilde{l}_L)\tilde{e}_R^* \\
+ (y^d A^d)(h_1 \cdot \tilde{q}_L)\tilde{d}_R + (y^n A^n)(\tilde{q}_L \cdot h_2)\tilde{u}_R + \text{h.c.} \right] \\
- \frac{1}{2} \left( M_3 \tilde{g} \tilde{g} + M_2 \tilde{\lambda}_W \tilde{\lambda}_W + M_1 \tilde{\lambda}_Y \tilde{\lambda}_Y + \text{h.c.} \right). \quad (1.57)
\]

The first two lines contain the soft-breaking squark-, slepton-, and Higgs-masses, the third and fourth line contain the bilinear and trilinear soft-breaking terms which are associated to the $\mu$ term and the Yukawa couplings, and the last line contains the gaugino masses, i.e. gluino-, wino-, and bino- mass parameter.

### R-Parity

The MSSM superpotential (1.56) is the minimal version needed to produce a phenomenological viable model. However, the general MSSM superpotential would contain terms which violate either conservation of baryon number $B$ or lepton number $L$. 

---

1 The Standard Model and its Supersymmetric Extensions
These terms would read as follows

\[ W_{\Delta L=1} = \frac{1}{2} \lambda^{ijk} (L_i \cdot L_j) \bar{E}_k + \lambda^{ijk} (L_i \cdot Q_j) \bar{D}_k + \mu^i (L_i \cdot H_2) , \]  
\[ W_{\Delta B=1} = \frac{1}{2} \lambda''^{ijk} \bar{U}_i \bar{D}_j \bar{D}_k , \]

where \( i, j, k \) are family indices. The superfields carry baryon number \( B = +1/3 \) for \( Q_i \), \( B = -1/3 \) for \( \bar{U}_i, \bar{D}_i \) and \( B = 0 \) for all other fields. The lepton numbers are \( L = +1 \) for \( L_i \), \( L = -1 \) for \( \bar{E}_i \) and \( L = 0 \) for all others. That means, the terms in (1.58) violate the conservation of baryon number and lepton number by one unit, each.

The existence of these terms is problematic because they would lead to rapid proton decay via diagrams like the one given in Fig. 1.4 [80]. In addition to the depicted process, there are further experimental constraints on the violation of lepton and baryon number [81–92].

![Figure 1.4](image-url)

**Figure 1.4:** Tree-level Feynman diagram contributing to the proton decay. The decay is mediated via \( R \)-parity-violating couplings.

In principle one could postulate exact conservation of baryon number and lepton number. However, it is already known that they are violated by non-perturbative electroweak effects [93]. Therefore, a new symmetry is added to the MSSM, which eliminates the terms in (1.58), while allowing the terms in (1.56). This symmetry is called \( R \)-parity and is formulated as a multiplicatively conserved quantum number defined by

\[ P_R = (-1)^{3(B-L)+2s} , \]

where \( s \) is the spin of the particle. By that definition, all SM particles have \( P_R = +1 \) and all supersymmetric particles carry \( P_R = -1 \). This symmetry has three important consequences for the phenomenology at collider experiments:

- Supersymmetric particles are produced in even numbers.
- Each supersymmetric particle must decay into a final state with an odd number of LSPs.
- The lightest supersymmetric particle (LSP) must be stable. If it is neutral and interacts only weakly, it is eligible to serve as a dark matter candidate.
1.3.3 \( \mu \) Problem

Although the MSSM offers a solution to the hierarchy problem and other issues, it introduces another problem connected with hierarchy. The superpotential (1.56) contains the dimensionful parameter \( \mu \), which gives rise to the \( \mu \) problem of the MSSM [94]. Since \( \mu \) is a parameter of the superpotential, which might be generated via a mechanism at the grand unification (GUT) scale \( M_{\text{GUT}} \), it should be of the order of \( M_{\text{GUT}} \). However, EWSB in the MSSM yields a relation between \( \mu \), the EWSB parameter \( \tan \beta \), and the SUSY-breaking parameters \( m_{h_1}^2 \), \( m_{h_2}^2 \),

\[
\mu^2 = \frac{m_{h_1}^2 - m_{h_2}^2 \tan^2 \beta}{\tan^2 \beta - 1} - \frac{1}{2} m_Z^2 .
\]  

(1.60)

If there are no large fine-tuned cancellations, \( \mu \) has to be either at the order of the electroweak scale or at the order of the SUSY-breaking scale. Removing the parameter by an imposed symmetry, e.g. \( Z_3 \), and thereby hiding the problem, would lead to massless Higgsinos, which is in conflict with phenomenological constraints. Therefore, one has again the question for the natural scale of a model parameter. This question is addressed by the model described in the following section.

1.4 The Next-to-Minimal Supersymmetric Standard Model

A main motivation for a non-minimal extension of the SM is the \( \mu \) problem mentioned in the previous section. A very promising approach that solves the problem, but still preserves the supersymmetric properties is the Next-to-Minimal Supersymmetric Standard Model (NMSSM) [23–27].

1.4.1 Symmetries and Particle Content

The model keeps the (MS)SM gauge group \( SU(3)_C \times SU(2)_L \times U(1)_Y \). The extension comprises an additional superfield which transforms as a singlet with respect to the gauge groups of the model, i.e. it does not couple to the fields of the gauge bosons and gauginos. The interactions with the other fields are given in the superpotential of the NMSSM\(^5\),

\[
\mathcal{W}^{\text{NMSSM}} = y_u(Q \cdot H_2)\bar{U} - y_d(Q \cdot H_1)\bar{D} - y_e(L \cdot H_1)\bar{E} - \lambda S(H_1 \cdot H_2) + \frac{1}{3} \kappa S^3 ,
\]

(1.61)

where the singlet superfield couples only to the two Higgs doublets with \( \lambda \) and to itself via \( \kappa \). Note, that the \( \mu \) parameter is not present in the superpotential anymore, but it is generated dynamically similar to the way SM fermions acquire their masses.

\(^5\)To be more precise, it is the \( Z_3 \)-symmetric NMSSM. See [95,96] for details.
Also the scalar component of the singlet superfield acquires a VEV leading to an effective $\mu$ term

$$\mu_{\text{eff}} = \lambda v_s.$$  \hfill (1.62)

This way, a fixed scale for this parameter is avoided.

The new superfield and the accompanying parameters of the superpotential also lead to further SUSY-breaking parameters, that influence the mass matrices of the Higgs and neutralino sector,

$$\mathcal{L}_{\text{SSB}}^{\text{NMSSM}} = \mathcal{L}_{\text{SSB}}^{\text{MSSM}} + m_S^2 s^2 - \lambda A \lambda s (h_1 \cdot h_2) + \frac{1}{3} \kappa A \kappa s^3,$$  \hfill (1.63)

where $s$ is the scalar component of the singlet superfield.

The newly introduced singlet leaves the largest part of the MSSM untouched, but results in three additional particles in the Higgs and neutralino sector of the model. Their masses and interactions with the other fields are described in the following.

**Higgs Sector of the NMSSM**

Electroweak symmetry breaking in the NMSSM is implemented similarly to the MSSM, i.e. the two doublets are expanded around their VEVs as in (1.39), and the singlet field has the expansion

$$s = v_s + \frac{1}{\sqrt{2}} (\phi_s + i \gamma_s).$$  \hfill (1.64)

Assuming $CP$ conservation in the Higgs sector, one obtains after EWSB and diagonalisation of the Higgs mass matrices seven physical Higgs bosons: three $CP$-even states $h_1$, $h_2$ and $h_3$, two $CP$-odd states $a_1$ and $a_2$, and two charged states $H^\pm$. The remaining degrees of freedom are again absorbed by the gauge bosons, which acquire mass analogous to the SM and MSSM. The parameter $\tan \beta$ is defined as for the MSSM in (1.40).

Typically, one of the $CP$-even Higgs bosons can have a sizeable singlet admixture, which leads to very interesting phenomenological aspects as will be discussed in Section 1.4.2.

**Neutralinos and Charginos**

The fermionic component $\tilde{s}$ of the newly introduced singlet superfield $S$ is called *singlino* and mixes with the existing four neutralinos known from the MSSM. The neutralino mass term in the Lagrangian density has the same form as for the MSSM in (1.46). However, the vector $\psi^0$ is five-dimensional in the NMSSM,

$$\psi^0 = (\tilde{\chi}_Y^0, \tilde{\chi}_W^+ h_1^0 h_2^0 \tilde{s})^T.$$  \hfill (1.65)
The mass matrix $Y$ for these fields reads

$$
Y = \begin{pmatrix}
M_1 & 0 & -\frac{1}{2}g_1v_1 & \frac{1}{2}g_1v_2 & 0 \\
0 & M_2 & \frac{1}{2}g_2v_1 & -\frac{1}{2}g_2v_2 & 0 \\
-\frac{1}{2}g_1v_1 & \frac{1}{2}g_2v_1 & 0 & -\mu_{\text{eff}} & -\lambda v_2 \\
\frac{1}{2}g_1v_2 & -\frac{1}{2}g_2v_2 & -\mu_{\text{eff}} & 0 & -\lambda v_1 \\
0 & 0 & -\lambda v_2 & -\lambda v_1 & 2\kappa v_s
\end{pmatrix}.
$$

The upper left part of (1.66) is identical to (1.48). The matrix in (1.66) can be diagonalised which yields five neutralino states $\tilde{\chi}_i^0$ ($i = 1, \ldots, 5$).

The chargino sector of the NMSSM is identical to the chargino sector of the MSSM with $\mu_{\text{eff}}$ instead of $\mu$, i.e. one has the chargino states $\tilde{\chi}_1^\pm, \tilde{\chi}_2^\pm$.

### 1.4.2 NMSSM Benchmark Scenarios

The extension of the particle content described above leads also to a rather generic feature of the NMSSM and other singlet extensions of the minimal model. The lightest $CP$-even Higgs boson $h_1$ has suppressed couplings to gauge bosons if it is mainly singlet-like, i.e. if the physical state $h_1$ obtained after diagonalisation of the $CP$-even mass matrix has a high admixture of the gauge singlet $s$. This suppression evades the experimental lower bounds on the Higgs boson mass given by the existing Higgs searches [97] and a Higgs boson with a mass even below $m_Z$ is therefore not excluded. Light-Higgs-boson benchmark scenarios, i.e. NMSSM parameter settings representative for the above described variant of the model, are discussed in the following.

#### Modified P4 Benchmark Scenario

The $P_4$ benchmark scenario of the NMSSM [98] is of special importance for light-Higgs-boson searches as pointed out in [99]. Adjustments of the soft-breaking parameter $A_\kappa$ in this scenario are made in order to obtain different $h_1$ masses leading to the modified $P_4$ benchmark scenario, whose masses and parameters are listed in Tables 1.5, 1.6. The $h_1$-mass values considered in this thesis are within $30 – 100$ GeV.

It features two important aspects: It has a light Higgs boson $h_1$, that decays predominantly into b quarks because these are the heaviest particles in the available phase space. The superpotential (1.61) contains no couplings between the pure singlet and the matter fields, thus the $h_1$ decay into SM fermions is only possible because of the non-zero Higgs-doublet component of $h_1$. The second interesting feature is the second lightest $CP$-even Higgs boson $h_2$, which is SM-like with a mass at $\approx 125$ GeV. Thus, it can be identified with the observed Higgs boson. The latter point is achieved by adjusting the trilinear soft-breaking parameters $A_t$, $A_b$, and $A_\tau$ (see Table 1.6). The tuning of the $h_2$ mass to the mass of the observed Higgs boson is a modification of the scenario described [99], which also contains only one $h_1$-mass point with $m_{h_1} = 40$ GeV, in contrast to this thesis.
Table 1.5: Mass spectrum of the Higgs sector (top) and neutralino/chargino sector (bottom) in the modified NMSSM P4 scenario for example parameter points.

<table>
<thead>
<tr>
<th>Mass (GeV)</th>
<th>h_1</th>
<th>h_2</th>
<th>h_3</th>
<th>a_1</th>
<th>a_2</th>
<th>H^±</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>125.3</td>
<td>577</td>
<td>185</td>
<td>577</td>
<td>565</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>125.3</td>
<td>577</td>
<td>163</td>
<td>577</td>
<td>566</td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>125.3</td>
<td>577</td>
<td>132</td>
<td>577</td>
<td>566</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mass (GeV)</th>
<th>\tilde{\chi}^0_1</th>
<th>\tilde{\chi}^0_2</th>
<th>\tilde{\chi}^0_3</th>
<th>\tilde{\chi}^0_4</th>
<th>\tilde{\chi}^0_5</th>
<th>\tilde{\chi}^±_1</th>
<th>\tilde{\chi}^±_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>97.8</td>
<td>227</td>
<td>228</td>
<td>304</td>
<td>622</td>
<td>208</td>
<td>622</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.6: Relevant parameters of the Higgs sector (top) and other sectors (bottom) in the modified NMSSM P4 scenario for an example parameter point ($m_{h_1} = 65$ GeV).

<table>
<thead>
<tr>
<th>Higgs Sector Parameter</th>
<th>\tan \beta</th>
<th>\lambda</th>
<th>\kappa</th>
<th>A_\lambda</th>
<th>A_\kappa</th>
<th>\mu_{\text{eff}}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.6</td>
<td>0.6</td>
<td>0.12</td>
<td>-510 GeV</td>
<td>161.3 GeV</td>
<td>-200 GeV</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Non-Higgs Sector Parameter</th>
<th>M_1</th>
<th>M_2</th>
<th>M_3</th>
<th>A_\tau</th>
<th>A_b</th>
<th>A_t</th>
<th>M_{\text{SUSY}}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>300 GeV</td>
<td>600 GeV</td>
<td>1.0 TeV</td>
<td>1.1 TeV</td>
<td>1.1 TeV</td>
<td>1.1 TeV</td>
<td>1.0 TeV</td>
</tr>
</tbody>
</table>

In this scenario, the squark and gluino masses are at the same values and therefore, the production of coloured SUSY particles includes all four production mechanisms

- gluino-gluino ($pp \rightarrow \tilde{g}\tilde{g}$, see Appendix B, Figs. B.1, B.2),
- squark-gluino ($pp \rightarrow \tilde{q}\tilde{g}$, see Appendix B, Fig. B.3),
- squark-squark ($pp \rightarrow \tilde{q}\tilde{q}$, see Appendix B, Figs. B.4, B.5),
- squark-antisquark ($pp \rightarrow \tilde{q}\tilde{\bar{q}}$, see Appendix B, Figs. B.4, B.5).

The respective cross sections, calculated with PROSPINO [100], are listed in Table 1.7. These processes have an impact on the $h_1$ production cross sections in SUSY cascades as described in Section 1.5.2.

**Decoupled Squarks Scenario**

A scenario similar to the above-mentioned modified P4 scenario is the *decoupled squarks scenario*, which has slightly different physics assumptions, leading to a different signal topology yet preserving a light Higgs boson. The main difference is that
Table 1.7: Cross sections for the various processes of coloured SUSY particle production in the modified P4 scenario. The values are calculated with prospino 2.1. Their uncertainties vary within 10–30%, depending on the process.

<table>
<thead>
<tr>
<th>Subprocess</th>
<th>$\sigma^{LO}$ (pb)</th>
<th>$\sigma^{NLO}$ (pb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gluino-gluino (pp $\to$ $\tilde{g}\tilde{g}$)</td>
<td>$0.184 \times 10^{-2}$</td>
<td>$0.624 \times 10^{-2}$</td>
</tr>
<tr>
<td>squark-gluino (pp $\to$ $\tilde{q}\tilde{g}$)</td>
<td>$0.290 \times 10^{-1}$</td>
<td>$0.499 \times 10^{-1}$</td>
</tr>
<tr>
<td>squark-squark (pp $\to$ $\tilde{q}\tilde{q}$)</td>
<td>$0.454 \times 10^{-1}$</td>
<td>$0.530 \times 10^{-1}$</td>
</tr>
<tr>
<td>squark-antisquark (pp $\to$ $\tilde{q}\tilde{q}$)</td>
<td>$0.752 \times 10^{-2}$</td>
<td>$0.115 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

the common sfermion-mass parameter $M_{\text{SUSY}}$ is set to 2 TeV, thus leading to practically decoupled squarks. In order to maintain an $h_2$ boson at a mass of 125 GeV, the trilinear soft-breaking terms have to be adjusted (see Tables 1.8, 1.9). This scenario has been devised for this thesis to study the dependence of the Higgs production rate on the neutralino spectrum, while keeping the number of relevant parameters as low as possible. Therefore, the gaugino mass parameters $M_1$, $M_2$ and the gluino mass parameter $M_3$ vary as listed in Table 1.10.

Table 1.8: Mass spectrum of the Higgs sector (top) and neutralino/chargino sector (bottom) in the decoupled squarks scenario of the NMSSM for an example parameter point ($m_{h_1} = 65$ GeV, $M_1 = 350$ GeV, $M_2 = 600$ GeV, $M_3 = 1$ TeV).

<table>
<thead>
<tr>
<th>Mass (GeV)</th>
<th>h_1</th>
<th>h_2</th>
<th>h_3</th>
<th>a_1</th>
<th>a_2</th>
<th>H^±</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>65</td>
<td>125</td>
<td>575</td>
<td>175</td>
<td>574</td>
<td>566</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mass (GeV)</th>
<th>$\tilde{\chi}^0_1$</th>
<th>$\tilde{\chi}^0_2$</th>
<th>$\tilde{\chi}^0_3$</th>
<th>$\tilde{\chi}^0_4$</th>
<th>$\tilde{\chi}^0_5$</th>
<th>$\tilde{\chi}^+_1$</th>
<th>$\tilde{\chi}^+_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>98.1</td>
<td>228</td>
<td>230</td>
<td>352</td>
<td>634</td>
<td>209</td>
<td>634</td>
</tr>
</tbody>
</table>

In the modified P4 scenario, squark production of the first two generations is by far the dominant production mode because these originate from the quarks of the first two generations, which have the largest PDF values for high $x$ values (see Fig 1.1). These are required for the production of the very heavy squarks and gluinos. This mode is suppressed in the decoupled squarks scenario, hence gluino-gluino production (pp $\to$ $\tilde{g}\tilde{g}$) is by far the dominant mode for production of coloured SUSY particles. The respective cross sections, calculated with nll-fast [100–106], are listed for different gluino mass parameters in Table 1.11. In total, the inclusive production cross section of coloured SUSY particles is reduced

$$\sigma_{P4}(M_3 = M_{\text{SUSY}} = 1 \text{ TeV}) = 0.12 \text{ pb} ,$$  
$$\sigma_{\text{decoupled}}(M_3 = 1 \text{ TeV}) = 0.024 \text{ pb} .$$  

(1.67a)  
(1.67b)
1.5 Light Higgs Production Mechanisms

The production modes of light Higgs bosons predicted by the benchmark scenarios described in Section 1.4.2 are summarised in this section, and the relative importance of these channels for light-Higgs-boson searches is discussed.

1.5.1 Standard Production Channels

Direct production mechanisms (see Fig. 1.5) like vector boson fusion (VBF) and production in association with vector bosons (VH) are suppressed because $h_1$ has reduced

Table 1.11: Cross sections for gluino-gluino production for different gluino masses in the decoupled squarks scenario. The values are calculated with NLL-FAST.

<table>
<thead>
<tr>
<th>$M_3$ (GeV)</th>
<th>$\sigma_{pp\rightarrow\tilde{g}\tilde{g}}^{NLO}$ (pb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>800</td>
<td>0.157</td>
</tr>
<tr>
<td>1000</td>
<td>$0.244 \times 10^{-1}$</td>
</tr>
<tr>
<td>1200</td>
<td>$0.440 \times 10^{-2}$</td>
</tr>
<tr>
<td>1400</td>
<td>$0.871 \times 10^{-3}$</td>
</tr>
</tbody>
</table>
The Standard Model and its Supersymmetric Extensions

couplings to gauge bosons due to its large singlet component. The pure singlet does also not couple to SM fermions. Therefore, \( h_1 \) production in gluon fusion, which is proportional to its reduced squared couplings to quarks, is also suppressed. The light Higgs boson couples only to the other Higgs bosons and neutralinos/charginos at a sizeable rate.

\[ q g \rightarrow h_1 \]

\[ q W/Z^0 \rightarrow h_1 \]

\[ \tilde{q} W^*/Z^{0*} \rightarrow h_1 \]

\[ g t \rightarrow \tilde{t} h_1 \]

\[ g t \rightarrow \tilde{t} h_1 \]

Figure 1.5: Standard Higgs production mechanisms at the LHC: Gluon fusion (top left), vector boson fusion (top right), vector boson associated production (bottom left) and top associated production (bottom right).

In summary, it is unlikely to produce a light \( h_1 \) in any of the standard channels with discernible signal strength, which is why cascade decays of supersymmetric particles (SUSY cascades) are taken into consideration.

1.5.2 Production in SUSY Cascades

As discussed in the previous section, the standard production mechanisms do not yield a substantial rate of events where an \( h_1 \) is produced. However, \( h_1 \) couples considerably to neutralinos, and therefore could be copiously produced in cascade decays of squarks (\( \tilde{q} \)) and gluinos (\( \tilde{g} \)), the supersymmetric partners of quarks and gluons, respectively.

The production cross section of these strongly interacting SUSY particles mainly depends on their masses, i.e. the parameters \( M_{\text{SUSY}} \) (common parameter for mass of squarks \( m_{\tilde{q}} \) and sleptons, \( m_{\tilde{\ell}} \)) and \( M_3 \) (gluino mass parameter), as can be seen from Fig. 1.6. In case of \( M_3 = M_{\text{SUSY}} \), the production of squarks of the first two generations dominates as mentioned above. Once these are produced, they subsequently decay into neutralinos and charginos. Because of the small Yukawa couplings of the squarks of the first two generations they decay preferably into the gaugino-like neutralinos. The latter fact puts constraints on the mass hierarchy of the neutralinos, which is accounted for in the above-mentioned modified P4 scenario. Since the singlet couples only to the Higgs doublets, the lightest \( CP \)-even Higgs boson \( h_1 \) couples due to its
large singlet component preferably to the higgsino-like neutralinos. Therefore, in order to produce the light Higgs boson in SUSY cascades at significant rates, one needs the gaugino-like neutralinos be heaviest, followed in decreasing order by the higgsino-like neutralinos and finally the singlino-like one, which represents the LSP. In order to achieve this hierarchy, one or both of the gaugino mass parameters $M_1$ and $M_2$ need to be larger than the higgsino mass parameter $\mu_{\text{eff}}$. The dependence of the $h_1$ production on the gaugino mass parameters will be experimentally studied in this thesis using the decoupled squarks scenario. An example $h_1$-production diagram is shown in Fig. 1.7, where $h_1$ is produced and decays into a pair of $b$ quarks.

**Figure 1.6:** Production cross section of coloured SUSY particles at the LHC at $\sqrt{s} = 8$ TeV (calculated with NLL-FAST [100–106]).

**Figure 1.7:** Feynman diagram of an example SUSY cascade with a neutralino decaying into an $h_1$, subsequently decaying into a pair of $b$ quarks.
2 Phenomenological Studies of Light Higgs Scenarios

It is desirable to interpret experimental results as model-independent as possible. However, it is useful to investigate the implications of the measurements on the parameter space of theoretical frameworks. For instance, as pointed out in Section 1.3.1, the MSSM Higgs phenomenology at tree level has two free parameters, \( \tan \beta \) and \( M_A \). Therefore, model-independent results like, e.g. production cross section limits are frequently also translated into exclusion limits for these two quantities [107, 108]. Such model-specific interpretations can then be used to combine different experimental signatures.

The experimental analysis described in Chapter 5 of this thesis is motivated by the modified P4 scenario of the NMSSM, where light Higgs bosons are produced in supersymmetric cascade decays of coloured SUSY particles. This suggests to interpret the experimental results in terms of parameters which influence certain properties of a supersymmetric model. The production cross section of coloured SUSY particles is driven by their mass scale, i.e. \( M_{\text{SUSY}} \) in case of the squarks, and \( M_3 \) in case of the gluinos. The phase space available for the production of the light \( CP \)-even Higgs boson is mainly determined by the boson’s mass \( m_{h_1} \). However, light Higgs boson production in the NMSSM is not only driven by \( m_{h_1} \), but also by the mass hierarchy of the neutralinos: The gaugino mass parameters \( M_1, M_2 \) and the higgsino mass term \( \mu_{\text{eff}} \) determine the mass splitting between the neutralinos, thus influencing the phase space available for a particle produced in a neutralino decay and the respective branching fraction of a neutralino into this particle. The gaugino mass parameters also define the admixture of the gaugino and higgsino states in the neutralinos. The latter is important because in case of \( M_{\text{SUSY}} = M_3 \) the predominantly produced coloured SUSY particles are squarks of the first two generations (see Section 1.5.2) which couple mainly to gaugino-like neutralinos [99]. However, the light Higgs boson with its dominant singlet admixture couples primarily to higgsino-like neutralinos leading to a three-step decay of the squarks into light Higgs bosons.

In this chapter, a study is presented investigating how experimental search results can be interpreted in a wide range of light-Higgs-boson scenarios in an appropriate way. Special interest is paid to the question, how well a simplified model spectrum (SMS) with its reduced particle content represents a full model with a sizeable production rate of light Higgs bosons like the NMSSM. In particular, it is investigated how well the two-step decay of the squarks in the SUSY cascades of the SMS approximates a full model where light Higgs bosons are mainly produced in three-step decays.
2 Phenomenological Studies of Light Higgs Scenarios

2.1 Interpretation Approaches

This section discusses two different approaches: Parameter scans within SMS and within the neutralino-chargino sector of the NMSSM.

The former is widely used to present the results of SUSY searches in a generic way [109–112]. The latter is a realistic and full model, where the production of light Higgs bosons is well motivated in a sizeable fraction of the parameter space. It also serves as a prototype for other models with singlet extensions like the E_6SSM [113].

2.1.1 Parameter Scan within a Simplified Model Spectrum

The hypothetical SMS presented in this section takes into account ideas of [114] and is designed as object of comparison for the purpose of the studies described in this chapter. For simplicity, only the production of gluinos is considered in this model. The most simple cascade decay from gluinos into a light Higgs boson h and the electroweak vector bosons Z^0, W^\pm is cast into an SMS, which is denoted in this thesis as T5VH (see Fig. 2.1) following CMS terminology.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{T5VH.png}
\caption{Signal event topology in the simplified model T5VH.}
\end{figure}

The parameters of this model are the light Higgs mass m_h, the gluino mass parameter M_3, and the common mass m_\tilde{\chi} of the second lightest neutralino \tilde{\chi}_2^0 and the lightest chargino \tilde{\chi}_1^\pm. The mass of the lightest supersymmetric particle m_{LSP} is fixed at a constant value and is therefore no free parameter of the SMS. The branching fractions into each of the bosonic final states are fixed at one third each.

Although the sketch in Fig. 2.1 illustrates the topology of an SMS signal event, it does not serve as a Feynman graph of the decay process. It omits the decay of the gluino into a squark and a quark, which subsequently decays into a neutralino or chargino and another quark. This is only shown as an effective three body decay of the gluino, for which no vertex exists because the gluino only couples to coloured particles, while a neutralino or chargino is colourless. Therefore, in general every
SUSY cascade includes the decay chain from a squark to the LSP and additional particles.

2.1.2 Scan of the Neutralino and Chargino Sectors of the NMSSM

The neutralino and chargino sectors of the NMSSM are introduced in Section 1.4.1. Their structure influences the length of the squark-decay chain into a light Higgs boson. As pointed out above, the squarks of the first two generations preferentially decay via a three-step cascade (see Fig. 2.2, left) into an $h_1$ boson after emitting a particle X, e.g. a $Z^0$ boson, that couples to both, gauginos and higgsinos. However, the particle X is of minor interest in the presented study because only bosons produced in the final decay into an LSP are considered. This provides a fair comparison with the T5VH model of the previous section because in this SMS the bosons $Z^0$, $W^\pm$, and $h$ are only produced in the final decay of the cascades.

Although the three-step case is preferred, a two-step decay might be a good approximation, if there is a strong mixing of higgsinos and gauginos, i.e. the neutralinos have sizeable admixtures from both type of particles. This is the case, if the mass parameters $\mu_{\text{eff}}$, $M_1$, and $M_2$ are numerically similar, i.e. the higgsino-like and gaugino-like neutralinos are nearly mass-degenerate (see Fig. 2.2, right). This hypothesis is to be tested in the study presented in this chapter, taking also cases into account where the cascades involves charginos, resulting in W boson production.

![Figure 2.2: The three-step squark decay (left) and the two-step squark decay (right) include intermediate steps via gaugino-like ($\tilde{\lambda}^0_Y/\tilde{\lambda}^3_W$) and higgsino-like ($\tilde{h}^0_{1/2}$) neutralinos. The gaugino masses are driven by $M_1$, $M_2$, while the higgsino masses are mainly determined by $\mu_{\text{eff}}$. If these parameters are numerically similar, the intermediate neutralino has a sizeable admixture of both after diagonalisation of (1.66). The particle X in the three-step cascade is of minor interest in the study presented in this chapter because for a fair comparison with the SMS from Section 2.1.1 only bosons produced in the final decay into an LSP are considered.](image)

2.2 Implementation Details

In this section, the technical details of this study and the definition of relevant quantities are given. They serve as criteria to judge the applicability of the above introduced...
SMS to light Higgs boson scenarios of the NMSSM. As base scenario the modified P4 scenario is used (see Section 1.4.2). The last coloured SUSY particle in a cascade decay is always a squark because gluinos couple only to coloured particles, thus not directly to neutralinos and charginos. Therefore, it is sufficient to consider only squarks as starting point of the decay chain. For the analysis in this chapter, a further restriction is applied by considering only the squarks of the first two generations because they are the dominant production mode of coloured SUSY particles in this scenario.

The investigated quantities are the branching fractions of the squarks of the first two generations into the three possible bosonic final states $h_1$, $Z^0$, and $W^\pm$ which are represented in the SMS described in Section 2.1.1:

Two-step decays:

$$B_2(\tilde{q} \rightarrow h_1) = \sum B(\tilde{q} \rightarrow \chi + \ldots \rightarrow \text{LSP} + h_1), \quad (2.1a)$$

$$B_2(\tilde{q} \rightarrow Z^0) = \sum B(\tilde{q} \rightarrow \chi + \ldots \rightarrow \text{LSP} + Z^0), \quad (2.1b)$$

$$B_2(\tilde{q} \rightarrow W^\pm) = \sum B(\tilde{q} \rightarrow \chi + \ldots \rightarrow \text{LSP} + W^\pm), \quad (2.1c)$$

$$B_2^{\text{tot}} = B_2(\tilde{q} \rightarrow h_1) + B_2(\tilde{q} \rightarrow Z^0) + B_2(\tilde{q} \rightarrow W^\pm). \quad (2.1d)$$

Three-step decays:

$$B_3(\tilde{q} \rightarrow h_1) = \sum B(\tilde{q} \rightarrow \chi_i + \ldots \rightarrow \chi_j + \ldots \rightarrow \text{LSP} + h_1), \quad (2.2a)$$

$$B_3(\tilde{q} \rightarrow Z^0) = \sum B(\tilde{q} \rightarrow \chi_i + \ldots \rightarrow \chi_j + \ldots \rightarrow \text{LSP} + Z^0), \quad (2.2b)$$

$$B_3(\tilde{q} \rightarrow W^\pm) = \sum B(\tilde{q} \rightarrow \chi_i + \ldots \rightarrow \chi_j + \ldots \rightarrow \text{LSP} + W^\pm), \quad (2.2c)$$

$$B_3^{\text{tot}} = B_3(\tilde{q} \rightarrow h_1) + B_3(\tilde{q} \rightarrow Z^0) + B_3(\tilde{q} \rightarrow W^\pm). \quad (2.2d)$$

Here, $\chi$ represents a neutralino or chargino, provided the decay is kinematically allowed. The ellipses in (2.1a)-(2.1c) and (2.2a)-(2.2c) represent particles produced in addition to $\chi$, which are irrelevant for this study. The branching fractions for the two-step and three-step decay are defined separately in order to analyse the probability of two- or three-step decays in randomly generated modifications of the base scenario. For these modifications values of the following parameters are drawn from a uniform distribution within the intervals

$$\mu_{\text{eff}} : [-500 \text{ GeV}, -100 \text{ GeV}], \quad (2.3a)$$

$$M_1 : [100 \text{ GeV}, 600 \text{ GeV}], \quad (2.3b)$$

$$M_2 : [100 \text{ GeV}, 600 \text{ GeV}]. \quad (2.3c)$$

For this purpose a workflow (see Fig. 2.3) using NMSSMTools 4.2.1 [115–121] at its core is implemented to calculate masses and branching fractions from a given set of parameters. The input is generated using Python’s built-in random module, which uses the Mersenne Twister [122] to generate pseudo-random numbers. The ROOT framework [123] is used to store, analyse, and display the output from the
previous steps. PySLHA 2.1.3 [124] is used to interface the above listed programs via the SUSY Les Houches Accord (SLHA) [125, 126]. This way 2.5 million parameter points with physical particle masses are generated.

\[ \text{Generate Input} \]
\[ \text{python random} \]
\[ \text{SLHA Interface} \]
\[ \text{PySLHA} \]
\[ \text{Calculate Mass Spectrum \\& Branching Fractions} \]
\[ \text{NMSSMTools} \]
\[ \text{SLHA Interface} \]
\[ \text{PySLHA} \]
\[ \text{Check Validity of Parameter Point} \]
\[ \text{valid} \]
\[ \text{increment} n_{\text{valid}} \]
\[ \text{invalid} \]
\[ \text{Store Result in Tree} \]
\[ \text{ROOT} \]
\[ \text{Analyse Output} \]
\[ \text{ROOT} \]
\[ \text{Visualise Analysis Results} \]
\[ \text{ROOT} \]

Figure 2.3: Flowchart of the NMSSM-parameter-space scan over 2.5 million valid parameter points. External programs or libraries are indicated in the respective steps.

2.3 Results and Conclusions

For each of the chosen parameter points, the quantities introduced in (2.1) and (2.2) are calculated. Figure 2.4 shows the branching fraction of two-step versus three-step squark decays for all considered bosons (Fig. 2.4, left) and for h\textsubscript{1} only (Fig. 2.4, right). The left plot demonstrates that the majority of possible models prefers the three-step decay into bosons \( B_{3}^{\text{tot}} \approx 0.4 \), while there is still a sizeable fraction for the two-step case \( B_{2}^{\text{tot}} \approx 0.1 \). The right plot confirms that the squarks predominantly decay in
three steps into \( h_1 \), which can be seen from the highly occupied region close to the abscissa.

![Figure 2.4: Distribution of the generated parameter points in the \( B_{\text{tot}}^2 - B_{\text{tot}}^3 \) plane (left) and in the \( B_2(\tilde{q} \rightarrow h_1) - B_3(\tilde{q} \rightarrow h_1) \) plane (right).](image)

In Fig. 2.5, the differences between \( \mu_{\text{eff}} \) and each of the gaugino mass parameters \( M_1 \) (Fig. 2.5, left) and \( M_2 \) (Fig. 2.5, right), defined as

\[
\Delta (M_1, |\mu_{\text{eff}}|) = M_1 - |\mu_{\text{eff}}|, \\
\Delta (M_2, |\mu_{\text{eff}}|) = M_2 - |\mu_{\text{eff}}|,
\]

are shown vs. the two-step branching fraction into \( h_1 \) bosons. Consistent with Fig. 2.4 (right), the majority of points is distributed close to the abscissa, i.e. at low values of \( B_2(\tilde{q} \rightarrow h_1) \). However, \( B_2(\tilde{q} \rightarrow h_1) \) increases in both cases to values up to 10% or more in the interval from \(-100 \text{ GeV} \) to \( 100 \text{ GeV} \). This supports the hypothesis stated in Section 2.1.2, that the approximation of the full NMSSM-light-Higgs-boson scenario with the two-step squark decay of the SMS improves in case of nearly mass-degenerate higgsinos and gauginos. In this case, these particles mix strongly, i.e. the neutralinos have a sizeable gaugino admixture thereby coupling to squarks, and a sizeable higgsino admixture providing a coupling to the \( h_1 \) boson. Thus, the intermediate decay-step from a gaugino-like neutralino to a higgsino-like neutralino is not needed. To further verify this statement an additional selection is applied on the parameter points. The plots in Fig. 2.6 contain only points where the requirement

\[
|\Delta (M_1, |\mu_{\text{eff}}|)| < 100 \text{ GeV}
\]

is fulfilled. The efficiency of this selection is 37.44%, leading to enhanced maxima in the two-step regime with respect to Fig. 2.4. As a next step the additional constraint
Figure 2.5: Distribution of the generated parameter points with respect to their two-step branching fractions into $h_1$ and the difference between $|\mu_{\text{eff}}|$ and the gaugino mass parameters $M_1$ (left) and $M_2$ (right). The two-step branching fractions into $h_1$ in general increase if the gaugino mass parameters are close to $|\mu_{\text{eff}}|$, i.e. in case of large mixing between the higgsinos and the respective gaugino.

Figure 2.6: Distribution of the generated parameter points in the $B_{2\text{tot}}$–$B_{3\text{tot}}$ plane (left) and in the $B_2(\tilde{q} \rightarrow h_1)$–$B_3(\tilde{q} \rightarrow h_1)$ plane (right) fulfilling the requirement in (2.5) with an efficiency of $\epsilon = N_{\text{pass}}/N_{\text{total}} = 37.44\%$. 
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\[ |\Delta (M_2, |\mu_{\text{eff}}|)| < 100 \text{ GeV} \quad (2.6) \]

is added with an efficiency of 14.10% with respect to the unconstrained case. This results in further enhanced maxima in the two-step regime (see Fig. 2.7).

![Distribution of generated parameter points in the $B_2^{\text{tot}} - B_3^{\text{tot}}$ plane (left) and in the $B_2(\tilde{q} \to h_1) - B_3(\tilde{q} \to h_1)$ plane (right) fulfilling the requirements in (2.5) and (2.6) with an efficiency of $\epsilon = N_{\text{pass}}/N_{\text{total}} = 14.10\%$.](image)

**Figure 2.7:** Distribution of the generated parameter points in the $B_2^{\text{tot}} - B_3^{\text{tot}}$ plane (left) and in the $B_2(\tilde{q} \to h_1) - B_3(\tilde{q} \to h_1)$ plane (right) fulfilling the requirements in (2.5) and (2.6) with an efficiency of $\epsilon = N_{\text{pass}}/N_{\text{total}} = 14.10\%$.

Although the left plots in Figs. 2.4, 2.6, 2.7 suggest that the two-step SMS covers partly the NMSSM parameter space, an interpretation within the NMSSM is favoured in the view of a light-Higgs-boson analysis. Figure 2.8 shows the two-step branching fraction versus the total branching fraction into $h_1$ ($B(\tilde{q} \to h_1)$). The latter is defined as the sum of two-step, three-step decays, and $h_1$ production in intermediate steps of the cascade, i.e. not necessarily together with the LSP. The latter contribution is ignored in the SMS, but in the NMSSM it provides a substantial contribution. This can be seen from a comparison of Fig. 2.4 (right), where the majority of points is at values below 5% for the three-step case and even lower for the two-step case. However, in Fig. 2.8, $B(\tilde{q} \to h_1)$ has a high density of points up to 30%. From the populated area close to the diagonal in Fig. 2.8 one can conclude, that there is indeed a part of the NMSSM parameter space where the two-step branching fraction is the dominant mode for $h_1$ production, but the vast majority of parameter points has low values of $B_2(\tilde{q} \to h_1)$.

In summary, not only three-step decays would be neglected by the SMS, but also $h_1$ production in intermediate decay steps. Therefore, an SMS with two-step squark decays would by far underestimate $h_1$ production in case of NMSSM scenarios where squark production of the first two generations is the dominant production mode for SUSY cascades, as is the case for $M_{\text{SUSY}} = M_3$. 
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2.3 Results and Conclusions

Figure 2.8: Distribution of the generated parameter points in the $B_2(\bar{q} \rightarrow h_1)$–$B(\bar{q} \rightarrow h_1)$ plane. In the area close to the diagonal the two-step squark decay is the dominating $h_1$ production mode. However, the majority of parameter points is at low values of $B_2(\bar{q} \rightarrow h_1)$. In general there is a sizeable fraction of squark decays in which an $h_1$ is produced, e.g. after three or more steps or in intermediate decay steps.
3 The CMS Experiment at the LHC

This chapter summarises the experimental apparatus employed to acquire the data used in the Higgs-boson search of this thesis. After a brief description of the particle-accelerator complex and the Compact Muon Solenoid (CMS) experiment, the methods and tools for event generation and reconstruction are presented.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [21] is a superconducting synchrotron accelerator and storage ring built to explore physics at the TeV scale. It is operated by the European Organization for Nuclear Research (CERN) near Geneva, and was built in a 26.7 km circular tunnel that was constructed between 1984 and 1989 for the Large Electron-Positron Collider (LEP). The LHC is linked via two transfer tunnels with the other part of the CERN accelerator complex (see Fig. 3.1) that is used as injector of protons or lead-nuclei.

The LHC-design is chosen such that a wide range of physics topics is covered. In the proton-proton mode, Higgs-physics is a prominent application along with searches for supersymmetric particles and extra dimensions. It also serves as laboratory to study top-quark properties and SM processes in general. In addition, the lead-lead mode of the LHC allows the investigation of the quark-gluon plasma.

The particle beams collide in four interaction points where the four main experiments are situated (see Fig. 3.1). Two of them are multipurpose experiments which address a wide range of physics cases including the above-mentioned topics. One is A Toroidal LHC Apparatus (ATLAS) [128] and the other is the CMS experiment [22] which recorded the data used for this analysis. A Large Ion Collider Experiment (ALICE) [129] and LHC beauty (LHCb) [130] are built for specific measurements. LHCb targets heavy-flavour physics, in particular CP-violating and rare decays. ALICE uses lead-lead collisions to gain insight into the origin of confinement and the mechanism of mass generation. Two further experiments probing small-x QCD are situated close to ATLAS and CMS: LHC forward (LHCf) [131] and Total Elastic and Diffractive Cross Section Measurement (TOTEM) [132].

The instantaneous luminosity, which is a measure of the performance of an collider, is given for the LHC by

$$L = f \cdot \frac{k_B N_p^2}{a}.$$  (3.1)

where $k_B$ denotes the number of bunches per beam, $N_p$ the number of protons per bunch and $f$ the bunch revolution frequency. The factor $a$ describes the geometric size of the bunch in the plane transverse to the proton beam direction [133].
Figure 3.1: Schematic drawing of the CERN accelerator facility. The LHC is shown with its pre-accelerator complex [127].

time duration of $\approx 93\text{s}$, corresponding to $2^{20}$ LHC orbits, is referred to as lumi section [134]. This time interval is of importance because the quality of the data recorded by the CMS experiment is evaluated with the granularity of one lumi section. The number of events for a given process within the time interval $T$ is proportional to the integrated luminosity

$$L = \int_0^T dt L.$$

(3.2)

Therefore, the design of the LHC aims at a high luminosity to provide a high rate of interesting but rare processes.

The LHC started to record data in the end of 2009 with centre-of-mass energies of $\sqrt{s} = 0.9 - 2.36\text{ TeV}$. In March 2010 the energy was increased to $\sqrt{s} = 7\text{ TeV}$ which was kept till the end of 2011, recording an integrated luminosity of $40.8\text{ pb}^{-1}$ and $5.6\text{ fb}^{-1}$ in 2010 and 2011, respectively [135]. In 2012 data was taken at $\sqrt{s} = 8\text{ TeV}$ and an integrated luminosity of $21.8\text{ fb}^{-1}$ was recorded by CMS (see Fig. 3.2). The complete 2012 dataset was used for the analysis described in this thesis.
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The CMS experiment is one of the multipurpose experiments at the LHC. It has the typical onion-like structure common for colliding-beam detectors in the field of high energy physics (see Fig. 3.3). The different layers consist of subdetectors designed to measure different properties of the particles created in hadron collisions.

The positions and dimensions of the subdetectors are given with respect to the coordinate systems used within CMS. The cartesian coordinates are defined with respect to the nominal interaction point of the proton beams. The \( x \) axis points to the LHC ring centre, while the \( y \) axis points to the surface of the earth. Thus, the \( z \) axis of the right-handed system is oriented in the anti-clockwise beam direction. Due to the cylindrical design of the detector, cylindrical coordinates are used in addition to the cartesian system. The radial distance \( r \) is defined in the \( x-y \) plane, where an azimuthal angle \( \phi = 0 \) corresponds to the \( x \) axis and the polar angle \( \theta \) is defined with respect to the \( z \) axis. In high-energy physics, it is convenient to recast \( \theta \) into the pseudorapidity \( \eta \), defined as

\[
\eta = -\ln \left\{ \tan \left( \frac{\theta}{2} \right) \right\}. \tag{3.3}
\]

In the relativistic limit, applicable to collisions at high centre-of-mass energies, this quantity equals the rapidity. The advantage of this observable is that rapidity differences are invariant under Lorentz transformations in \( z \) direction. It is therefore independent of the reference frame used to describe the recorded events. The following sections will go into the details of the subdetector systems and are based on information given in [133].
Figure 3.3: Three-dimensional sketch of the CMS detector. Taken from [133].

3.2.1 Tracker

The tracking system [22, 133, 136, 137] is the innermost subdetector of CMS. It detects the positions of charged particles traversing through its layers and measures the curvature of the trajectories caused by the magnetic field of the solenoid (see Fig. 3.3). A schematic drawing is shown in Fig. 3.4. The tracker consists of a silicon pixel and a silicon strip detector part. The former is situated directly around the beam pipe and is divided into a barrel with three layers at radii of 4.4, 7.3 and 10.2 cm, and two endcaps. It provides three-dimensional (3-D) position measurements of the hits with a resolution of approximately 10 µm in the transverse coordinate and 20–40 µm in the longitudinal coordinate, while the third coordinate is given by the radial sensor-plane position. In total, its 1440 modules cover an area of about 1 m² and have 66 million pixels.

The strip detector has 15 148 silicon modules, which in total have 9.3 million strips covering an active area of about 198 m². It occupies the radial region between 20 and 116 cm and is composed of three different subsystems. The Tracker Inner Barrel and Disks (TIB/TID) extend to a radius of 55 cm and consist of four barrel layers and three disks at each end. These provide position measurements in $r$-$\phi$ with a resolution of approximately 13–38 µm. The TIB/TID system is surrounded by the Tracker Outer Barrel (TOB) consisting of six layers. It extends in $r$ to 116 cm and in $z$ between ±118 cm. Beyond this range the Tracker EndCaps (TEC) cover the region
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with $124 \text{ cm} < |z| < 282 \text{ cm}$ and $22.5 \text{ cm} < |r| < 113.5 \text{ cm}$. Each TEC is composed of nine disks. TOB and TEC provide position measurements in $r$-$\phi$ with a resolution of approximately $18–47 \mu m$.

![Figure 3.4: Layout of the CMS Tracker. Each line represents a detector module. Double lines represent back-to-back modules, yielding stereo hits [22].](image)

The very good position resolution of the tracking system facilitates the precise reconstruction of primary vertices, whose position resolution approaches $10 \mu m$ in $x/y$ and $12 \mu m$ in $z$ in jet-enriched samples using at least 50 tracks [136]. Excellent tracking is also important for the reconstruction of secondary vertices, which are typical for decays of bottom hadrons and are an important ingredient for the identification of $b$-quark jets ($b$ tagging).

### 3.2.2 Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) encloses the inner tracker (see Fig. 3.3). It uses scintillating lead tungstate ($\text{PbWO}_4$) crystals covering a pseudorapidity range up to $|\eta| < 3.0$ (see Fig. 3.5) and is subdivided into a barrel part (EB) and endcaps (EE) at each end. The EB consists of 61 200 crystals and the EE contain 7324 crystals each. The dimensions of the crystals are $\Delta \eta \times \Delta \phi = 0.0174 \times 0.0174$. A preshower detector (ES) is placed in front of the endcap crystals, to augment prompt-photon identification by rejecting $\pi^0$ mesons. The $\text{PbWO}_4$ properties, like high density ($8.28 \text{ g/cm}^3$), short radiation length ($X_0 = 0.89 \text{ cm}$) and small Molière radius ($R_M = 2.2 \text{ cm}$), allow a compact construction with fine granularity.

In the EB the crystals are arranged symmetrically to the interaction point. They provide 360-fold granularity in $\phi$ and 85-fold granularity in the positive and negative pseudorapidity range up to $|\eta| = 1.48$. The EE extends the coverage to $|\eta| = 3.0$, and the fiducial area of the ES is approximately $1.65 < |\eta| < 2.6$. 
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The depth of the material corresponds to a radiation length of $25.8 X_0$, thus well containing the electromagnetic showers, and enabling electron and photon identification. Their energy is measured by their scintillation light which is detected by avalanche photo-diodes (APD) [138, 139] in the EB and by vacuum photo-triodes (VPT) [140] in the EE. The crystal light yield and the APD gain are temperature dependent ($-2\%/°\text{C}$), therefore demanding stable temperatures within 0.05 $°\text{C}$ in the EB and within 0.1 $°\text{C}$ in the EE. This goal is met by the CMS ECAL [141], thus leading to no degradation of the energy resolution with respect to the design specification. The ECAL barrel energy resolution $\sigma_E$ for electrons in test beams is measured to be [142]

$$\frac{\sigma_E}{E} = \frac{2.8\%}{\sqrt{E(\text{GeV})}} \oplus \frac{12\%}{E(\text{GeV})} \oplus 0.3\%,$$

(3.4)

where the energy $E$ is given in GeV. The symbol $\oplus$ represents quadratic addition of the individual uncertainties. The three contributions are the stochastic term, the noise term and a constant term. The constant term arises from energy leakage, non-uniformity of the light collection, and calibration uncertainties.

Combining ECAL and tracker information, electrons and photons can be distinguished up to a pseudorapidity of $|\eta| = 2.5$, i.e. the limit of the tracker coverage.

### 3.2.3 Hadronic Calorimeter

The ECAL is enclosed by the hadronic calorimeter (HCAL), which consists of four sections (see Fig. 3.6). The HCAL barrel (HB) and endcaps (HE) cover a region of $0 < |\eta| < 1.3$ and $1.3 < |\eta| < 3.0$, respectively. Both are sampling calorimeters with alternating layers of brass absorber and plastic scintillator tiles. The scintillation light is detected by hybrid photo-diodes (HPD) that can operate in high axial magnetic fields. The outer HCAL (HO) is made of plastic scintillator placed outside
3.2 The Compact Muon Solenoid

The innermost part of the CMS detector is the Compact Muon Solenoid (CMS), using the coil as absorber, also with HPD readout. The HCAL (HF) is designed as a tail catcher in the barrel region to ensure that hadronic showers are sampled with up to eleven hadronic interaction lengths. The HCAL (HF) is an especially radiation-hard component made of iron absorbers and quartz fibres as active material. It is placed at $|z| = 11$ m and covers the range $2.9 < |\eta| < 5.0$. 

![Figure 3.6: One quarter of the hadronic calorimeters in r-z view. Taken from [22].](image)

Besides the identification of hadronic particles and jets, the large pseudorapidity coverage is needed to detect imbalances in the transverse energy. This would be an indication for particles escaping detection like neutrinos or potential unknown particles that do not interact with the detector. The jet-energy resolution obtained from HCAL measurements combined with the ECAL is

$$\frac{\sigma_E}{E} \approx \frac{100\%}{\sqrt{E\text{(GeV)}}} \oplus 5\%,$$  \hspace{1cm} (3.5)

where the energy $E$ is given in GeV [143]. The symbol $\oplus$ represents quadratic addition of the individual uncertainties. The actual energy resolution of jets used in CMS physics analyses is improved with respect to (3.5) by adding tracking information (see Section 3.4.2).

3.2.4 Muon System

The outermost part of the CMS detector is the muon system. Since many signatures of interesting physics processes feature muons, it is a very powerful tool to discriminate these processes from the high background rate at the LHC. In general, the muon system is used to identify muons and to measure their momentum in combination with tracker information. The high magnetic field of the solenoidal magnet and its
return yoke enable good momentum resolution and make it a key ingredient of the trigger system (see Section 3.2.5).

Muon reconstruction in CMS is done using the inner tracking system, and with up to four stations of gaseous detectors situated outside the solenoid and interspersed with steel layers of the magnet’s flux-return yoke, which also serve as hadron absorber. The pseudorapidity coverage of the muon system extends to $|\eta| = 2.4$ and thereby assists the tracker in reconstructing the momentum and charge of muons with high transverse momentum $p_T$.

The muon system has a total area of detection planes of 25 000 m$^2$, thus the used technology needs to be inexpensive, but also reliable and robust. Therefore, a combination of different detector systems is used to meet these design goals. Drift tube (DT) chambers and cathode strip chambers (CSC) are used in $|\eta| < 1.2$ and $0.9 < |\eta| < 2.4$, respectively. These two types of muon detectors are complemented by a system of resistive plate chambers (RPC) covering the pseudorapidity range $|\eta| < 1.6$ (see Fig. 3.7) [144]. The basic element of the DT chambers is the drift cell with a size of $42 \times 13$ mm$^2$. The gas mixture of 85% Ar and 15% CO$_2$ provides good quenching properties and a saturated drift velocity of about 55 µm/ns with a maximum drift time of up to 380 ns. The CSCs consist of six layers and are standard multi-wire proportional counters (MWPC). The cathode strips are oriented in radial direction, thus providing a precise measurement in $r$-$\phi$ and a coarse measurement in the radial direction. This detector type has a fast response and a high radiation resistance, thus it is well suited for the high muon flux in the covered pseudorapidity region. The gas mixture used in all chambers consists of 50% CO$_2$, 40% Ar, and 10% CF$_4$. The RPCs are double-gap chambers, operated in avalanche mode to ensure reliable operation at high rates, and provide an independent and fast trigger.

**Figure 3.7:** One quarter of the muon system in $r$-$z$ view. Taken from [133].
3.2 The Compact Muon Solenoid

The spatial resolution per chamber in the first LHC run was 80–120 µm in the DTs, 40–150 µm in the CSCs and 0–1.2 cm in the RPCs. The time resolution was for all three subsystems 3 ns or better. The identification efficiency measured using the tag-and-probe technique with $Z^0 \rightarrow \mu\mu$ decays is typically greater than 90% and the simulation models well the data. Hadron-to-muon misidentification probabilities are a few per mille for pions, which are dominated by decays in flight, and well below one per mille for protons, which are dominated by punch-through and random matching [146]. Data and simulation are in good agreement. Further details on the muon system and its performance can be found in [147].

3.2.5 Trigger and Data Acquisition System

Proton-proton and heavy ion collisions are provided by the LHC at high interaction rates of up to 40 MHz. Several collisions occur per crossing of the proton bunches resulting in an event data size of about 1 MByte. Hence, it is impossible to store and process all the data delivered by the LHC and a pre-selection of interesting events is necessary. The trigger system of CMS reduces the event rate in a two-step approach: The level-1 trigger (L1T) filters events in less than 4 µs/event [148] with an output rate of around 100 kHz followed by the high-level trigger (HLT) selecting around 400 Hz for storage. The pre-selection is configured via trigger menus, which are adjusted to the instantaneous luminosity in order to achieve the maximum output. Hence, trigger menus need to be updated continuously using either tighter selections or pre-scaling, which means that the trigger does not accept every event, but only every $N$th event, where $N$ is the pre-scale factor.

For maximum flexibility, the L1T is implemented in Field Programmable Gate Arrays (FPGA) where possible, and Application Specific Integrated Circuits (ASIC). The L1T decision is based on low-granularity calorimeter and muon-system information which is organised in local, regional and global components (see Fig. 3.8).

![Figure 3.8: Architecture of the level-1 trigger (L1T) system. Taken from [22].](image)
The HLT step is purely software-based, employing a computing farm. It performs a fast event reconstruction using the full detector information, including the inner tracking system, to decide whether an event is discarded or kept for storage and full event reconstruction.

### 3.2.6 Data Quality Monitoring

Data Quality Monitoring (DQM) [149] is an important part of the CMS data processing. The data is scanned for problems in the operation of the detector and certified in different stages. The DQM runs online with a parallel data stream to check the status of the subdetectors and to monitor different physics objects, hence allowing fast feedback on the running conditions of CMS. DQM is used after the full offline reconstruction to certify that all subsystems worked properly, thus ensuring good quality for each data reconstruction campaign with a granularity of one lumi section.

This work uses only data centrally certified as good for physics analyses, which means that LHC provides stable beams and all CMS components work properly during the respective lumi section.

### 3.3 Event Simulation in CMS

The simulation of physics processes and the detector response play a key role in particle physics analyses. They allow the prediction of the processes occurring in particle collisions, and their measurements within the detector. Thus, information from simulation is frequently used for detector calibration and the prediction of signal processes and their backgrounds. The latter is essential for tuning the procedure and understanding the sensitivity of the analysis, but also for estimating the requirements of future experiments. The methods and software tools important for this thesis are briefly summarised in the following.

#### 3.3.1 Monte Carlo Method

The pp collisions at the LHC are complex processes due to the composite internal structure of hadrons and the high particle multiplicity in the final state (see Fig. 3.9). These properties cannot be fully described analytically from first principles. Thus, a stochastic technique, referred to as Monte Carlo (MC), is used, i.e. results are numerically derived by repeated random sampling.

#### 3.3.2 Event Generation

Based on the factorisation theorem [150], one can divide the event generation procedure into subsequent separate processes. These individual steps are illustrated in the event in Fig. 3.9 which shows the production of a Higgs boson in association with a t-quark pair. First, the matrix element of the hard process, depicted as red spot in Fig. 3.9, is calculated at a fixed order of the strong coupling $\alpha_s$. The momenta of
the incoming partons are randomly sampled from the input PDFs (see Section 1.1.1) and the outgoing partons are randomly distributed in the available phase space. However, the factorisation approach enforces a redefinition of the PDFs because the partonic cross sections exhibit collinear divergences connected to soft long-distance interactions. These divergences are factored out and absorbed in the PDFs thereby introducing an arbitrary factorisation scale that separates soft long-distance physics from the hard short-distance process. The factorisation scale is typically set to the renormalisation scale at which $\alpha_s$ is computed. This scale is usually chosen equal to the mass or transverse momentum of the final-state system.

After calculating the hard process, higher-order QCD-effects, visualised as blue curly and straight lines in Fig. 3.9, are taken into account using parton-shower models. In these models, initial-state radiation (ISR) and final-state radiation (FSR) of the partons are added to the event as successive parton emissions from the hard-interaction scale down to the hadronisation scale at $\sim 1\, \text{GeV}$.

The final step is the hadronisation of the partons, illustrated as light green ovals in Fig. 3.9, for which different models are used [151–153]. These are purely phenomenological and are tuned to match the data because the hadronisation occurs at scales $\sim \Lambda_{\text{QCD}}$ where perturbative calculations are invalid. At this stage, additional multi-parton interactions (MPI) are taken into account, since these are characterised by small momentum transfers and therefore depend on the hadronisation description. These are represented in Fig. 3.9 by the purple spot.

In the following, the event generators employed to simulate the samples used in this thesis are briefly described.

**PYTHIA**

PYTHIA [155] is a multi-purpose event generator, widely used in high-energy particle-physics. It provides all generation steps described above and can simulate all relevant initial states and all Standard-Model processes as well as processes in theories beyond the Standard Model. The hard-scattering calculation is limited to tree-level $2 \rightarrow 1$ and $2 \rightarrow 2$ processes. Higher orders are approximated with parton showers and the hadronisation is based on a string model [151]. The version used throughout this thesis is PYTHIA 6.4 using the parameter settings of the $Z2^*$ tune [156–158]. The interface of PYTHIA allows the communication with other programs, e.g. mass-spectrum generators, via the SLHA interface [125, 126].

**MadGraph**

MadGraph [159, 160] calculates matrix elements on tree level to arbitrary order. Different from PYTHIA, the hard-gluon radiation in ISR and FSR is also calculated on matrix element level. In order to avoid divergent soft-gluon radiation, a minimum $p_T$ threshold is set. This method leads to a precise description of the event topology, but the cross section exhibits a strong scale dependence. Hence, it is normalised to higher-order predictions from MCFM [161] for SM processes and PROSPINO or NLLFAST [100–106] for SUSY processes. Parton showering and hadronisation are not
implemented in MadGraph, but PyTHIA is interfaced to fulfil this task.

**POWHEG**

POWHEG [162–164] is optimised for heavy-quark production in hadronic collisions. This generator calculates the hard scattering at NLO, whereas parton showering and hadronisation are delegated to PyTHIA in this thesis.

**TAUOLA**

TAUOLA [165] is a dedicated package for the $\tau$-decay simulation. It takes spin information and QED corrections into account.

### 3.3.3 Detector Simulation

Event generators model only the steps depicted in Fig. 3.9, however further decays or interactions with the detector material are simulated in a subsequent step. This task is performed with two approaches in CMS. A precise MC-based simulation is
performed using the GEometry ANd Tracking (GEANT4) software [166, 167], which is interfaced to the CMS software. The full CMS geometry including support structures and active material with signal readout, noise, and cross-talk is simulated, while taking into account the magnetic-field effects on the detector response. Finally, a trigger emulation is added, and the output has the same format as real collision events. The detector simulation performs the transition from generator level to detector level, thus facilitating a direct comparison of simulation and measurement. As for the event generators, a tuning of the detector-simulation parameters is required in order to fully match the data.

The computing resources required for the detailed detector simulation described above constitute the major part of the event simulation. Therefore, CMS developed a fast simulation of the detector [168], that uses simplifying assumptions, parameterisations and optimised reconstruction algorithms. The fast simulation is tuned to the GEANT4-based simulation, and its output is based on the same data format as the reconstruction of real collision and fully simulated events.

3.4 Event Reconstruction in CMS

Physics analyses performed with CMS data involve the identification of particles emerging from the hadron collisions in the centre of the detector. These particles leave typical signatures in the subdetectors, thus enabling their reconstruction. This is described in this section, which concludes with a definition of the physics objects used in this thesis.

3.4.1 Particle Signatures

The typical signatures of the particles produced in the CMS detector with energies above a few 100 MeV are illustrated in Fig. 3.10.

Photons

Photons mainly cause electromagnetic showers in the ECAL. Due to the high ECAL depth, the photon energy is completely contained in the ECAL, distributed longitudinally over a few crystals. In most cases, more than 94% of the energy is deposited within a $3 \times 3$ matrix of crystals [170]. Depending on the pseudorapidity, between 20 and 60% of the photons are not directly measured in the ECAL because they converted already into $e^+e^-$ pairs while traversing the inner tracking system, which has a depth of $0.4 - 1.8 X_0$ [22].

Electrons

Electrons leave the majority of their energy in the ECAL via electromagnetic showers, but some energy is lost prior via bremsstrahlung while traversing the tracking detector. Because of their electric charge, electrons are bent in the magnetic field and induce a signal in the tracker.
Muons

Since muons are more than 200 times heavier than electrons, they lose their energy in matter predominantly by ionisation [4,171]. At the energies relevant in CMS, they are minimum ionising and therefore traverse the whole detector with little energy loss: Approximately only 2 GeV are deposited in the calorimeters [133]. Therefore, muon detection is based on hits in the inner tracking system and in the muon system.

Hadrons

Charged hadrons lose energy in matter via ionisation and through strong interactions with the detector material, hereby converting them into a number of new particles [4,171]. Thus, they induce hits in the tracker and hadronic showers in the calorimeters, mostly the HCAL due to its larger hadronic interaction length. Neutral hadrons produce only hadronic showers. The hadrons typically reaching the sensitive layers of the detector are charged pions, charged kaons, protons, and neutrons.

3.4.2 Particle Identification with Particle-Flow

CMS employs a global event-reconstruction, referred to as Particle-Flow (PF), to identify the types and reconstruct the four-momenta of all stable and meta-stable particles, by combining information from all subdetectors [172–174]. A lightweight version of the algorithm is also employed at trigger level.

The procedure starts with the identification of charged-particle tracks traversing the inner tracking system and the muon system. In addition, adjacent calorimeter cells with energy deposits are combined to clusters. In general, single particles pro-
duce several of these signatures. They are therefore linked to blocks used for the full reconstruction of the particle while avoiding double-counting of the elementary signatures in different subdetectors.

In the final reconstruction of the particles from the linked blocks, dedicated quality criteria are applied. After muon identification and removal of their tracks from the blocks, electrons and associated bremsstrahlung photons are reconstructed from tracks and linked ECAL clusters with a subsequent removal of the associated blocks. Each remaining track is examined under the charged hadron hypothesis and its momentum is assigned by combining track momentum and linked cluster energies taking into account the detector resolutions. If the cluster energies overshoot the track momentum beyond the calorimeter resolution, the energy excess is used to form photons and neutral hadrons. Similarly, clusters without associated tracks are considered as photons or neutral hadrons. In both of the cases, the ECAL energy is fully associated to photons because on average 25% of the jet energy is carried by photons and only 3% of the ECAL energy deposit is caused by neutral hadrons.

The calorimetric part of the energy linked to charged hadrons is calibrated to correct the energy-dependent response of the HCAL to hadrons, the different electromagnetic to hadronic response ratios of HCAL and ECAL, and instrumental effects like readout thresholds. The overall corrections vary within 20–30%. The ECAL has been calibrated for photons and electrons, therefore, clusters associated to these particles need only small adjustments of the order of 1% to correct for residual instrumental effects. The calorimeter calibration is derived from simulation and validated with collision data [174]. The response to single hadrons in simulation is found to be up to 5% larger than in data for $p_T$ values below 30 GeV. This effect reduces to 2% for jets because the calibration affects mainly neutral hadrons which are responsible for only 15% of the jet energy [175]. The residual effect is corrected for by the jet-energy-calibration procedure described in Section 3.4.3. The photon calibration yields an accuracy in the measurement of the $\pi^0$ mass of better than 1% in the ECAL barrel for data and for simulation [176].

The high magnetic field and the high granularity of the different subdetectors, especially the ECAL, are important prerequisites for the PF algorithm at CMS. For instance, the jet-measurement performance is remarkably improved [172, 177].

3.4.3 Physics Objects Reconstruction

The physics objects used in the analysis described in Chapter 5 are reconstructed using the standard algorithms of CMS. This section describes the reconstruction and identification of the objects relevant for the analysis.

Primary Vertices

The interaction of the most energetic partons, referred to as hard interaction, is of high interest in an event. However, at the LHC, the number of pp interactions in the collision of two proton bunches is typically not restricted to the hard interaction. Due to the large number of protons per bunch, needed to achieve a high instantaneous
luminosity, multiple interactions occur. This leads to a high-occupancy environment for track reconstruction, which is referred to as pileup (PU). The number of PU interactions, shown in Fig. 3.11, is on average 21 during the 2012 running conditions.

![CMS Average Pileup, pp, 2012, $\sqrt{s} = 8$ TeV](image)

**Figure 3.11:** Average pileup in 2012, i.e. the mean number of interactions per bunch crossing [178].

Primary vertices are reconstructed from tracks consistent with being produced in the primary interaction region and are identified using the Deterministic Annealing (DA) clustering algorithm [179]. The vertices are required to have a $z$ position within 24 cm of the nominal detector centre, a radial position within 2 cm from the interaction point, and there must be more than four degrees of freedom in the vertex fit. The primary vertex with the largest value of the $p_T^2$ sum of tracks associated with it is chosen as the one originating from the hard interaction.

**Muons and Electrons**

Muons and electrons are employed in the analysis presented in this thesis to define control regions used to predict the SM backgrounds. Their identification is briefly described in the following.

Muons are required to be global, i.e. coincident signatures in the muon system and the inner tracking system must match. Further quality criteria are applied following the “tight” selection of muons in CMS [180], i.e. the misidentification rate is lower than 0.1%: Hadronic punch-through and muons from decays in flight are suppressed by requiring one muon chamber hit in the global fit, muon segments in two matched muon segments, and a normalised $\chi^2$ of the muon-track fit of less than 10. The tracker-track transverse impact parameter needs to be less than 2 mm and the longitudinal distance is required to be less than 5 mm with respect to the primary vertex to suppress cosmic muons and to further suppress decays in flight. The longitudinal distance requirement
also removes tracks from PU. An additional removal of muons from decays in flight is achieved by requiring a minimum of one pixel hit and more than five tracker layers with hits. The latter also guarantees a good $p_T$ measurement. For this analysis, all muons have to fulfill isolation criteria. The absolute isolation is defined as the sum of the energies of all charged particles, photons, and neutral hadrons reconstructed by the PF algorithm within a radius of $\Delta R < 0.3$ in the $\eta$-$\phi$ plane. The relative isolation is defined as the ratio of the muon’s absolute isolation to its $p_T$, and is required to be less than 0.12. Finally, the kinematic variables are restricted to $|\eta| < 2.4$ and $p_T > 10$ GeV.

As opposed to muons, electrons produce electromagnetic showers in the ECAL and typically do not reach outer detector layers. Based on a charged-particle track and ECAL energy clusters associated with it, electrons are reconstructed from superclusters using the PF algorithm. The selected electrons have to fulfill the same kinematic requirements as the muons used in this analysis, while electrons with superclusters in the ECAL barrel-endcap transition region ($1.4442 < |\eta| < 1.5660$) are excluded. Further quality criteria are applied according to the “tight” selection of electrons in CMS [181]: The association of the track and the supercluster is enhanced by requiring the extrapolated track at the ECAL surface and the barycentre of the supercluster to be close in the $\eta$-$\phi$ plane. Misidentified electrons are rejected using the transverse extension of the supercluster, and the ratio of the energy deposit in the HCAL to the ECAL deposit has to be less than 0.12 (0.10) for electrons in the barrel (endcaps). Moreover, imposing $|1/E - 1/p| < 0.05$ further ensures the association of the track with the supercluster. A conversion-vertex finder rejects electrons coming from photon conversion. To provide electrons originating from a well-reconstructed primary vertex, electron tracks have to be within 0.2 mm around the closest primary vertex in the transverse plane and closer than 1 mm in the $z$ direction to the same vertex. The isolation is defined similar to the muon case and the relative isolation has to be smaller than 0.15 for all electrons but for endcap electrons with $p_T < 20$ GeV for which the requirement is tightened to be less than 0.10. Finally, electrons are rejected that are closer than 0.1 in the $\eta$-$\phi$ plane from any selected muon.

**Jets**

Jets provide information about partons in the hard interaction in $pp$ collisions. Out-going quarks and gluons manifest themselves as jets since their hadronisation typically results in the creation of many hadrons. The dynamics of QCD promote the collimation of these hadrons along the direction of the original parton. These bundles are reconstructed as compound objects, thereby reducing the number of physics objects in the final states.

The composite measurement of the particles associated to a jet provides information on the parameters of the original parton. However, the assignment of a parton to a jet is not obvious, but is defined by the jet algorithm used to associate the jet constituents. Different jet types are characterised by the choice of subdetector information and their combination. The most relevant jet properties are the energy and direction. These parameters differ systematically between the reconstructed jet and
the underlying parton. Therefore, phase-space-dependent jet energy corrections are applied.

**Jet Algorithms** Jets are measurable objects, defined by the underlying clustering algorithm. General aspects of such algorithms are described in [182]. The design goals of the clustering methods are infrared safety and collinear safety, i.e. the result must have no dependence on additionally radiated soft partons and splitting of the parton, respectively. An important practical aspect is the speed of the algorithm, especially at trigger level. CMS employs several jet algorithms, which can be distinguished into two categories: Cone jet algorithms, defining a jet as a cone around the directions of high energy-flow, and sequential recombination algorithms, which cluster the jet constituents according to a defined metric. Important algorithms use as metric

\[
    d_{ij} = \min \left( k_{T,i}^{2p}, k_{T,j}^{2p} \right) \frac{\Delta_{ij}^2}{R^2},
\]

\[
    d_{iB} = k_{T,i}^{2p},
\]

where \( d_{ij} \) is the distance between entities (particles, pseudojets) \( i \) and \( j \), \( d_{iB} \) is the distance between entity \( i \) and the proton beam axis, \( \Delta_{ij} = (y_i - y_j)^2 + (\phi_i - \phi_j)^2 \), and \( k_{T,i}, y_i \) and \( \phi_i \) are the transverse momentum, rapidity and azimuthal angle of the entity \( i \). First, all possible \( d_{ij} \) and \( d_{iB} \) are calculated and the smallest distance is chosen as the starting point. If the smallest distance is of type \( d_{iB} \) the entity \( i \) is a final jet, else the entities \( i \) and \( j \) are merged and the algorithm starts its next iteration until all particles are clustered into jets. Different settings for the parameters \( p \) and \( R \) define specific algorithms. The case with \( p = 1 \) is referred to as \( k_T \) algorithm, \( p = 0 \) is called Cambridge–Aachen algorithm, and \( p = -1 \) is the anti-\( k_T \) algorithm which is used in the analysis presented in this thesis with \( R = 0.5 \). Among other advantages [183], the shape of anti-\( k_T \) jets is usually more cone-like than the other two algorithms which facilitates experimental calibration and PU handling. Sequential recombination algorithms are usually collinear safe and infrared safe.

**Jet Types** The above discussed algorithms are applied to different input objects, specifying the jet type. In simulated events, the generated particles can be clustered to “generator jets”, while neutrinos are excluded or not, depending on the specific analysis. For reconstructed objects, CMS uses four jet types. “Calo jets” use calorimeter information only, “track jets” use solely the inner tracking system and a third approach is to combine both sets of information to “jet-plus-track (JPT) jets”. However, the type used in this thesis are the “PF jets” which are based on the objects reconstructed by the PF algorithm (see Section 3.4.2). This jet type performs best [177], since it employs the whole detector information, and thus can compensate shortcomings of one detector with measurements from another.

**Jet Energy Corrections** The measured jet energy differs from the underlying parton’s energy, mainly caused by the non-uniform and non-linear calorimeter re-
response. Moreover, additional energy is measured due to PU and electronics noise. This energy mismatch is corrected by a multiplicative factor on the four-vectors of the mean jet-energy response which is specifically derived for all four jet types. The corrections of the jet energy scale (JES) in CMS [177, 184] are phase-space dependent and factorize in subsequent levels as illustrated in Fig. 3.12. The input collection are the uncorrected reconstructed jets where charged particles associated with other than the reference primary vertex have been discarded in the jet reconstruction. This reduces the effect of PU and is referred to as charged hadron subtraction [185]. The output of the jet-energy-correction (JEC) procedure are the calibrated jets. The first three steps correct for the difference between the measured response and the true parton energy obtained in simulated events. The first level removes the energy offset from PU and electronics noise to give the correct energy on average. The second step corrects the jet response in all \( \eta \) regions relative to the \( |\eta| < 1.3 \) region, providing a flat response with respect to the pseudorapidity of the jets. The third correction balances the response with respect to \( p_T \) and corrects the absolute JES. Small residual differences to the data response are removed by applying an additional correction on real data only. The jets obtained after these calibration steps are used in this thesis.

![Figure 3.12: Jet energy correction scheme. The calibrated jets are obtained from the uncorrected reconstructed jets by rescaling in a \( p_T \)- and \( \eta \)-dependent multi-step procedure. For the corrections in 2012, the steps “L2” and “L3” are combined to a single \( p_T \)- and \( \eta \)-dependent correction.](image)

**Jet Identification** The PF jets used in this thesis are clustered from all PF particle-candidates, e.g. even an isolated muon is reconstructed as jet containing one charged particle. In addition, calorimeter noise can induce falsely reconstructed jets. Hence, “loose” quality criteria are applied to all jets used in this work to remove the above-mentioned objects, while sustaining high selection efficiencies. The jets must have a neutral hadronic fraction below 99\%, a neutral electromagnetic fraction below 99\% and at least two constituents. For jets within the tracker acceptance, i.e. \( |\eta| < 2.4 \), additional requirements must be met. The charged hadronic fraction has to be greater than 0\%, the charged electromagnetic fraction must be below 99\% and at least one charged constituent is required. Moreover, jets clustered from particles originating from PU interactions, are identified and rejected with a multivariate approach [185], thus further mitigating the adverse effect of PU on the detector performance.

**Heavy Flavour Identification**

Jets originating from heavy-flavour quarks (c, b) are in general distinguishable from jets initialised by gluons or light quarks (u, d, s) because bottom and charm hadrons
have relatively large masses, long lifetimes and high-momentum decay products. The algorithms used by CMS to identify b-quark jets (b tagging) take advantage of these properties. A brief review of techniques commonly used in CMS analyses is provided below and follows the description in [186, 187].

In general each of the algorithms returns for each jet a single discriminator. Jets with a discriminator value above a given threshold are identified as b jet. These minimum thresholds define “loose” (L), “medium” (M), and “tight” (T) operating points for each of the algorithms with a misidentification probability for “light”-flavour (udsg) jets of 10 %, 1 %, and 0.1 %, respectively, at a jet $p_T$ of 80 GeV. The operating point is indicated by appending the corresponding label to the acronym of the algorithm’s name.

The Track Counting (TC) algorithm takes advantage of the long lifetime of bottom hadrons and uses as single discriminating variable the impact parameter (IP) significance of tracks. It is defined as the ratio of the signed impact parameter to its uncertainty estimate. The algorithm sorts the tracks by decreasing values of this variable, thus the IP significance of the first track is biased to higher values. However, it is less likely to have several tracks with high IP significance from non-b jets. Hence, the two versions of the algorithm, called Track Counting High Efficiency (TCHE) and Track Counting High Purity (TCHP), use the second and third track, respectively.

The long lifetime of bottom hadrons is also utilised by the Simple Secondary Vertex (SSV) algorithm, but the significance of the flight distance is used as discriminator, and is estimated from the vector between primary and secondary vertices. The algorithm’s efficiency is limited to about 65 % by the secondary-vertex reconstruction efficiency, which in turn depends on the required number of tracks associated with the secondary vertex. Hence, analogous to the TC algorithm, a High efficiency (SSVHE) and a High Purity (SSVHP) version exist, which require at least two and at least three tracks, respectively.

The b-tagging algorithm used in this thesis is an extension of the SSV algorithm. The Combined Secondary Vertex (CSV) algorithm employs additional kinematic properties of the bottom-hadron decay. It uses track-based lifetime information, thus providing a higher maximum efficiency than SSV if no secondary vertex was reconstructed. The final discriminator is obtained with a multivariate approach and its performance is shown in Fig. 3.13 in multijet (left) and tt enriched samples. The medium working point with a discriminator threshold of 0.679 is used in the presented analysis, corresponding to an efficiency of $\sim 85 \%$.

**Hadronic Activity**

The hadronic activity $H_T$ of an event is an important variable for analyses with a signal topology exhibiting a high jet multiplicity. It is defined in this thesis as the scalar $p_T$-sum of all PF jets fulfilling $p_T > 40$ GeV and $|\eta| < 3.0$:

$$H_T = \sum_{\text{jets}} \frac{p_T^{\text{jet}}}{|\eta^{\text{jet}}|}, \quad \text{if } p_T^{\text{jet}} > 40 \text{ GeV}, |\eta^{\text{jet}}| < 3.0. \quad (3.7)$$
This definition was chosen to be in agreement with the requirements at trigger level in CMS.

**Missing Transverse Energy**

The missing transverse energy $E_T^{\text{miss}}$ is the imbalance of the energy measurement in the plane perpendicular to the beam direction. Each particle that interacts with the detector deposits a signal corresponding to its energy. Under the assumption of no significant initial-state momentum orthogonal to the beam direction, the vectorial sum of the energy of all outgoing particles must vanish. Due to momentum conservation and assuming well-measured objects, a non-vanishing sum would be due to weakly interacting particles. These particles escape detection as, e.g. neutrinos or possible BSM weakly-interacting long-lived particles like neutral LSPs in SUSY models that conserve $R$-parity. Hence, high $E_T^{\text{miss}}$ is part of many BSM signatures and is one of the key observables to discriminate BSM signal from SM background.

Analogous to jets, $E_T^{\text{miss}}$ can be reconstructed from different input objects, e.g. only calorimeter information is used, optionally taking tracker information into account. In this thesis, PF candidates are used to obtain $E_T^{\text{miss}}$ where JEC are propagated to the $E_T^{\text{miss}}$ calculation. The $E_T^{\text{miss}}$ vector used throughout this work is defined as the negative vectorial $p_T$–sum of all calibrated jets and all unclustered PF candidates

$$ E_T^{\text{miss}} = - \sum_{\text{jet} \atop p_T>0} p_{T,\text{jet}}^{\text{JEC}} - \sum_{i \in \text{uncl.}} \vec{p}_{T,i} . $$

The missing transverse energy is defined as the absolute value $E_T^{\text{miss}} = |\vec{E}_T^{\text{miss}}|$. The performance of the different $E_T^{\text{miss}}$ algorithms used within CMS is documented in [143,188].
4 CMS Tracker Alignment

The inner tracking system is the central component of the CMS detector. Excellent tracking performance is crucial for many physics analyses, e.g. the experimental analysis in this thesis relies on the identification of b-quark jets, and the b-tagging algorithms used within CMS utilise the information provided by the tracker \[186,187\]. Hence, the precise determination of the position and orientation of each tracker module, referred to as alignment, is essential. An accurate calibration and alignment of the tracker are required to measure the parameters of high-momentum tracks with high reconstruction efficiency \[133\], thus meeting the design goals of a transverse momentum resolution of 1.5\% and 10\% for muons with a momentum of 100 GeV and 1 TeV, respectively \[133\].

One of the most important inputs for track reconstruction is the tracker geometry, which is a parameterisation of the geometrical properties of the tracker modules. The tracker performance is limited by potential misalignment of the tracker geometry. However, the large number of tracker modules (see Section 3.2.1) with relative distances of up to \(\approx 6\) m are a challenge for the alignment procedure. Because of the limited accessibility of the tracker and the high precision required, the approach to this task is based on reconstructed tracks, thereby including also time-dependent effects. The alignment should reach a level of statistical accuracy well below the intrinsic silicon hit resolution of 10–30 \(\mu\)m \[189,190\]. In addition to the statistical precision, systematic effects need to be considered. The determined tracker geometry could be systematically distorted, due to biases in the hit and track reconstruction, imprecise description of material effects or uncertainties in the magnetic field estimation, or by an insensitivity of the alignment procedure itself.

Statistical and systematic uncertainties on the tracker geometry need to be well under control to ensure the targeted physics performance, e.g. the b-tagging performance can be worsened by large misalignment \[133,186,191\].

This chapter contains, after a brief summary of the track reconstruction \[136\], an overview of the tracker alignment procedure within CMS followed by some details about the tracker alignment validation methods \[137\]. The central tool for the latter part has been largely rewritten in the course of the thesis, thus providing a better organised and more user-friendly interface to the individual validations.

4.1 Track Reconstruction

Since the alignment of the tracker and the reconstruction of charged particle trajectories, referred to as tracks, are intimately connected with each other, the details of the track reconstruction are briefly reviewed in this section.
Track reconstruction is an immensely challenging task due to the high track multiplicity of about 1000 at the design LHC luminosity [22]. High track-finding efficiency is demanded, while keeping the rate of falsely reconstructed tracks low. Additionally, the tracking software must be fast in order to be used also for the HLT (see Section 3.2.5), which has to cope with event rates around 100 kHz. For instance, the triggers used in the analysis presented in Chapter 5 use a lightweight PF algorithm, with tracks as input, to compute the hadronic activity $H_T$ at trigger level.

The tracking procedure is performed in two successive steps, the local and global reconstruction. The former uses the detector readout information to reconstruct local hit candidates, i.e. the position of a charged particle’s passage through a silicon module. The subsequent global reconstruction combines the hits to tracks, which are an input for the PF jets used in this work.

### 4.1.1 Local Reconstruction

In the first step of the reconstruction process, signals are digitised. If they are below specified thresholds, they are considered as noise, and are discarded before further processing. Neighbouring channels are clustered, according to certain signal-to-noise ratios for the individual channels and for the whole cluster. Using a cluster parameter estimator (CPE) in a subsequent step, the cluster positions and their uncertainties are calculated. These are defined in a local orthogonal coordinate system $(u, v)$ in each sensor plane (see Fig. 4.1) and are, together with the charge and profile of the clusters, the output of the local reconstruction.

![Figure 4.1: Sketch of a rectangular silicon strip module showing the axes of its local coordinate system, $u$, $v$, and $w$, and the respective local rotations $\alpha$, $\beta$, $\gamma$. Taken from [137].](image)

### 4.1.2 Global Reconstruction

The result of the local reconstruction is fed into the global reconstruction procedure. The translation of the local coordinate system of the hits into the global track coordinates takes into account deviations between the assumed and actual position, and surface deformations of the tracker modules as determined by the alignment procedure [137] described in Section 4.2. In addition, the status of the individual modules is considered, i.e. channels or complete modules that cannot provide a signal, or cause noise are deselected.
4.1 Track Reconstruction

The global reconstruction is split into four consecutive stages: seed generation, track finding, track fitting, and track selection. This sequence is performed iteratively, referred to as iterative tracking [136], and is outlined in the following subsections. The iterations mainly differ in the configuration of the seed generation (see Table 4.1), and the final track selection.

Table 4.1: Configuration of the track seeding for each of the six iterative tracking steps. Listed are the seeding layers and the requirements on the minimum $p_T$, and the maximum transverse ($d_0$) and longitudinal ($z_0$) impact parameters with respect to the centre of the interaction region. The Gaussian standard deviation of the longitudinal profile of the interaction region is denoted as $\sigma$. The asterisk symbol indicates the impact parameter with respect to a pixel vertex, i.e. a vertex reconstructed prior to the seed generation with a very fast algorithm using only pixel detector information [136].

| Iteration | Seeding Layers | $p_T$ (GeV) | $d_0$ (cm) | $|z_0|$ |
|-----------|----------------|-------------|------------|---------|
| 0         | Pixel triplets  | > 0.8       | < 0.2      | < 3$\sigma$ |
| 1         | Mixed pairs with vertex | > 0.6 | < 0.2 | < 0.2 cm$^*$ |
| 2         | Pixel triplets  | > 0.075     | < 0.2      | < 3.3$\sigma$ |
| 3         | Mixed triplets  | > 0.35      | < 1.2      | < 10 cm  |
| 4         | TIB 1+2 & TID/TEC ring 1+2 | > 0.5 | < 2.0 | < 10 cm  |
| 5         | TOB 1+2 & TEC ring 5   | > 0.6       | < 5.0      | < 30 cm  |

The CMS tracking software is denoted as Combinatorial Track Finder (CTF), which is a modification of the combinatorial Kalman filter [192–194], thus an extension of the Kalman filter [195], that allows track finding and track fitting within the same framework.

The description below reflects the status of the software from May through August, 2011 [136]. Later versions use the same concept, but with different configurations of the iterations [196].

Seed Generation

The seed generation produces initial track candidates based on two or three hits. A seed is a first estimate of the trajectory parameters and the associated uncertainties. The trajectory of charged particles can be approximated by a helix parameterisation, due to the nearly uniform magnetic field in the tracker volume. Thus, one needs five parameters to define a trajectory. To extract these parameters, one needs three base points of the track, each providing three-dimensional (3-D) information, i.e. either three pixel hits, or two pixel hits and a constraint on the track origin based on the assumption that the particle originated in the pp interaction region.

Seeds are constructed in the innermost region because the channel occupancy of the inner pixel layers is due to the high granularity much lower than in the outer strip layers. In addition, the pixel layers provide 3-D measurements, resulting in more constraints and smaller uncertainties of the trajectory estimates. Finally, it has
been shown that seed generation in the inner tracking system results in higher track reconstruction efficiency [136].

The seed generation is configured by two parameter sets, *seeding layers* and *tracking regions*. The former are pairs or triplets of detector layers, that are searched for hits. The tracking regions are parts of the track-parameter space that limit the acceptable range for the minimum $p_T$, and the maximum transverse and longitudinal IP with respect to the assumed production point of the particle (see Table 4.1).

**Track Finding**

Track finding is a pattern-recognition task and constitutes the computationally most expensive part of track reconstruction. The CTF algorithm begins with the seeds generated in the previous step, and then propagates tracks by adding hits from successive layers, while updating the track parameters at each layer (see Fig. 4.2). The propagation window size depends on the uncertainties on the track parameters, which decrease with every added hit. If more than one hit is compatible, a candidate is built for each. Additionally, one candidate is always propagated without a hit in the layer, a *ghost hit*, because sometimes real hits cannot be reconstructed. Depending on the iteration, zero or one layers without a hit are allowed during track finding (see Table 4.2).

![Figure 4.2: Track pattern recognition based on a Kalman filter [197]. The algorithm starts at the bottom layer and searches for compatible hits in the subsequent layers. The left path is aborted after two layers without compatible hits. The path ending at the right is rejected because of an incompatible last hit, while the central track candidate is kept.](image)

This procedure is continued till the last layer and repeated from outside inwards, if a minimum number of hits has already been found ($N_{\text{rebuild}}$, see Table 4.2), to search for additional hits. In order to avoid a rapid increase in the number of candidates,
Table 4.2: Selection requirements applied to track candidates during the six track finding iterations: minimum $p_T$, minimum number of hits $N_{\text{hits}}$, and the maximum number of missing hits $N_{\text{lost}}$. The minimum number of hits required in the outward track building step to trigger the inward track building step $N_{\text{rebuild}}$ is listed. However, candidates failing this requirement are not rejected. The later iterations have loose requirements on the impact parameters of the tracks. Therefore, the requirements on the number of hits are tightened to avoid random hits forming a track [136].

<table>
<thead>
<tr>
<th>Iteration</th>
<th>$p_T$ (GeV)</th>
<th>$N_{\text{hits}}$</th>
<th>$N_{\text{lost}}$</th>
<th>$N_{\text{rebuild}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.3</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>0.3</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>4</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>7</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>7</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>

at most five are kept for further propagation, based on their normalised $\chi^2$. A bonus is given for each valid hit, and a penalty for each ghost hit.

Track Fitting

The track-finding procedure provides a collection of hits and a track-parameters estimate for each trajectory candidate. However, the full information is available only after the last hit in the trajectory (see Fig. 4.3), and the estimate can be biased by constraints applied in the seeding procedure. Therefore, the track is refitted using a Kalman filter and smoother [136].

![Track Fitting Diagram](image)

**Figure 4.3:** Track fitting [197]: (a) forward fitting, (b) backward fitting, and (c) trajectory smoothing. The arrow size illustrates the uncertainties on the track parameters on a given module.
The filter step starts at the innermost hit with a trajectory estimate obtained from a Kalman filter fit to the innermost hits of the track candidate. The fit then iterates through all hits, from inside outwards, while updating the trajectory estimate with each hit. In case of valid hits, the current track parameters are used to reevaluate the hit-position-uncertainty estimate, while for pixel hits also the position estimate itself is reevaluated.

After the first filter, the smoothing step follows. Hereby, the output of the first filter is used to initialise a second filter step from outside inwards. The final result is then computed from a weighted average of the outcome of the two filters (see Fig. 4.3), to obtain the optimal track parameters at any point. Best precision is achieved by using a Runge–Kutta propagator that takes into account material effects and inhomogeneities of the magnetic field. An accurate extrapolation of the trajectory is assured by a detailed magnetic field map, measured to a precision of \(< 0.01\%\). The use of the Runge–Kutta propagator is most important for \(|\eta| > 1\), where the field inhomogeneities are largest [136].

After filtering and smoothing, incorrectly associated hits, referred to as outliers, are searched and rejected based on their \(\chi^2\) compatibility with the corresponding track. This rejection is repeated until no hits are discarded anymore. If this procedure leads to two ghost hits in consecutive layers, the track is terminated. In case of tracks that finally arrive at less than three hits, these tracks are discarded completely.

The CMS software allows the repetition of the track fitting part, which is a common procedure in tracker alignment workflows, e.g. to validate alignment settings different from the ones used in the central reconstruction. A tool was developed in the course of this thesis to provide unified settings for this procedure, guaranteeing comparable results. It is part of a unified track selection and refitting sequence, referred to as Unified Sequence in the following.

Track Selection

In the interest of high efficiency, the track finding described above typically yields significantly many falsely reconstructed tracks. The rate of these tracks is reduced by applying certain quality criteria, which are tuned for each iteration of the tracking procedure. In general tracks are selected according to the number of hits, the \(\chi^2/\text{ndf}\) of the final fit, and their compatibility with a primary vertex. The track selection applied after a possible refit in the tracker alignment procedures is also part of the Unified Sequence.

4.2 Tracker Alignment

For the track reconstruction described in Section 4.1, it is necessary to transform local hit-position measurements and their uncertainties into the global tracker-coordinate-system or, equivalently, the reverse. This task strongly depends on a precise knowledge of the tracker-module positions and orientations, sensor shapes, and assigned uncertainties. Prior to a description of the track-based internal alignment, that mainly
provides this information for the modules relative to each other, details about the determination of the global coordinates are given in the following section.

4.2.1 Global Position and Orientation of the Tracker

The absolute position and orientation of the tracker are obtained with survey measurements of the TOB, which is the largest subcomponent. Its shift and rotation around the beam axis are determined with respect to the beam axis. The other subcomponents are aligned relative to TOB using the internal alignment described in the following section.

Special attention has to be paid to the orientation of the tracker relative to the magnetic field, which is characterised by the tilt angles $\theta_x$ and $\theta_y$. These describe rotations of the whole tracker volume around the $x$ and $y$ axes in the global CMS coordinate system. Uncorrected tracker tilts with respect to the magnetic field could bias the track parameter reconstruction and mass measurements of resonances inferred from their charged decay products. Therefore, the global tracker tilt angles have to be determined before the overall alignment corrections are obtained.

Ignoring deviations of the tilt angles from the ideal 0 mrad can result in wrong assumptions on the transverse magnetic field components, thus leading to a degradation of the observed track quality, which is estimated by the total $\chi^2$, i.e. the $\chi^2$ sum, of all fitted tracks divided by the number of tracks (see Fig. 4.4). The angles of optimal alignment are derived as the points with maximum overall track quality, i.e. minimum total $\chi^2$.

![Figure 4.4: Dependence of the total $\chi^2$ of the track fits, divided by the number of tracks $N_{\text{track}}$, on the assumed $\theta_x$ (left) and $\theta_y$ (right) tilt angles for $|\eta| < 2.5$ and $p_T > 1$ GeV [137].](image)

Figure 4.5 shows the derived tilt angles for different pseudorapidity ranges. The right panel shows the results for simulated events without tracker misalignment, which are consistent with 0 mrad within the systematic uncertainties. The central tracker region within $|\eta| < 1.5$ exhibits smaller variations, that are well within a margin of
±0.1 mrad, which is used as rough estimate of the systematic uncertainty of the tilt angle determination.

![Figure 4.5: Tracker tilt angles $\theta_x$ (filled circles) and $\theta_y$ (hollow triangles) as a function of track pseudorapidity. The left panel shows the values measured in 2010 data and the right panel shows the values derived from simulated events. The shaded bands indicate the margins of ±0.1 mrad discussed in the text. The error bars are the root mean square of the distributions obtained when varying several parameters influencing the tilt angle determination [137].]

### 4.2.2 Track-Based Alignment

If the tracker-module positions assumed in the track reconstruction differ from the true values, the distributions of the distances between hit position and the prediction from the track fit, referred to as track-hit residuals, are generally broadened. Hence, track-based alignment algorithms minimise the sum of squares of normalised residuals from many tracks. Under the assumption of independent hit position measurements $m_{ij}$ with uncertainties $\sigma_{ij}$, the objective function to minimise reads

$$\chi^2(p, q) = \sum_{\text{tracks}} \sum_{\text{measurements}} \left( \frac{m_{ij} - f_{ij}(p, q)}{\sigma_{ij}} \right)^2.$$  \hspace{1cm} (4.1)

Here, $f_{ij}$ is the track model prediction at the measurement position, which depends on the tracker geometry $p$ and the track parameters $q_j$. Design drawings, survey measurements, or previous alignment results can serve as starting geometry $p_0$, that is used for an approximate track parameter determination $q_{0j}$. The trajectory predictions $f_{ij}$ can be linearised around these initial values because the alignment corrections are assumed to be small. A minimisation of (4.1) leads to a linear equation system involving the alignment parameters $\Delta p$ and corrections to the track parameters of all used $n$ tracks $\Delta q^T = (\Delta q_1, \ldots, \Delta q_n)$. In case of non-small alignment corrections, the procedure has to be iterated.

A global fit approach [198] is used for the CMS tracker alignment, implemented in the MILLEPEDE II program [199]. It takes advantage of properties of the above-
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The mentioned linear equation system, that allow a reduction of the large system to a smaller one for the alignment parameters only. For $10^7$ tracks with 20 parameters on average and $10^5$ alignment parameters, the number of elements in the coefficient matrix is reduced by a factor larger than $4 \times 10^6$, without losing information for the alignment parameter determination [137].

In the following subsections, the track and alignment parameterisation is briefly described, followed by an introduction to the concept of hierarchical and differential alignment, a discussion of *weak modes*, and closing with a summary of the alignment strategy.

**Track and Alignment Parameterisation**

To describe a track trajectory in a homogeneous magnetic field, five parameters are needed when neglecting material effects like multiple scattering. However, the interaction with the material is significant in the CMS tracker. To thoroughly treat multiple scattering one can increase the number of track parameters to $n_{\text{par}} = 5 + 2n_{\text{scat}}$, where the additional parameters can be two deflection angles for each of the $n_{\text{scat}}$ thin scatterers passed by the particles. Thick scatterers can be approximated with two thin scatterers. This complete parameterisation often leads to $n_{\text{par}} > 50$ for cosmic ray tracks [137], which are especially many parameters because cosmic particles do not originate in the tracker centre but traverse the whole detector.

In the general case, the computational effort to derive the inverse coefficient matrix of the above mentioned linear equation system scales with $n_{\text{par}}^3$, thus leading to a significant amount of computing time. The *general broken lines* (GBL) track refit [200–202] avoids the $n_{\text{par}}^3$ scaling by means of a custom track parameterisation. The implementation of this approach in *millepede II* saves a factor of 6.5 in CPU time for isolated muon tracks and 8.4 for cosmic ray tracks compared to solving a linear equation system by matrix inversion [137].

The CMS tracker modules can be approximated as flat planes, i.e. deviations from the assumed tracker geometry can be parameterised with up to three shifts ($u$, $v$, $w$) and three rotations ($\alpha$, $\beta$, $\gamma$) in the local coordinate system (see Fig. 4.1). But tracks with large incident angles, relative to the module normal, are sensitive to deviations from the flat-module approximation. Such deviations can emerge from possible curvatures of the sensors, or relative misalignment of the sensors in two-sensor modules. They are taken into account by extending the number of alignment parameters to up to nine degrees of freedom per sensor instead of six per module. Modified Legendre polynomials up to the second order are used to parameterise the sensor shapes.

Uncorrelated measurements in $u$ and $v$ direction are provided by the pixel modules, whereas the strip modules in TIB and TOB are only sensitive in $u$ direction because the strips are parallel to the $v$ axis. However, the strips in TID and TEC are not parallel, thus the reconstructed hits provide two-dimensional information. But the measurements in $u$ and $v$ are highly correlated. Therefore, their covariance matrix is diagonalised, and the less precisely measured direction, after diagonalisation, is not used in the alignment procedure [137].
Hierarchical and Differential Alignment

The CMS tracker has a hierarchical structure (see Fig. 4.6). Translations and rotations of whole substructures are treated with six additional alignment parameters each. The advantage of these large-substructure parameters is twofold. If the number of tracks is insufficient for the determination of the alignment parameters at module level, one can restrict the procedure to the much smaller set of these substructure parameters. Furthermore, they can be used in a hierarchical alignment approach together with the parameters of the sensors. Thus, coherent displacements of large structures along the non-sensitive coordinate $v$ of the strip modules can be incorporated.

The hierarchical approach results in redundant degrees of freedom because large-structure movements can be either expressed by the corresponding parameters or by the parameters of their components. These degrees of freedom are removed by linear equality constraints, that are implemented in MILLEPEDE II by extending the original linear equations systems using Lagrangian multipliers. This concept is also used to constrain the undefined overall shifts and rotations of the whole tracker [137].

The alignment procedure can treat time-dependent and time-independent parameters simultaneously by means of the differential alignment. For each interval of validity (IOV) a different parameter is used, thus allowing the use of the full statistical power of the dataset to determine the time-independent parameters, while taking into account the time dependence of the others. This approach can be joined with the above described hierarchical alignment, where large structures are IOV dependent, but the sensors remain stable relative to their large structure.
4.2 Tracker Alignment

Weak Modes

Linear combinations of the alignment parameters that change at most slightly the track-hit residuals, thus the total $\chi^2$ in (4.1), are called weak modes. These may arise if coherent changes of the alignment parameters $\Delta p$ can be counterbalanced by changes of the track parameters $\Delta q$. For instance, an overall shift of the tracker would be compensated by variations of the track impact parameters. This can be avoided by fixing the overall shift by means of the constraints mentioned above. However, other weak modes exist, that influence especially the $p_T$ of the tracks, and contribute significantly to the systematic uncertainties of the track fitting procedure [137].

The type of possible weak modes depends on the tracker geometry and granularity, the topology of the tracks used for alignment, and on the alignment and track parameterisation. Weak modes in alignment approaches using only tracks traversing the beam line can be classified in cylindrical coordinates, i.e. by $\Delta r$, $\Delta z$, and $\Delta \phi$ [204]. To keep these modes under control, additional information needs to be included in (4.1). For instance, different track topologies and physics constraints can be incorporated, e.g. cosmic ray tracks breaking the cylindrical symmetry, or knowledge about the resonance whose charged daughter particles produce tracks. The decay channel $Z^0 \rightarrow \mu^+ \mu^-$ is of particular importance because muons are precisely measured in CMS and the reconstructed $Z^0$ mass is sensitive to the twist weak mode (see Fig. 4.7), i.e. a scenario in which the tracker modules are coherently shifted along $\phi$ [137].

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{twist_mode}
\caption{Illustration of the twist weak mode. The tracker modules are coherently shifted along $\phi$. Taken from [205].}
\end{figure}

Strategy of the Internal Tracker Alignment

The strategy to obtain the alignment parameters is exemplified in the following using the procedure of the 2011 tracker alignment [137]. In general, the tracking detector has not undergone significant movements throughout this data-taking period. The large structures have been monitored using a system of infrared lasers [206], and statistical studies of primary vertex residuals (see Section 4.3.2). The statistical alignment precision has been validated [207, 208] and shows no need for time-dependent module-level parameters.

Two different tracker readout modes are applied during data taking. One is the peak mode, which reads the full signal shape. This mode is used for parts of the
cosmic data taking, but it is too slow for collision events with high interaction rates. Therefore, the faster *deconvolution mode* is used, which measures the signal turn-on at three points and extrapolates the signal shape. However, the disadvantage of this method is that not all charge carriers in a module reach the readout channels, resulting in a thinner effective active area of the silicon sensors. This effect is taken into account in the calibration by means of *back-plane corrections* but which have no significant influence [137]. The strong magnetic field overlaid to the electric field in the sensors shifts the drift direction of the charge carriers by a certain angle, the *Lorentz angle*. Associated calibration parameters are not used if the Lorentz drift is stable in time because this can be compensated by the alignment corrections.

Typically, the data sample used for alignment is split to first run a full-scale alignment utilising the different track topologies, as well as mass and vertex information. Afterwards, the large structures are monitored to detect relevant movements of the tracker components.

Four types of tracks are used in the alignment procedure, each reconstructed with the algorithms described in Section 4.1, and providing specific information about the tracker geometry. These are minimum bias samples, isolated muon samples, di-muon samples, and cosmic-ray-track samples. For all data sets, basic quality criteria are applied, for which the above-mentioned Unified Sequence could be used.

Events with isolated muons are selected by requiring global muons with certain kinematic requirements. These events are mainly populated with muons from leptonic W-boson decays and amount to 15 million tracks used for alignment.

Minimum bias events are collected with a combination of triggers, based on, e.g. pick-up signals marking the intersection of two proton bunches, signals from the beam scintillator counters [22], or minimum requirements on hit and track multiplicity.

Di-muon events originating from $Z^0$-boson decays are selected online with any trigger requesting two muons. Offline these muons are required to be global muons and oppositely charged. To obtain a pure sample of $Z^0$-boson candidates, the invariant di-muon mass is restricted to be within $85.8 - 95.8$ GeV.

Tracks induced by cosmic rays are recorded both in peak and deconvolution mode. Peak mode data are taken before the LHC started operations and in beam-free periods between LHC fills. Furthermore, deconvolution mode data are taken both during and between LHC fills, using a special cosmic ray trigger.

The concept of hierarchical and differential alignment is applied, and IOVs are defined using the above-mentioned procedure based on primary vertex residuals. Overall, more than 200 000 alignment parameters are determined simultaneously, taking into account more than 100 constraints.

### 4.3 Tracker Alignment Validation

The above described alignment method is a very complex procedure, thus the validation of the alignment is a crucial part of the whole workflow. To fulfil this task, several tools have been developed and most of them can be steered with the uniform control interface of the *All-in-One Validation Tool*, which is largely rewritten and
extended in the course of this thesis. It allows the easy usage of the underlying tools without detailed knowledge of the algorithms, thus facilitating weekly validations by alternating users and at the same time yielding consistent results.

The new features include the validation of arbitrary calibration and alignment conditions and the configuration of the di-muon validation tool, which previously required expert knowledge to be run in stand-alone mode. Also tedious preparation steps are now automated, thus further increasing user-friendliness.

The first section deals with the validations integrated in the All-in-One Validation Tool, followed by the tools that exist to date only as stand-alone versions.

4.3.1 All-in-One Validation Tool

The All-in-One Validation Tool is commonly used in recent and past alignment campaigns to provide information about the status of the tracker, the effect of different alignment settings, or for weekly monitoring of the track-hit residuals. The integrated tools, which can be configured with a unified interface, are briefly described in the following.

Track-Based Offline Validation

In this method, track-hit residuals are determined, which are obtained without the probed hit to remove biases due to correlations between hit and track. The tool is used to measure the quality of alignment and related effects by studying the track-hit-residual distributions of individual modules and larger structures, as well as global track variables. During data taking it is used on a weekly basis to spot possible misalignment effects, but also in larger alignment campaigns to validate the alignment accuracy as illustrated in Fig. 4.8.

Di-Muon Validation

Possible biases in the reconstruction of resonances due to misalignment in the tracking detector can be studied with $Z^0 \rightarrow \mu^+\mu^-$ or $\Upsilon(1S) \rightarrow \mu^+\mu^-$ events. Di-Muon events are selected and the invariant mass of the di-muon system is fitted with a Voigtian or Gaussian function for $Z^0$ or $\Upsilon(1S)$ candidates, respectively. An exponential function is used to model the background. Especially $Z^0 \rightarrow \mu^+\mu^-$ events provide a handle on possible twists in the tracker geometry as shown in Fig. 4.9. This tool previously required expert knowledge, but has been integrated in the All-in-One Validation Tool, and therefore benefits from the extended options to validate various alignment and calibration conditions.

Cosmic Track Split Validation

The idea of this method is, to split cosmic tracks at their point of closest approach to the beam line, thus creating two individual track candidates. Subsequently the track parameters are compared to detect systematic misalignment. The method is e.g. sensitive to an off-centring of the barrel layers and endcap rings (sagitta misalignment).
Figure 4.8: Distributions of the medians of the track-hit residuals (DMR) for the pixel tracker barrel in \( u \) (left) and \( v \) (right) coordinates. Shown are the distributions after alignment with 2011 data (solid), in simulation without misalignment (dashed) and with realistic misalignment (dotted). The obtained widths of the distributions are the same within the sensitivity limit of the DMR method. Thus, the alignment procedure can correct misalignment in data and simulation [137].

Geometry Comparison

This validation is special with respect to the other presented methods because it does not require data but only alignment parameters \( \Delta p \) of two tracker geometries. The tools compares these two tracker geometries at any hierarchy level. Global displacements can be eliminated to find relative displacements of any structure with respect to any other higher-level structure. It is used, e.g. to validate the positive effect of the alignment procedure with respect to an initial alignment setup, or with respect to the ideal tracker geometry. The successful realignment of misaligned geometries can be monitored with this tool, thus providing a possibility to judge, how many iterations of the alignment procedure are necessary to recover from misalignment.

4.3.2 Primary Vertex Validation

The Primary Vertex Validation is intended to detect biases in the pixel geometry description. It studies the distances between tracks and the associated primary vertex reconstructed without the respective track, referred to as unbiased track-vertex residuals. Systematic misalignment would bias the distributions of the residuals depending on the pseudorapidity and azimuthal angle of the tracks. During data taking, it is run on a daily basis, thus providing relatively fast feedback on possible move-
4.3 Tracker Alignment Validation

Figure 4.9: Invariant mass of $Z^0 \rightarrow \mu^+ \mu^-$ candidates with respect to the pseudorapidity (left) and the azimuthal angle (right) of the positively charged muon. The shown distributions are from aligned data (black upward-pointing triangles), and from simulation without misalignment (blue circles) and with misalignment (red squares). The data distribution is also shown for a tracker geometry obtained without using $Z^0$-boson-mass information (green downward-pointing triangles). The clear trend in the latter distributions is attributed to a twist weak mode (see Section 4.2.2). This bias in the $Z^0$-mass reconstruction is removed by including the additional information of the $Z^0$ resonance [137].

ments of the large substructures of the tracker. In the alignment of 2011 it is used to determine the IOVs used for the alignment parameters, hence it is an important ingredient of all tracker alignment campaigns.

4.3.3 $E/p$ Validation

Calorimetric information provides an additional measure of systematic effects in the track momentum determination. The value of this additional knowledge lies in the alternative information with respect to the $Z^0 \rightarrow \mu^+ \mu^-$ decays, which are already used in the alignment procedure itself.

The tool measures the difference in the azimuthal angle of two tracks with the same transverse momentum and polar angle. Weak modes, that alter the azimuthal angle of the modules, would have an opposite effect on the track curvature for positively and negatively charged particle trajectories. Thus, the tool is able to detect twists in the tracker alignment.
5 Search for a Light NMSSM Higgs Boson

On the 4th of July, 2012 the discovery of a Higgs boson with a mass around 125 GeV has been announced [5,6] after decades of intense research induced by the prediction of a scalar elementary particle [54] within the BEH mechanism [54–56]. The properties of the newfound particle are within the experimental accuracy in agreement with the expectations from the SM [7–9], but it might well be that it corresponds to a state of an extended Higgs sector. Such a scenario is motivated by the known shortcomings of the SM outlined in Chapter 1, which suggest an extension of the theoretical description. Supersymmetry (SUSY), as a promising candidate, predicts in all its variants an extended Higgs sector.

A well motivated non-minimal implementation of SUSY is the NMSSM, featuring a singlet extension as described in Section 1.4.1. This results in extended Higgs and neutralino sectors with respect to the MSSM, giving rise in particular to a richer Higgs phenomenology. Interestingly, scenarios with a light Higgs boson in the mass range even below \(m_{Z^0}\) are not excluded, and occur very generically within the NMSSM (see Section 1.4.2). Such a light Higgs boson couples only weakly to gauge bosons because of a large singlet component, thereby evading constraints from previous Higgs boson searches in this low mass range.

Finding a light Higgs boson in addition to the one at 125 GeV is certainly a good way to show that the found Higgs boson is not the Higgs boson of the SM. This chapter describes the search for an additional Higgs boson, that is lighter than the currently known one. The analysis strategy is outlined, including online and offline event selection, background estimation, signal modelling, and the determination of systematic uncertainties. The search results and their interpretation are described in Chapter 6.

The analysis is published in [209] and figures from this document or from the corresponding public website [210] are indicated as such. All other figures are labelled as “Private Work”.

5.1 Signal Event Topology and Analysis Strategy

As discussed in Sections 1.4.2 and 1.5, previous searches do not exclude a light NMSSM Higgs boson with reduced couplings to gauge bosons and SM fermions. As a consequence of the reduced couplings, such a Higgs boson is not produced in standard channels (see Fig. 1.5) with discernible strength. Therefore, a search within cascade decays of supersymmetric particles is performed as suggested by [99]. The topology of such an event is illustrated in Fig. 1.7 and exhibits the following features
to distinguish them from events originating from SM processes:

- two non-b-quark jets with high $p_T$ from the decays of the strongly interacting SUSY particles into the much lighter neutralinos/charginos,
- two b-quark jets from the $h_1$ decay,
- large $E_T^{\text{miss}}$ due to the two LSPs at the end of each cascade-decay chain.

The analysis strategy is to select events with at least two b-tagged jets according to the criteria described in Section 5.3, and to compute the invariant mass $m_{bb}$ of the two selected jets. The contributions expected from SM processes, considered as background in the signal region, are derived from simulation, or by using a data-driven method in case of the QCD multijet background. The $m_{bb}$ distributions estimated for the different background sources are then linearly combined together with the signal distribution, which is derived from simulation for various mass hypotheses, and fitted to the data. The contribution from $h_1$ would then manifest itself as a peak at the mass of $h_1$.

In order to avoid a possible bias in the results, a blinding policy is adopted during the development phase of the analysis. The real data $m_{bb}$ distribution is never looked at in the signal region for invariant masses below 150 GeV. Instead, background-enriched control regions with very small expected signal contributions are used to verify the modelling of the background.

### 5.1.1 Contributions from Supersymmetric Cascades

In addition to the $h_1$ resonance, there are further contributions from the SUSY cascade in the NMSSM scenarios considered for this analysis (see Section 1.4.2). All of them are depicted in Fig. 5.1 and comprise the following sources of b-quark pairs: The top left diagram in Fig. 5.1 illustrates the production of NMSSM Higgs bosons, i.e. $h_1$, $h_2$, and $a_1$. Most similar to the Higgs boson production is the creation of a $Z^0$ boson which decays into a pair of b quarks as depicted in Fig. 5.1 (top right).

However, when selecting two b-tagged jets there are also non-resonant contributions as illustrated in Fig. 5.1 (bottom left), where two top-quarks are produced in a gluino decay, which subsequently decay into $W^\pm$ bosons and two b quarks. Another source of non-resonant SUSY events in agreement with the signal topology is shown in Fig. 5.1 (bottom right) where the decay products of two different sources would be combined, e.g. events where the selected jets originate from Higgs boson decays, but not from the same one.

### 5.1.2 Background from Standard Model Processes

The SM processes, that have similarities with the signal topology described in this section are, ordered by decreasing size of their contribution, $t\bar{t}$ production in association with jets, QCD multijet, $W \rightarrow \ell\nu$ associated with jets, and $Z^0 \rightarrow \nu\bar{\nu}$ associated with jets. Sizeable $E_T^{\text{miss}}$ in $t\bar{t}$ events is caused by leptonic decays of the W bosons
produced in a t-quark decay. Therefore, di-leptonic and semi-leptonic decays of the \( t\bar{t} \) system, i.e. with two or one lepton in the final state, are the main contribution due to neutrinos produced in association with the leptons. In principle, QCD multijet events exhibit at most small \( E_T^{\miss} \). However, mismeasurement of jet energies can result in sizeable missing energy. In these events the \( E_T^{\miss} \) vector is typically aligned with one of the two most energetic jets which is used to estimate this contribution as explained in detail in Section 5.4.2. For the remaining two processes, the \( E_T^{\miss} \) is caused by the undetected neutrinos, but their overall contribution is highly reduced by the requirement of two b-tagged jets.

Further SM backgrounds are tested, as described in Section 5.4, but found to be negligible. Thus, they are not included in the final result.

### 5.2 Data and Simulated Samples

The data used in this analysis correspond to an integrated luminosity of 19.7 fb\(^{-1}\), collected by the CMS experiment at a centre-of-mass energy of 8 TeV during the 2012 data-taking period.

The signal process is characterised by the associated production of many jets (see Fig. 1.7), which facilitates the online selection with a trigger that uses the \( H_T \).
variable. Such a trigger is used to collect the data for this analysis. Only the events certified by CMS to have good quality (see Section 3.2.6) are used for the analysis. For the trigger efficiency determination a control trigger on isolated muons is used.

The NMSSM signal samples listed in Table 5.1 are generated in the two scenarios described in Section 1.4.2. The event generator PYTHIA and the full detector simulation are used for the data sets of the modified P4 scenario, whereas MADGRAPH and the fast simulation are used for the decoupled squarks scenario. The NMSSM-specific input is created with NMSSMTOOLS [115–121] and inserted in the event generation process using the SLHA interface [125,126].

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( m_{h_1} )</th>
<th># events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modified P4 scenario</td>
<td>30 GeV</td>
<td>125 012</td>
</tr>
<tr>
<td></td>
<td>35 GeV</td>
<td>125 012</td>
</tr>
<tr>
<td></td>
<td>40 GeV</td>
<td>490 400</td>
</tr>
<tr>
<td></td>
<td>45 GeV</td>
<td>484 530</td>
</tr>
<tr>
<td></td>
<td>50 GeV</td>
<td>466 170</td>
</tr>
<tr>
<td></td>
<td>55 GeV</td>
<td>495 550</td>
</tr>
<tr>
<td></td>
<td>60 GeV</td>
<td>498 086</td>
</tr>
<tr>
<td></td>
<td>65 GeV</td>
<td>995 032</td>
</tr>
<tr>
<td></td>
<td>70 GeV</td>
<td>921 064</td>
</tr>
<tr>
<td></td>
<td>75 GeV</td>
<td>993 007</td>
</tr>
<tr>
<td></td>
<td>80 GeV</td>
<td>978 616</td>
</tr>
<tr>
<td></td>
<td>85 GeV</td>
<td>987 182</td>
</tr>
<tr>
<td></td>
<td>90 GeV</td>
<td>250 025</td>
</tr>
<tr>
<td></td>
<td>95 GeV</td>
<td>249 209</td>
</tr>
<tr>
<td></td>
<td>100 GeV</td>
<td>249 509</td>
</tr>
<tr>
<td>Decoupled squarks scenario</td>
<td>60–95 GeV</td>
<td>9 058 666</td>
</tr>
</tbody>
</table>

The SM background samples are listed in Table 5.2. The cross sections are calculated at next-to-leading order (NLO) or next-to-NLO (NNLO) according to the best precision available. The QCD multijet cross sections correspond to LO, but are not used for the extraction of the final result.
### 5.2 Data and Simulated Samples

Table 5.2: Simulated samples of the SM backgrounds considered in this analysis. For each sample, the event generator, the cross section, and the integrated luminosity corresponding to the number of generated events in this sample are listed. Parton showering and hadronisation are done with PYTHIA.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Event Generator</th>
<th>$\sigma$ (pb)</th>
<th>$\int L$ (fb$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadronic $t\bar{t} +$ jets</td>
<td>MADGRAPH</td>
<td>102.9</td>
<td>303</td>
</tr>
<tr>
<td>Semi-leptonic $t\bar{t} +$ jets</td>
<td>MADGRAPH + TAUOLA</td>
<td>98.6</td>
<td>253</td>
</tr>
<tr>
<td>Di-leptonic $t\bar{t} +$ jets</td>
<td>MADGRAPH + TAUOLA</td>
<td>23.6</td>
<td>508</td>
</tr>
<tr>
<td>Multijet QCD, $H_T = 100 - 250$ GeV</td>
<td>MADGRAPH</td>
<td>$1.06 \times 10^7$</td>
<td>$4.47 \times 10^{-3}$</td>
</tr>
<tr>
<td>Multijet QCD, $H_T = 250 - 500$ GeV</td>
<td>MADGRAPH</td>
<td>$2.85 \times 10^5$</td>
<td>$9.50 \times 10^{-2}$</td>
</tr>
<tr>
<td>Multijet QCD, $H_T = 500 - 1000$ GeV</td>
<td>MADGRAPH</td>
<td>8710</td>
<td>3.51</td>
</tr>
<tr>
<td>Multijet QCD, $H_T &gt; 1000$ GeV</td>
<td>MADGRAPH</td>
<td>212</td>
<td>65.3</td>
</tr>
<tr>
<td>$W \rightarrow \ell\nu + 1$ jet</td>
<td>MADGRAPH</td>
<td>6440</td>
<td>3.59</td>
</tr>
<tr>
<td>$W \rightarrow \ell\nu + 2$ jets</td>
<td>MADGRAPH</td>
<td>2090</td>
<td>16.3</td>
</tr>
<tr>
<td>$W \rightarrow \ell\nu + 3$ jets</td>
<td>MADGRAPH</td>
<td>619</td>
<td>25.1</td>
</tr>
<tr>
<td>$W \rightarrow \ell\nu + 4$ jets</td>
<td>MADGRAPH</td>
<td>255</td>
<td>52.5</td>
</tr>
<tr>
<td>$Z^0 \rightarrow \nu\bar{\nu}$, $H_T = 50 - 100$ GeV</td>
<td>MADGRAPH</td>
<td>381</td>
<td>52.5</td>
</tr>
<tr>
<td>$Z^0 \rightarrow \nu\bar{\nu}$, $H_T = 100 - 200$ GeV</td>
<td>MADGRAPH</td>
<td>160</td>
<td>34.8</td>
</tr>
<tr>
<td>$Z^0 \rightarrow \nu\bar{\nu}$, $H_T = 200 - 400$ GeV</td>
<td>MADGRAPH</td>
<td>41.5</td>
<td>113</td>
</tr>
<tr>
<td>$Z^0 \rightarrow \nu\bar{\nu}$, $H_T &gt; 400$ GeV</td>
<td>MADGRAPH</td>
<td>5.27</td>
<td>775</td>
</tr>
<tr>
<td>Single $t$ production ($tW$ channel)</td>
<td>POWHEG + TAUOLA</td>
<td>11.8</td>
<td>42.3</td>
</tr>
<tr>
<td>Single $\bar{t}$ production ($tW$ channel)</td>
<td>POWHEG + TAUOLA</td>
<td>11.8</td>
<td>41.9</td>
</tr>
<tr>
<td>Single $t$ production ($t$ channel)</td>
<td>POWHEG + TAUOLA</td>
<td>55.5</td>
<td>67.7</td>
</tr>
<tr>
<td>Single $\bar{t}$ production ($t$ channel)</td>
<td>POWHEG + TAUOLA</td>
<td>30.0</td>
<td>65.5</td>
</tr>
<tr>
<td>Single $t$ production ($s$ channel)</td>
<td>POWHEG + TAUOLA</td>
<td>3.89</td>
<td>66.8</td>
</tr>
<tr>
<td>Single $\bar{t}$ production ($s$ channel)</td>
<td>POWHEG + TAUOLA</td>
<td>1.76</td>
<td>79.5</td>
</tr>
<tr>
<td>$WZ^0$</td>
<td>PYTHIA + TAUOLA</td>
<td>32.3</td>
<td>309</td>
</tr>
<tr>
<td>$Z^0Z^0$</td>
<td>PYTHIA + TAUOLA</td>
<td>7.6</td>
<td>1290</td>
</tr>
<tr>
<td>$Z^0 / \gamma^* \rightarrow \ell\ell$, $M_{Z^0/\gamma^*} = 10 - 50$ GeV</td>
<td>MADGRAPH</td>
<td>907</td>
<td>7.86</td>
</tr>
<tr>
<td>$Z^0 / \gamma^* \rightarrow \ell\ell$, $M_{Z^0/\gamma^*} &gt; 50$ GeV</td>
<td>MADGRAPH</td>
<td>3510</td>
<td>8.68</td>
</tr>
</tbody>
</table>
5 Search for a Light NMSSM Higgs Boson

5.3 Event Selection

The search for a light Higgs boson is performed on the data set taken in 2012 by CMS. Certain criteria are applied during data taking and in the offline analysis to select data enriched with events exhibiting the signal topology, while reducing the fraction of background-like events. This section describes the trigger used for this task, the event-wise cleaning and correction procedures, and the offline selection.

5.3.1 Online Event Selection

The signal events from SUSY cascades have a large hadronic activity due to the very energetic jets from the squark decays and the two b jets from the h_1 decay. This facilitates triggering using HLT paths that use H_T as defined in Section 3.4.3 and calculated with Particle Flow (PF) objects at trigger level. In the second half of 2012 an improved version is used to better mitigate PU effects. Both versions compute the hadronic activity H_T and select events if H_T is greater than a threshold of 650 GeV.

Because of the limited processing time per event during the online selection, the PF algorithm at trigger level is simplified with respect to the offline version. Therefore, the efficiencies of the online and offline selection using the H_T variable differ from each other. This difference is expressed in terms of trigger efficiencies \( \epsilon_{\text{Trigger}} \) as a function of H_T computed with the offline PF algorithm. The trigger efficiency is calculated with the tag-and-probe method, i.e. an independent sample is selected by means of a tag object. In this analysis an uncorrelated trigger on isolated muons is used to compute the efficiency of the probe object H_T,

\[
\epsilon_{\text{Trigger}} = \frac{N_{\text{tag+probe}}}{N_{\text{tag}}}. \tag{5.1}
\]

Here, \( N_{\text{tag}} \) is the number of events selected by the trigger on isolated muons, and \( N_{\text{tag+probe}} \) is the number of events that are also selected by the H_T trigger. This quantity is computed in bins of different offline H_T, and the results are visualised in Fig. 5.2. In addition to the trigger selection, an \( E_{\text{miss}} \) requirement of 200 GeV is applied, which is also used later in the offline analysis.

The offline H_T in Fig. 5.2 is defined as the scalar sum of all PF jets passing \( p_T > 40 \text{ GeV} \) and \( |\eta| < 3.0 \), which is the same selection as on trigger level but using jets obtained with the simplified PF algorithm. The efficiencies in Fig. 5.2 are fitted to the data using the function

\[
\epsilon_{\text{Trigger}}(H_T) = \frac{N}{2} \left[ \text{erf}(s \cdot H_T - t) + 1 \right], \tag{5.2}
\]

where the fitted parameters are the normalisation \( N \), the position of the turn-on \( t \), and the slope of the turn-on \( s \). The Gauss error function \( \text{erf} \) is defined as

\[
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt. \tag{5.3}
\]
The fit results are listed in Table 5.3, and from Fig. 5.2 one can conclude that the triggers are fully efficient for an offline $H_T$ of 750 GeV. Thus, an offline $H_T$ of at least 750 GeV is required to select events in data and simulation, where no trigger selection is applied, with the same efficiency. Omitting the online selection in the simulation is necessary because the data sets are simulated prior to data taking, thus the final trigger menu could not be included. The uncertainty on the measured efficiency, indicated by the red band enclosing the fitted curve in Fig. 5.2, is propagated to the final result as uncertainty on the trigger weight in simulated events.

Table 5.3: Results of the fit of the parameterisation of $\epsilon_{\text{Trigger}}(H_T)$ as specified in (5.2) to the trigger efficiencies in Fig. 5.2 for the two different trigger versions used in 2012.

<table>
<thead>
<tr>
<th>Data-Taking Period</th>
<th>$N$</th>
<th>$t$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>First part of 2012</td>
<td>$(98.2 \pm 1.0)%$</td>
<td>$(626 \pm 3)\text{ GeV}$</td>
<td>$(1.20 \pm 0.06) \times 10^{-2}$</td>
</tr>
<tr>
<td>Second part of 2012</td>
<td>$(98.4 \pm 0.4)%$</td>
<td>$(622 \pm 2)\text{ GeV}$</td>
<td>$(1.18 \pm 0.03) \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Other trigger paths are studied, in particular triggers based on b tagging. However, the respective triggers available in the CMS online menu test only the four leading jets, which are often not the ones from the $h_1$ decay as can be seen from the $p_T$ rank of the jets selected in the offline analysis in Fig. 5.3 (top). They are thus poorly efficient for this analysis and are not considered in the following.

5.3.2 Event Cleaning and Data-to-Simulation Corrections

Real data events are affected by detector noise or mismeasurements. These effects can lead to spurious $E_T^{\text{miss}}$ such that an event with no genuine $E_T^{\text{miss}}$ is selected in searches
with signatures as the one described in Section 5.1, which contain weakly interacting particles in the final states. Thus, a removal of false-$E_{\text{T}}^{\text{miss}}$ events is necessary to mitigate these effects. In addition to the filtering of these pathological events, event-based corrections have to be applied to simulation. Those are needed because certain simulation input is only available after data taking, or because the performance of identification algorithms differs between data and simulation. These event filters and corrections are described in this section.

**Removal of Spurious $E_{\text{T}}^{\text{miss}}$ Events**

To discard events with large false $E_{\text{T}}^{\text{miss}}$, a variety of event filters is developed by the CMS collaboration [143,188,211,212]. The cleaning requirements and algorithms used in this analysis are described in the following.

To ensure the presence of a pp collision, all events must contain a reconstructed primary vertex according to the criteria listed in Section 3.4.3. Events from beam-background processes, e.g. interactions of the protons with residual gas molecules, are rejected by requiring at least 25% tracks of an event to be of high purity, i.e. these

---

**Figure 5.3:** Rank in $p_T$ of the harder (left) and the softer selected jet (right) for the various contributions. The distributions are shown after a selection with at least two b-tagged jets (top) and after a selection with exactly one b-tagged jet (bottom). In the latter case the second jet is chosen to be the third non-b-tagged jet, but is otherwise treated as the usual second b-tagged jet $b_2$. The single-b selection is used in the QCD multijet background determination. Due to a b veto on the two leading jets, the entries start only at 3.
tracks must fulfil certain quality criteria. Beam-background processes with a muon are identified with a dedicated filter using information from the CSC subdetector (see Section 3.2.4).

Events affected by instrumental noise are rejected by the standard noise filters described in the following. Instrumental noise in the HPDs (see Section 3.2.3) and their readout boxes causes anomalous signals in the HCAL. Such events are identified and discarded based on timing and pulse-shape information. Approximately 1% of the ECAL crystals suffer from electronics noise and are ignored in the readout. However, a significant amount of energy may be lost leading to high spurious $E_{\text{miss}}$. Those events are vetoed based on the distance between the masked cells and jets together with the energy surrounding the masked ECAL cells. Another noise filter removes such events if the trigger primitive $E_T$ exceeds a certain threshold.

Events have been observed with large ECAL and HCAL deposits, but with small track multiplicities. In those events, the tracking algorithm fails for some of its iterations because of too many seed clusters. Such events are removed by requiring the scalar $p_T$-sum of the tracks associated with the primary vertex to be greater than 10% of the scalar $p_T$-sum of all jets within the tracker acceptance.

The filters described above are all applied on real data. The noise filters are also applied on simulated events, though the effect is minor.

Pileup Reweighting

As stated in Section 3.4.3, on average 21 PU interactions are observed per bunch crossing during the 2012 data-taking period. In simulated data, the hard-scattering process is overlaid with minimum bias interactions to mimic PU conditions as present in data. However, since the MC samples were generated in advance of the data taking, there is only a rough agreement between data and simulation with respect to PU conditions. Therefore, the simulation samples have to be reweighed such that the distribution of the number of PU interactions matches the distribution observed in data [213].

The PU modelling is validated in the signal region, but without any $E_{\text{miss}}$ requirement. Figure 5.4 compares the predicted distributions of reconstructed primary vertices with the one measured in data, which corresponds to the number of PU interactions multiplied with the primary-vertex-reconstruction efficiency. Good agreement is observed between the data and simulated events after reweighting.

b-Tagging-Efficiency Corrections

The performance of the b-tagging algorithms differs between real data and simulated events (see Fig. 3.13), and between full simulation and fast simulation of the CMS detector response. In order to account for this deviation, a reweighting procedure based on b-tagging-efficiency scale-factors is applied. These scale factors are defined as the ratio of the b-tagging efficiency in data and simulation, and full and fast simulation, respectively.
Reweighting of Full Simulation to Data  A reweighting is applied to all simulated samples (see Tables 5.1, 5.2), based on scale factors derived from different topologies, e.g. $t\bar{t}$ and QCD multijet events [214]. The scale factors for this procedure depend on $p_T$, $\eta$, and the true flavour of the simulated jet. The scale factors for heavy-flavour jets ($b, c$) are the same, but with twice the uncertainty for c-quark jets. All other types of jets ($u, d, s, g$) use common “mis-tag” scale factors:

$$SF(\epsilon_{\text{b-tag}}^{\text{offl}}) = 0.95 \pm 0.01$$

$$SF(\epsilon_{\text{mis-tag}}^{\text{offl}}) = 1.2 \pm 0.2$$

where the numbers given are typical values for the medium working point of the CSV (CSVM) tagger [187].

Reweighting of Full Simulation to Fast Simulation  CMS provides $p_T$, $\eta$, and flavour-dependent correction factors, which are defined as the ratio of full simulation over fast simulation b-tagging efficiencies [215]. These correction factors are derived individually for b-quark, c-quark, and “light”-flavour ($u, d, s, g$) jets.

Overall b-tagging efficiencies in the fast simulation are higher, since various detector effects are not fully incorporated. The correction factors are applied to the fast simulation signal sample in the decoupled squarks scenario (see Table 5.1) analogous to the procedure for the data-to-simulation reweighting in order to match the performance in fast simulation to full simulation. Typical values for these corrections...
are \[216\]

\[
\begin{align*}
\text{CF}(\epsilon^b) &= 0.992 \pm 0.013, \\
\text{CF}(\epsilon^c) &= 0.991 \pm 0.022, \\
\text{CF}(\epsilon^{uds}) &= 1.094 \pm 0.116,
\end{align*}
\]

where the jet \(p_T\) is within 80–100 GeV and the light-flavour jets are central with \(|\eta| < 1.2\).

### 5.3.3 Offline Event Selection

As discussed in Section 5.3.1, the large hadronic activity in signal events as described in Section 5.1, motivates the use of the variable \(H_T\) to enrich events with the desired topology. To ensure a fully efficient trigger, the offline selection of this analysis requires \(H_T > 750\) GeV, which is the beginning of the trigger-efficiency plateau in Fig. 5.2. The medium working point of the CSV b-tagging algorithm (CSVM) is used in the analysis. Each event must have two leading non-b-tagged jets with \(p_T^{\text{Lead}} > 250\) GeV and \(p_T^{\text{SubLead}} > 100\) GeV, respectively. Moreover, two b-tagged jets are required, which can be of any rank in \(p_T\), except the first and the second rank. Additional jets are not vetoed. If not stated otherwise, all jets have to fulfil \(p_T > 25\) GeV and \(|\eta| < 2.4\).

If more than two jets are identified as b-quark jets, the pair with the smallest \(\Delta R(b, b')\) is chosen, where \(\min \Delta R(b, b) < 1.5\) is required. In addition, the event must fulfil \(E_T^{\text{miss}} > 200\) GeV, and the azimuthal angle between \(\vec{E}_T^{\text{miss}}\) and each of the leading jets has to be \(\Delta \phi(j_1, j_2, \vec{E}_T^{\text{miss}}) > 0.5\) in order to suppress QCD multijet contributions due to mismeasurement of the jet energy.

The invariant mass of the two selected b-tagged jets is then computed, and used to extract the final results.

The event selection variables are shown in Appendix D.1, and a comparison of data to the predicted distributions shows that they are well described.

### Optimisation of Selection Criteria

The selection criteria are the result of a detailed optimisation technique targeting the highest sensitivity reflected in the most stringent expected upper limit in the case of non-observation. The procedure employs the signal samples of the modified P4 scenario listed in Table 5.1.

The expected limits for the optimisation studies are derived for three different mass points \((m_{h_1} = 40, 65\) and \(80\) GeV), representative for the entire probed \(h_1\) mass range 30–100 GeV. The procedure explained in Section 5.6 is used, but with a subset of the systematic uncertainties enumerated in Section 5.7. The detailed results of these studies are summarised in Appendix D.2 and lead to the above described selection criteria.
Selection Efficiency for Data and Signal Events

The values of the selection efficiency are listed in detail for data in Table 5.4. The largest effect on the rate have the requirements on the multiplicity of b-tagged jets and on $E_T^{\text{miss}}$.

Table 5.4: Number of events observed in data after each selection step. The efficiency of each selection step relative to the previous step is also listed. In the first line, “all” means the events which pass the trigger selection.

<table>
<thead>
<tr>
<th>Selection</th>
<th>Events</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>43111487</td>
<td>1.000</td>
</tr>
<tr>
<td>$H_T &gt; 750$ GeV</td>
<td>26773080</td>
<td>0.621</td>
</tr>
<tr>
<td>#non-b-tagged jets ≥ 2</td>
<td>26392661</td>
<td>0.986</td>
</tr>
<tr>
<td>#jets ≥ 4</td>
<td>17776856</td>
<td>0.674</td>
</tr>
<tr>
<td>#b-tagged jets ≥ 2</td>
<td>705797</td>
<td>0.040</td>
</tr>
<tr>
<td>b veto for leading two jets</td>
<td>230730</td>
<td>0.327</td>
</tr>
<tr>
<td>$p_T^{\text{Lead}} &gt; 250$ GeV, $p_T^{\text{SubLead}} &gt; 100$ GeV</td>
<td>196059</td>
<td>0.850</td>
</tr>
<tr>
<td>$\Delta\phi(j_1, E_T^{\text{miss}}) &gt; 0.5$</td>
<td>160955</td>
<td>0.821</td>
</tr>
<tr>
<td>$\min \Delta R(b_1, b_2) &lt; 1.5$</td>
<td>71538</td>
<td>0.444</td>
</tr>
<tr>
<td>$\Delta\phi(j_2, E_T^{\text{miss}}) &gt; 0.5$</td>
<td>50933</td>
<td>0.712</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 200$ GeV</td>
<td>148</td>
<td>0.003</td>
</tr>
<tr>
<td>total</td>
<td>0.000003</td>
<td></td>
</tr>
</tbody>
</table>

For selected $h_1$-mass points in the modified P4 scenario the expected event yields and efficiencies are listed for events with an $h_1$ boson decaying into a pair of b-quarks ($h_1 \rightarrow b\bar{b}$) in Table 5.5 and for all NMSSM contributions containing a b-quark pair (NMSSM $\rightarrow b\bar{b}$) in Table 5.6.

The total signal selection efficiencies for the processes $h_1 \rightarrow b\bar{b}$ and NMSSM $\rightarrow b\bar{b}$ are defined as

$$\epsilon(h_1 \rightarrow b\bar{b}) = \frac{\# \text{ events where selected b-jets originate from } h_1}{\# \text{ NMSSM events with } h_1 \rightarrow b\bar{b}}, \quad (5.8a)$$

$$\epsilon(\text{NMSSM } \rightarrow b\bar{b}) = \frac{\# \text{ selected NMSSM events with } \geq 2 b\text{-quarks}}{\# \text{ NMSSM events with } \geq 2 b\text{-quarks}}. \quad (5.8b)$$

These efficiencies are shown in Fig. 5.5 as a function of the $h_1$-boson mass.

In case of the modified P4 scenario, the efficiency $\epsilon(h_1 \rightarrow b\bar{b})$ exhibits a mass dependence (see Table 5.7), driven by the efficiency of the matching between the selected jets and an $h_1 \rightarrow b\bar{b}$ decay (see Fig. 5.5 (left), Table 5.5). The mass dependence of the matching is caused by the usually low $p_T$ of the second jet matched to an $h_1 \rightarrow b\bar{b}$ decay (see Fig. 5.6, top right). The general $p_T > 25$ GeV requirement removes a sizeable fraction of events because the second b quark does not pass this threshold.

The mass dependence of $\epsilon(\text{NMSSM } \rightarrow b\bar{b})$ is reduced with respect to $\epsilon(h_1 \rightarrow b\bar{b})$.
### Table 5.5: Expected $h_1 \to b\bar{b}$ event yields for three different mass points in the modified P4 scenario after each selection step. The yields are normalised to the integrated luminosity of $19.7\,fb^{-1}$ assuming the cross sections listed in Table 1.7. The efficiency of each selection step relative to the previous step is also listed as well as the $h_1$ matching efficiency, i.e. the efficiency of requiring that both selected $b$-tagged jets originate from the same $h_1$. In the first line, “all” means the events which pass the trigger selection.

<table>
<thead>
<tr>
<th></th>
<th>$m_{h_1} = 40,\text{GeV}$</th>
<th>$m_{h_1} = 65,\text{GeV}$</th>
<th>$m_{h_1} = 85,\text{GeV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>events</td>
<td>eff.</td>
<td>events</td>
</tr>
<tr>
<td>all</td>
<td>1096.7</td>
<td>1.000</td>
<td>554.0</td>
</tr>
<tr>
<td>$H_T &gt; 750,\text{GeV}$</td>
<td>1071.6</td>
<td>0.977</td>
<td>541.6</td>
</tr>
<tr>
<td>$#\text{non-b-tagged jets} \geq 2$</td>
<td>1068.4</td>
<td>0.997</td>
<td>540.2</td>
</tr>
<tr>
<td>$#\text{jets} \geq 4$</td>
<td>1058.3</td>
<td>0.991</td>
<td>535.6</td>
</tr>
<tr>
<td>$#\text{b-tagged jets} \geq 2$</td>
<td>507.4</td>
<td>0.479</td>
<td>253.2</td>
</tr>
<tr>
<td>$b$ veto for leading two jets</td>
<td>289.7</td>
<td>0.571</td>
<td>157.7</td>
</tr>
<tr>
<td>$p_T^{\text{Lead}} &gt; 250,\text{GeV},$</td>
<td>263.1</td>
<td>0.908</td>
<td>143.4</td>
</tr>
<tr>
<td>$p_T^{\text{SubLead}} &gt; 100,\text{GeV}$</td>
<td>252.2</td>
<td>0.959</td>
<td>138.6</td>
</tr>
<tr>
<td>$\Delta \phi(j_1, \vec{E}_T^{\text{miss}}) &gt; 0.5$</td>
<td>171.3</td>
<td>0.679</td>
<td>92.5</td>
</tr>
<tr>
<td>$\min \Delta R(b_1,b_2) &lt; 1.5$</td>
<td>149.3</td>
<td>0.871</td>
<td>81.5</td>
</tr>
<tr>
<td>$\Delta \phi(j_2, \vec{E}_T^{\text{miss}}) &gt; 0.5$</td>
<td>103.9</td>
<td>0.696</td>
<td>58.2</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 200,\text{GeV}$</td>
<td>252.2</td>
<td>0.997</td>
<td>143.4</td>
</tr>
<tr>
<td>total (excl. $h_1$ matching)</td>
<td>0.095</td>
<td>0.105</td>
<td>0.097</td>
</tr>
<tr>
<td>$h_1$ matching</td>
<td>27.0</td>
<td>0.260</td>
<td>22.7</td>
</tr>
<tr>
<td>total (incl. $h_1$ matching)</td>
<td>0.025</td>
<td>0.041</td>
<td>0.051</td>
</tr>
</tbody>
</table>

because the selected jets are not required to originate from the same particle, but can be any $b$-tagged jets (see Fig. 5.5 (left), Table 5.5). This is confirmed by the blue dashed line in Fig. 5.6 (top right) showing a more energetic spectrum than for the jets that require an $h_1$ matching (red solid line).

In general, the requirement of two $b$-tagged jets has the lowest efficiency. The reason for this is not only the $b$-tagging efficiency, but mainly the $p_T$ spectrum of the softer $b$-quark. As explained above, this effect is less strong if the origin of the $b$-tagged jet is neglected, i.e. if no $h_1$ matching is required. In addition, it is shown in Fig. D.5 that the loose working point of the CSV discriminator does not improve the sensitivity of the analysis because of the significantly increasing background.

An additional mass-dependent trend in the efficiencies is driven by the decreasing efficiency of the $b$ veto on the two leading jets (see Tables 5.5 and 5.6). Below $65\,\text{GeV}$ the average multiplicity of $b$ quarks per event increases because of the decay chain from an $h_2$ boson into a pair of $h_1$ bosons, each decaying into a pair of $b$ quarks. This $h_2$-decay mode is dominant for low $h_1$-masses ($m_{h_1} < m_{h_2}/2$), thus leading to a higher $b$-quark multiplicity and a higher probability of a $b$-quark jet among the
Table 5.6: Expected NMSSM → b¯b event yields for three different mass points in the modified P4 scenario after each selection step. The yields are normalised to the integrated luminosity of 19.7 fb⁻¹ assuming the cross sections listed in Table 1.7. The efficiency of each selection step relative to the previous step is also listed. In the first line, “all” means the events which pass the trigger selection.

<table>
<thead>
<tr>
<th></th>
<th>$m_{h_1} = 40$ GeV</th>
<th>$m_{h_1} = 65$ GeV</th>
<th>$m_{h_1} = 85$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>events</td>
<td>eff.</td>
<td>events</td>
</tr>
<tr>
<td>all</td>
<td>1540</td>
<td>1.000</td>
<td>1363</td>
</tr>
<tr>
<td>$H_T &gt; 750$ GeV</td>
<td>1500</td>
<td>0.974</td>
<td>1328</td>
</tr>
<tr>
<td>#non-b-tagged jets ≥ 2</td>
<td>1496</td>
<td>0.997</td>
<td>1325</td>
</tr>
<tr>
<td>#jets ≥ 4</td>
<td>1481</td>
<td>0.990</td>
<td>1314</td>
</tr>
<tr>
<td>#b-tagged jets ≥ 2</td>
<td>674</td>
<td>0.455</td>
<td>585</td>
</tr>
<tr>
<td>b veto for leading two jets</td>
<td>385</td>
<td>0.571</td>
<td>350</td>
</tr>
<tr>
<td>$p_T^{Lead} &gt; 250$ GeV.</td>
<td>349</td>
<td>0.905</td>
<td>316</td>
</tr>
<tr>
<td>$p_T^{SubLead} &gt; 100$ GeV</td>
<td>334</td>
<td>0.959</td>
<td>304</td>
</tr>
<tr>
<td>$\Delta \phi(j_1, \vec{E}_T^{miss}) &gt; 0.5$</td>
<td>216</td>
<td>0.645</td>
<td>185</td>
</tr>
<tr>
<td>$\min \Delta R(b_1, b_2) &lt; 1.5$</td>
<td>188</td>
<td>0.871</td>
<td>162</td>
</tr>
<tr>
<td>$\Delta \phi(j_2, \vec{E}_T^{miss}) &gt; 0.5$</td>
<td>132</td>
<td>0.701</td>
<td>115</td>
</tr>
<tr>
<td>$E_T^{miss} &gt; 200$ GeV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total</td>
<td></td>
<td>0.085</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.5: The left panel shows the selection efficiency of the $h_1 \rightarrow b\bar{b}$ events including $h_1$ matching efficiency, i.e. both selected jets stem from the same $h_1$. The right panel shows the selection efficiency of all NMSSM → b\bar{b} events.
5.3 Event Selection

leading two jets.

The drop at $m_{h_1} = 60$ GeV in Fig. 5.5 (left) is a joint effect of individual steps in the event selection, most notably the increase in b-quark-jet multiplicity upon the opening of the $h_2 \rightarrow h_1 h_1$ channel, which influences the effect of the b veto on the two leading jets as described above.

The selection efficiencies in the decoupled squarks scenario are summarised in Fig. 5.7 and a detailed table of selection efficiencies can be found in Table 5.7 for a few representative parameter points.

The efficiencies in both scenarios can be approximately compared using the right plot in Fig. 5.5 and the $M_3 = 1000$ GeV-row of the central right plot in Fig. 5.7 because the gaugino mass parameters in the latter plot are almost the same as in the modified P4 scenario (see Table 1.6). For the overlapping $h_1$ mass range the total efficiencies are lower in the decoupled squarks scenario because of the different typical event topology with higher relative non-resonant contributions in this scenario, especially from decay chains as shown in Fig. 5.1 (bottom left). The b-quark jets in such events
## Table 5.7: Expected NMSSM → b̅b event yields in the decoupled squark scenario for four different NMSSM parameter points after each selection step. They yields are normalised to the integrated luminosity of 19.7 fb⁻¹ assuming the cross sections listed in Table 1.1. The efficiency of each selection step relative to the previous step is also listed. The values of the gaugino mass parameters are $M_1 = 350$ GeV and $M_2 = 350$ GeV, and the mass of the Higgs $m_{h_1} = 80$ GeV. In the first line, “all” means the events which pass the trigger selection.

<table>
<thead>
<tr>
<th>$M_3$ (TeV)</th>
<th>all</th>
<th>$H^0 &lt; 200$ GeV</th>
<th>$H^0 &lt; 100$ GeV</th>
<th>$\Delta\phi_{(j_1, \vec{E}_{\text{miss}})} &gt; 0.5$</th>
<th>$\Delta\phi_{(j_2, \vec{E}_{\text{miss}})} &gt; 0.5$</th>
<th>$E_{\text{miss}} &gt; 200$ GeV</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>12.00 0.371</td>
<td>12.00 0.371</td>
<td>2.44 0.364</td>
<td>2.44 0.364</td>
<td>0.39 0.367</td>
<td>0.39 0.367</td>
<td>0.00 0.389</td>
</tr>
<tr>
<td>0.38</td>
<td>197.38 0.928</td>
<td>197.38 0.928</td>
<td>197.38 0.928</td>
<td>197.38 0.928</td>
<td>197.38 0.928</td>
<td>197.38 0.928</td>
<td>197.38 0.928</td>
</tr>
<tr>
<td>0.50</td>
<td>332.22 0.947</td>
<td>332.22 0.947</td>
<td>332.22 0.947</td>
<td>332.22 0.947</td>
<td>332.22 0.947</td>
<td>332.22 0.947</td>
<td>332.22 0.947</td>
</tr>
<tr>
<td>0.80</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
</tr>
<tr>
<td>0.80</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
</tr>
<tr>
<td>0.80</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
</tr>
<tr>
<td>0.80</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
<td>8.66 0.498</td>
</tr>
</tbody>
</table>

### Footnotes:
- Expected NMSSM → $b\bar{b}$ event yields in the decoupled squark scenario for four different NMSSM parameter points after each selection step, assuming the cross sections listed in Table 1.1.
have higher $p_T$ values than b-quark jets of the resonant contributions in Fig. 5.1 (top), thus leading to a lower efficiency of the b veto for the two leading jets with respect to the modified P4 scenario (see Tables 5.6 and 5.7).

5.4 Background Estimation

The main backgrounds populating the signal region are from $t\bar{t}$ and QCD multijet processes. The former is estimated using simulation, and for the latter a dedicated data driven method is used as is described in Section 5.4.2. Other, minor backgrounds like $Z^0 \rightarrow \nu\bar{\nu}$ are purely estimated from simulation.
5.4.1 t\bar{t} Background

The t\bar{t} background is predicted using simulation and is validated in a dedicated control sample. The signal region is defined without any requirements on the lepton multiplicity in the event because a lepton veto reduces approximately one third of the expected signal contribution and requiring at least one lepton would decrease the sensitivity even more. Thus, the main background from t\bar{t} processes with high $E_T^{\text{miss}}$ is dominantly from di-leptonic and semi-leptonic t\bar{t}, where each top quark decays into a b quark and a W boson. In case both W bosons decay into hadrons no genuine $E_T^{\text{miss}}$ is present in those events. If at least one of the W boson decays into a lepton and a neutrino, the event may have sizeable $E_T^{\text{miss}}$ and hence can pass all signal selection requirements. The efficiencies of each selection step in simulated t\bar{t} events are listed in Table 5.8. This background is estimated using simulation and normalised according to theory calculations [161]. Various control regions are devised to validate this approach. Based on the results in these regions, which are shown in the following subsections, an uncertainty of 20% is assigned to the t\bar{t} normalisation.

Table 5.8: Event yields of t\bar{t} events in association with jets after each selection step. The yields are normalised to the integrated luminosity of 19.7 fb$^{-1}$ assuming the cross sections listed in Table 5.2. The efficiency of each selection step relative to the previous step is also listed. In the first line, “all” means the events which pass the trigger selection.

<table>
<thead>
<tr>
<th>Selection Step</th>
<th>Events</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>225614.83</td>
<td>1.000</td>
</tr>
<tr>
<td>$H_T &gt; 750 \text{ GeV}$</td>
<td>98866.23</td>
<td>0.438</td>
</tr>
<tr>
<td>$#\text{non-b-tagged jets} \geq 2$</td>
<td>97581.03</td>
<td>0.987</td>
</tr>
<tr>
<td>$#\text{jets} \geq 4$</td>
<td>94909.93</td>
<td>0.973</td>
</tr>
<tr>
<td>$#\text{b-tagged jets} \geq 2$</td>
<td>40343.02</td>
<td>0.425</td>
</tr>
<tr>
<td>$b$ veto for leading two jets</td>
<td>14861.42</td>
<td>0.368</td>
</tr>
<tr>
<td>$p_T^{\text{Lead}} &gt; 250 \text{ GeV}$, $p_T^{\text{SubLead}} &gt; 100 \text{ GeV}$</td>
<td>9428.45</td>
<td>0.634</td>
</tr>
<tr>
<td>$\Delta \phi(j_1, E_T^{\text{miss}}) &gt; 0.5$</td>
<td>8055.92</td>
<td>0.854</td>
</tr>
<tr>
<td>$\min \Delta R(b_1, b_2) &lt; 1.5$</td>
<td>2386.85</td>
<td>0.296</td>
</tr>
<tr>
<td>$\Delta \phi(j_2, E_T^{\text{miss}}) &gt; 0.5$</td>
<td>1795.16</td>
<td>0.752</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 200 \text{ GeV}$</td>
<td>82.50</td>
<td>0.046</td>
</tr>
<tr>
<td>total</td>
<td>0.000366</td>
<td></td>
</tr>
</tbody>
</table>

Leptonic Control Region with Low $E_T^{\text{miss}}$

The t\bar{t} background prediction is first validated in a low $E_T^{\text{miss}}$ region. In order to avoid QCD-multijet event-contamination, one isolated lepton is required as well. This suppresses most of the QCD multijet events and thus a clean t\bar{t} sample is selected. The kinematic distributions can be seen in Fig. 5.8, and the invariant mass in two variants of this control region is shown in Fig. 5.9. A good agreement is observed between
data and simulation, therefore the theoretical cross section is used to normalise the background. To cover the remaining differences a systematic uncertainty of 20% on the normalisation of this background is applied, which is compatible with the uncertainty on the measured value [217]. The signal region requires high $E_T^{\text{miss}}$ and a good description of this variable is crucial. To investigate the high-$E_T^{\text{miss}}$ behaviour dedicated control regions are defined, as described in the following sections.

**$M_T$-Based Leptonic Control Region with High $E_T^{\text{miss}}$**

Using simulation to estimate the $t\bar{t}$ contribution requires a good description of $E_T^{\text{miss}}$ especially in the tail of the distribution because an $E_T^{\text{miss}}$ of 200 GeV is required by the event selection (see Section 5.3.3). Therefore, a $t\bar{t}$-enriched control region with low signal contamination is devised where the following requirements differ with respect to the signal region selection: Exactly one lepton is required and the transverse mass, $M_T = 2p_T^{\text{lepton}} E_T^{\text{miss}} \left(1 - \cos(\Delta\phi(\text{lepton}, \vec{E}_T^{\text{miss}}))\right)$, (5.9)

between $\vec{E}_T^{\text{miss}}$ and the four-vector of the lepton has to be less than 100 GeV. The requirement on the lepton multiplicity removes QCD-multijet contributions and $M_T$ is used to remove signal contributions while keeping $t\bar{t}$ contributions. In case of $t\bar{t}$ events the lepton originates from a $W$-boson decay, and $\vec{E}_T^{\text{miss}}$ is attributed to the associated neutrino, i.e. without detector effects $M_T$ would not exceed $m_W$.

Further loose selection criteria are chosen, that avoid signal contamination, but ensure that the dominant $t\bar{t}$ sub-contribution is well contained in this control region: $H_T \in [750 \text{ GeV}, 1500 \text{ GeV}]$, exactly two $b$-tagged jets, less than seven jets in total, and no requirements on $p_T^{\text{Lead/SubLead}}$ and $\Delta\phi(j_{1/2}, \vec{E}_T^{\text{miss}})$. The $\min \Delta R(b_1, b_2)$ criterion is inverted to further reduce signal contamination, i.e. $\min \Delta R > 1.5$.

Two $E_T^{\text{miss}}$ selections are investigated in this control region: The sideband with $E_T^{\text{miss}} > 150 \text{ GeV}$ (see Fig. 5.10, left) has higher statistics and shows that the shape is well described for high $E_T^{\text{miss}}$. However, the less populated $E_T^{\text{miss}} > 200 \text{ GeV}$ sideband (see Fig. 5.10, right) is closer to the signal region and can still be used to show that the normalisation is correct within an uncertainty of 20% which is assigned to this background in the final fit (see also Table 5.9).

**Table 5.9:** Event yields in the $M_T$-based $t\bar{t}$ control region with $E_T^{\text{miss}} > 200 \text{ GeV}$.

<table>
<thead>
<tr>
<th>Event type</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data events</td>
<td>51</td>
</tr>
<tr>
<td>SM events</td>
<td>56.6</td>
</tr>
<tr>
<td>$h_1$ events</td>
<td>$0.00 - 0.08$</td>
</tr>
<tr>
<td>non-$h_1$ SUSY events</td>
<td>$1.2 - 1.6$</td>
</tr>
<tr>
<td>$(h_1 + \text{non-}h_1)/\text{SM}$</td>
<td>$0.021 - 0.024$</td>
</tr>
</tbody>
</table>
Figure 5.8: Control distributions in the $t\bar{t}$ control region with $E_{\text{miss}} \in [50, 200]$ GeV, and $\#(\text{isolated leptons}) \geq 1$. The lower left plot has no $\Delta R(b, b')$ requirement and the lower right plot has no requirement on the lepton multiplicity. Good agreement is observed. Note, that the point at $\#\text{leptons} = 0$ in the lower right plot is not part of the $t\bar{t}$ control region and the deviation observed there is attributed to the unreliable QCD-multijet simulation.
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**Figure 5.9:** Invariant mass of the two selected b-tagged jets in the t\(\bar{t}\) control regions with \(E_T^{\text{miss}} \in [50, 200]\) GeV, \#(isolated leptons) \(\geq 1\), and with min \(\Delta R(b, b) < 1.5\) (left) and with min \(\Delta R(b, b) > 1.5\) (right), respectively.

**Figure 5.10:** Invariant mass of the two selected b-jets in the t\(\bar{t}\) control regions based on \(M_T\) between the one selected lepton and \(E_T^{\text{miss}}\) for \(E_T^{\text{miss}} > 150\) GeV (left) and \(E_T^{\text{miss}} > 200\) GeV (right).
Single-b Control Region with High $E_T^{\text{miss}}$

To exclude possible bias on $E_T^{\text{miss}}$ due to the $M_T$ requirement in the previous control region, an additional control region with high $E_T^{\text{miss}}$ is employed, which differs from the signal region by selecting exactly one b-tagged jet and inverting the $\Delta R$ requirement between the two selected jets. The non-b-tagged jet with the highest CSV value is selected as the second jet to compute the invariant mass. The QCD multijet contribution in this region is non-negligible and it is estimated from simulation and scaled with the data-to-simulation ratio obtained in the signal region using the data-driven method of Section 5.4.2. The uncertainty on the QCD multijet normalisation is taken into account. The results in this control region (see Fig. 5.11) support the correct modelling of the $t\bar{t}$ background in the presence of high $E_T^{\text{miss}}$.

![Figure 5.11: Invariant mass of the two selected b-tagged jets (left) and $E_T^{\text{miss}}$ distribution (right) in the single-b control region.](image)

5.4.2 QCD Multijet Background

The vast majority of the QCD multijet events are suppressed by the high $E_T^{\text{miss}}$ requirement. The remaining events can have genuine $E_T^{\text{miss}}$, for example from semi-leptonic bottom hadron decays within a jet, where the neutrinos escape detection. But the dominant amount of the events that pass the selection are spurious $E_T^{\text{miss}}$ contributions which can arise from mismeasurements of jets. In such events the $\vec{E}_T^{\text{miss}}$ vector is aligned with one of the leading jets.

As illustrated in Fig. 5.12 QCD multijet events with large $E_T^{\text{miss}}$ can be highly suppressed by selecting events, where the $\vec{E}_T^{\text{miss}}$ vector is not close to the leading or subleading jet ($\Delta \phi (j_1/j_2, \vec{E}_T^{\text{miss}}) > 0.5$) as in Fig. 5.13 (left).

The remaining contribution is estimated using the inverted $\Delta \phi (j_2, \vec{E}_T^{\text{miss}}) < 0.5$ requirement (see Fig. 5.13, right) based on initial work by [218]. This $\Delta \phi$ sideband
is QCD dominated and contributions from $t\bar{t}$ and minor electroweak processes are subtracted using simulation. To extrapolate to the $\Delta\phi$ signal region the overall normalisation and the four-momenta of the selected $b$-tagged jets have to be corrected.

The general procedure is closely related to an ABCD-method as illustrated in Fig. 5.14. This technique is commonly used in high energy physics to predict background contributions in the signal region by means of two uncorrelated variables. Under this assumption the signal region (D) is predicted from sideband (A) using transfer functions from sideband (A) to (B), and from sideband (A) to (C).

The two variables used for the implementation of the method in this analysis are the multiplicity of $b$-tagged jets $n_b$ and the aforementioned azimuthal angle between $E_T^{\text{miss}}$ and the subleading jet $\Delta\phi(j_2, E_T^{\text{miss}})$. However, the assumption of uncorrelated variables is to some degree violated, thus a variant of the ABCD-method is
constructed. The general procedure is summarised with the following equation

\[
m(b_1, b_2)_{\Delta \phi > 0.5}^{\text{estimated QCD}} = (m(b_1, b_2)^{\text{Data}} - m(b_1, b_2)_{\text{MC non-QCD}}^{\Delta \phi < 0.5}) \times f_{S, \text{QCD}}(E_T^{\text{miss}}) \times f_{b_i, \text{QCD}}(E_T^{\text{miss}}) \times f_{N, \text{QCD}}(E_T^{\text{miss}}).
\]  

(5.10)

where \(m(b_1, b_2)\) is the invariant mass of the two selected b-tagged jets, \(f_{N, \text{QCD}}\) is a normalisation factor (see Fig. 5.14), and \(f_{S, \text{QCD}}\) is a shape correction factor as will be discussed in the following subsections. The selections applied in the four regions in Fig. 5.14 are as described in Section 5.3.3, except for the two variables on the \(x\) and \(y\) axis of the diagram in Fig. 5.14, \(n_b\) and \(\Delta \phi(j_2, \vec{E}_{\text{miss}})\).

### Normalisation

In order to obtain the QCD multijet prediction in the signal region with two or more b-tagged jets \((n_b \geq 2)\) from the \(\Delta \phi\) sideband, the normalisation factor \(f_{N, \text{QCD}}\) needs to be applied. This factor is defined as

\[
\Delta \phi(j_2, \vec{E}_{\text{miss}}) > 0.5
\]

or

\[
\Delta \phi(j_2, \vec{E}_{\text{miss}}) < 0.5
\]

Figure 5.14: Diagram to illustrate the ABCD-like structure of the QCD-multijet-background prediction method. All selection steps (see Section 5.3.3) are applied, except for the variables on the \(x\) and \(y\) axis of the above diagram, \(n_b\) and \(\Delta \phi(j_2, \vec{E}_{\text{miss}})\). SR (D) corresponds to the left diagram and SB (B) corresponds to the right diagram in Fig. 5.13. SB (A) and SB (C) are used to extract the normalisation factor, which is applied together with a shape correction in the transition from SB (B) to SR (D).
\[ f_{N,\text{QCD}}(E^{\text{miss}}_T, n_b) = \frac{\# \text{Events with } E^{\text{miss}}_T, n_b \text{ b-tagged jets, } \Delta \phi > 0.5}{\# \text{Events with } E^{\text{miss}}_T, n_b \text{ b-tagged jets, } \Delta \phi < 0.5}, \quad (5.11) \]

and is \( E^{\text{miss}}_T \)-dependent as can be seen in Fig. 5.15. This ratio is approximately independent of the number of b-tagged jets \( n_b \),

\[ f_{N,\text{QCD}}(E^{\text{miss}}_T, n_b = 1) \approx f_{N,\text{QCD}}(E^{\text{miss}}_T, n_b \geq 2), \quad (5.12) \]

therefore the factor derived for \( n_b = 1 \) (single-b) is also used for \( n_b \geq 2 \) (double-b).

The single-b data-set is selected by requiring at least four jets with the same \( p_T \) thresholds as in the signal region, but with exactly one b-tagged jet. The jet with the third-highest \( p_T \) is chosen for the construction of the invariant mass because the softer selected jet in simulated QCD multijet events has in the majority of the events the highest possible rank in \( p_T \) (see Fig. 5.3, top right). The selected non-b-tagged jet has to fulfil the same requirements as the second selected jet in the signal region.

**Figure 5.15:** QCD-normalisation factors measured in an orthogonal data set requiring exactly one b-tagged jet (green filled upward triangle: data, blue hollow downward triangle: QCD simulation) as a function of \( E^{\text{miss}}_T \). For comparison the measured correction factors of the data sets with at least two b-tagged jets (black filled upward triangle: data, red hollow downward triangle: QCD simulation) are shown in the low \( E^{\text{miss}}_T \) region for comparison.

For a better statistical precision, a full ABCD-method starting from sideband (A) (see Figs. 5.14, E.1) and applying the ratio with \( (n_b \geq 2)/(n_b = 1) \) and \( \Delta \phi < 0.5 \) would be desirable. However, the shape of the \( m_{bb} \) distribution with \( n_b \geq 2 \) differs from the distribution with \( n_b = 1 \) because in the latter case one of the two selected
jets is the third non-b-tagged jet. This jet is typically more energetic than the corresponding jet in the double-b sample (see Fig. 5.6, right) because in case of \( n_b \geq 2 \), the selected jets can be of any rank (see Fig. 5.3, top) except the highest and second-highest rank (b veto, see Section 5.3.3), but for the single-b selection the rank of the selected jets is biased towards higher ranks.

In order to avoid this shape variation, sideband (B) is chosen as starting point and the normalisation factor obtained in the single-b sample is applied. However, Fig. 5.15 shows a systematic deviation between the single-b and double-b distributions both in data and QCD simulation. Therefore, the ratio between the double-b and single-b distributions is computed and is used as a correction to the single-b normalisation factor (see Fig. 5.16).

![Figure 5.16: QCD-normalisation correction measured in data (black filled upward triangle) and QCD simulation (red hollow downward triangle). The extrapolated value for \( E_T^{\text{miss}} > 200 \text{ GeV} \) in data is plotted with a different marker (black hollow upward triangle).](image)

Since the systematic difference between double-b and single-b is confirmed in QCD multijet simulation also for \( E_T^{\text{miss}} > 200 \text{ GeV} \), the normalisation correction factor used for data is obtained as an extrapolation of the difference in the highest \( E_T^{\text{miss}} \) sideband to the \( E_T^{\text{miss}} \) signal region. The uncertainty of the overall normalisation factor is estimated using the double-b–single-b difference in QCD simulation for \( E_T^{\text{miss}} > 200 \text{ GeV} \). Therefore, the final normalisation factor is

\[
f_{N,QCD} = 0.57 \pm 0.25 \ ,
\]

where the uncertainty of 43.9\% on this factor is used as systematic uncertainty on the QCD-multijet normalisation.
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Shape Correction

As pointed out in the last subsection the shape of the $m_{bb}$ distribution in the sidebands (A) and (B) (see Figs. 5.14) differs from each other, but also the transition from sideband (B) to signal region (D) causes a shape variation. This effect is corrected for using $f_{b,\text{QCD}}$, which is a function of additional jet energy scale factors $f_{b,\text{QCD}}$ derived for each of the selected jets.

This approach is motivated by the effect of an inverted $\Delta \phi (j_2, \vec{E}_T)$ requirement on the kinematics of the two b-tagged jets which can be seen in Fig. 5.17. Requiring the $\vec{E}_T$ vector to be close to that of the subleading jet results in softer $p_T$ spectra of the b-tagged jets because this enriches dijet-like events in the selected sample with sizeable jet-energy mismeasurement leading to less energetic jets for the lower $p_T$ ranks, i.e. the selected b-tagged jets (b veto for the leading two jets).

![Figure 5.17: Correlation between the b-tagged jet-$p_T$ and $\Delta \phi (j_2, \vec{E}_T)$. The $p_T$-spectrum is harder in the $\Delta \phi (j_2, \vec{E}_T) > 0.5$ signal region with respect to the $\Delta \phi (j_2, \vec{E}_T) < 0.5$ sideband. The effect is illustrated by the blue dashed line crossing the maximum in each $\Delta \phi (j_2, \vec{E}_T)$-slice and is more prominent if requiring $E_T > 100$ GeV (right) than without $E_T$ requirement (left).](image)

The above-mentioned effect on the b-jet $p_T$ is addressed with additional jet-energy-scale factors applied to the four-vectors of each of the selected b-tagged jets. These are defined as the ratio of the mean of the $p_T$ distribution in the $\Delta \phi$ signal region and the mean of its $p_T$ distribution in the $\Delta \phi$ sideband,

$$f_{b,\text{QCD}}(E_T^\text{miss}) = \frac{\overline{p_T \text{ in } n_b \geq 2, \Delta \phi > 0.5}}{\overline{p_T \text{ in } n_b \geq 2, \Delta \phi < 0.5}}.$$  \hspace{1cm} (5.14)

The effect on the b-jet $p_T$ increases when requiring higher $E_T^\text{miss}$ in the event (see Fig. 5.17, right) because this enriches the selected sample with events exhibiting genuine $E_T^\text{miss}$, i.e. less dijet-like events. Therefore, the shape correction factors are $E_T^\text{miss}$ dependent (see Fig. 5.18).

These factors are measured in the same $E_T^\text{miss}$ bins as the normalisation factor. The correction factors for $E_T^\text{miss} > 200$ GeV are extrapolated from the highest $E_T^\text{miss}$
Figure 5.18: QCD-shape-correction factors derived from the ratio of the jet-$p_T$ mean in the $\Delta \phi$ signal region and in the $\Delta \phi$ sideband. The correction factor in the $E_T^{\text{miss}} > 200 \text{ GeV}$ signal region is derived by extrapolating the data/MC difference from the highest $E_T^{\text{miss}}$ sideband ($100 \text{ GeV} < E_T^{\text{miss}} < 200 \text{ GeV}$).

\begin{equation}
  f_{bI,QCD}^{\text{Data}}(E_T^{\text{miss}} > 200 \text{ GeV}) = \left( f_{bI,QCD}^{\text{Data}}(100 \text{ GeV} > E_T^{\text{miss}} > 200 \text{ GeV}) - f_{bI,QCD}^{\text{QCD,M}}(100 \text{ GeV} > E_T^{\text{miss}} > 200 \text{ GeV}) \right) + f_{bI,QCD}^{\text{QCD,M}}(E_T^{\text{miss}} > 200 \text{ GeV}) ,
\end{equation}

where the uncertainties are derived by propagating the statistical uncertainties of the quantities in (5.15) and account to $12 – 16\%$. The impact of this uncertainty on the shape is shown in Fig. 5.19.

Validation

The method is validated in events with $E_T^{\text{miss}} < 200 \text{ GeV}$; namely the measured normalisation factor $f_{N,QCD}$, and the shape correction factors $f_{bI,QCD}$ are applied in three bins of the low-$E_T^{\text{miss}}$ sideband ($E_T^{\text{miss}} = [0 – 50 \text{ GeV}, 50 – 100 \text{ GeV}, 100 – 200 \text{ GeV}]$, see Fig. 5.20). In contrast to the region, where the factors are measured, the validation regions have a veto on isolated leptons to create a QCD-enriched region, where shape differences due to a mismodelling of the QCD-multijet background would have a strong impact. Figure 5.20 (right) shows that the $m_{bb}$ shape is well predicted by the method described in Section 5.4.2, which corrects the four-vectors of the selected jets.
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5.4.1 Background Estimation

Figure 5.19: QCD-multijet prediction and its shapes obtained by varying the shape correction factors $f_{\text{bb}}, \text{QCD}$ within their uncertainties.

It works for all $E_{\text{T}}^{\text{miss}}$ bins of the validation region. A comparison of the right-hand side with the left-hand side of Fig. 5.20, where no shape correction is applied, shows clearly that the agreement of data and predicted distributions is improved by the shape correction. Hence, this method can be safely used also for the $E_{\text{T}}^{\text{miss}} > 200 \text{ GeV}$ bin.

Parameterisation

Due to the low statistics in the $\Delta \phi$ sideband (sideband (B) in Fig. 5.14) the QCD-background prediction for the signal region as described above suffers from bin-by-bin fluctuations. In order to prevent such statistical fluctuations from mimicking a peak, a parameterisation of the QCD background is performed.

The QCD multijet shape can be expected to have a maximum on the low mass side, a tail on the high mass side, but no resonant structures. Various parameterisations are considered; they must meet these basic requirements, and must be able to fit the QCD multijet spectrum in the signal region and the QCD control regions. The studied parameterisations are the Crystal Ball function [219–221], Bernstein polynomials, and the Novosibirsk function [222] (see also Appendix E.2.1). The result of the fits of these functions to the QCD prediction is shown in Fig. 5.21.

Although the Crystal Ball, the Bernstein polynomials, and the Novosibirsk function perform equally well for the signal region prediction, the latter function is chosen because it is also found to be applicable for parameterising the QCD-multijet-$m_{\text{bb}}$ distribution in the validation regions (see Section 5.4.2) with higher statistics (see Appendix E.2.2).

In case of the Bernstein polynomials, it would be possible to raise the order of the polynomials in order to fit to the QCD control region predictions. However, this does
Figure 5.20: Validation of the QCD background estimation method without (left) and with (right) shape correction in control regions with a veto on isolated leptons and in bins of $E_T^{\text{miss}}$: $E_T^{\text{miss}} \in [0, 50]$ GeV (top), $E_T^{\text{miss}} \in [50, 100]$ GeV (centre), $E_T^{\text{miss}} \in [100, 200]$ GeV (bottom).
Figure 5.21: Fit results of the QCD signal region prediction: Crystal Ball (top left), Bernstein (8th order, top right) and Novosibirsk (bottom). The best fit quality is achieved for the Crystal Ball and the Novosibirsk function. However, only the Novosibirsk function is able to describe the QCD multijet prediction in the low-$E_T^{\text{miss}}$ sidebands with much higher event rates (see Appendix E.2.2).
not work anymore in the signal region because the polynomial would follow every fluctuation of the QCD prediction, contradicting the idea of the parameterisation which aims for a smoother shape.

The uncertainty of the fit to the QCD prediction for the signal region is treated as additional shape uncertainty using the red and blue histograms in Fig. 5.21 (bottom).

5.4.3 Other Backgrounds

Further background processes can contribute to the signal region due to high $E_T^{\text{miss}}$ in their event signature. These are $Z^0 \rightarrow \nu\bar{\nu}$ and $W \rightarrow \ell\nu$ events in association with jets (see Tables 5.10, 5.11). Since the expected event yields for these processes are well below the $t\bar{t}$ and QCD-multijet predictions, their impact on the final result is minor. Therefore, simulation is used to estimate these backgrounds and the normalisation is taken from theory calculations [161].

Table 5.10: Event yields of $Z^0 \rightarrow \nu\bar{\nu}$ events in association with jets after each selection step. The yields are normalised to the integrated luminosity of 19.7 fb$^{-1}$ assuming the cross sections listed in Table 5.2. The efficiency of each selection step relative to the previous step is also listed. In the first line, “all” means the events which pass the trigger selection.

<table>
<thead>
<tr>
<th>Selection Requirement</th>
<th>Events</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>14797.22</td>
<td>1.000</td>
</tr>
<tr>
<td>$H_T &gt; 750$ GeV</td>
<td>8515.27</td>
<td>0.575</td>
</tr>
<tr>
<td>#non-b-tagged jets $\geq$ 2</td>
<td>8350.30</td>
<td>0.981</td>
</tr>
<tr>
<td>#jets $\geq$ 4</td>
<td>4344.13</td>
<td>0.520</td>
</tr>
<tr>
<td>#b-tagged jets $\geq$ 2</td>
<td>99.41</td>
<td>0.023</td>
</tr>
<tr>
<td>b veto for leading two jets</td>
<td>30.21</td>
<td>0.304</td>
</tr>
<tr>
<td>$p_T^{\text{lead}} &gt; 250$ GeV, $p_T^{\text{sublead}} &gt; 100$ GeV</td>
<td>25.90</td>
<td>0.857</td>
</tr>
<tr>
<td>$\Delta \phi(j_1, E_T^{\text{miss}}) &gt; 0.5$</td>
<td>23.57</td>
<td>0.910</td>
</tr>
<tr>
<td>$\min \Delta R(b_1, b_2) &lt; 1.5$</td>
<td>11.41</td>
<td>0.484</td>
</tr>
<tr>
<td>$\Delta \phi(j_2, E_T^{\text{miss}}) &gt; 0.5$</td>
<td>8.41</td>
<td>0.737</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 200$ GeV</td>
<td>2.31</td>
<td>0.275</td>
</tr>
<tr>
<td>total</td>
<td>0.000156</td>
<td></td>
</tr>
</tbody>
</table>

Single Top, WZ$^0$ and Z$^0$Z$^0$ Backgrounds

The contributions from single top, WZ$^0$ and Z$^0$Z$^0$ are investigated. The former may have true $E_T^{\text{miss}}$, one true b quark, and possibly a mis-tagged one. The latter two may have true $E_T^{\text{miss}}$ and two true b quarks from the $Z^0$ decay. However, their contributions are found to be negligible as is summarised in Appendix F (Tables F.1, F.2, and F.3). Hence, they are not considered in the final background estimate.
5.5 Signal Modelling

Table 5.11: Event yields of $W \rightarrow \ell \nu$ events in association with jets after each selection step. The yields are normalised to the integrated luminosity of 19.7 fb$^{-1}$ assuming the cross sections listed in Table 5.2. The efficiency of each selection step relative to the previous step is also listed. In the first line, “all” means the events which pass the trigger selection.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Events</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>120404.41</td>
<td>1.000</td>
</tr>
<tr>
<td>$H_T &gt; 750$ GeV</td>
<td>44002.01</td>
<td>0.365</td>
</tr>
<tr>
<td>#non-b-tagged jets $\geq 2$</td>
<td>43318.77</td>
<td>0.984</td>
</tr>
<tr>
<td>#:jets $\geq 4$</td>
<td>24327.63</td>
<td>0.562</td>
</tr>
<tr>
<td>#:b-tagged jets $\geq 2$</td>
<td>459.34</td>
<td>0.019</td>
</tr>
<tr>
<td>b veto for leading two jets</td>
<td>167.35</td>
<td>0.364</td>
</tr>
<tr>
<td>$p_T^{\text{Lead}} &gt; 250$ GeV, $p_T^{\text{SubLead}} &gt; 100$ GeV</td>
<td>138.04</td>
<td>0.825</td>
</tr>
<tr>
<td>$\Delta \phi(j_1, E_T^{\text{miss}}) &gt; 0.5$</td>
<td>119.95</td>
<td>0.869</td>
</tr>
<tr>
<td>$\min \Delta R(b_1, b_2) &lt; 1.5$</td>
<td>60.20</td>
<td>0.502</td>
</tr>
<tr>
<td>$\Delta \phi(j_2, E_T^{\text{miss}}) &gt; 0.5$</td>
<td>43.81</td>
<td>0.728</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 200$ GeV</td>
<td>4.81</td>
<td>0.110</td>
</tr>
<tr>
<td>total</td>
<td>0.000040</td>
<td></td>
</tr>
</tbody>
</table>

Z$^0 \rightarrow b\bar{b}$ Background

Contributions from this background would arise from fake-$E_T^{\text{miss}}$ events. No simulated Z$^0 \rightarrow b\bar{b}$ sample has been available, therefore simulated Drell–Yan samples (see Table 5.2) are used, where the Z$^0$ decays only into leptons. The four-vectors of these leptons are interpreted as b-tagged jets that always pass the b-tagging requirements. The cross section of the sample is scaled by the ratio of branching fractions for the Z$^0$ to decay to b quarks and the Z$^0$ to decay to leptons.

Less than four events pass the event selection in this test, thus yielding a very small conservative upper bound (see Appendix F, Table F.4). In addition, this contribution would be anyway included by the method used to derive the QCD-background prediction, which targets false-$E_T^{\text{miss}}$ contributions.

5.5 Signal Modelling

The simulated NMSSM data sets listed in Table 5.1 contain basically two types of events. One type is defined as events where at least one $h_1$ is produced and decays into a pair of b-quarks, and the remainder, which is referred to as non-$h_1$ SUSY contributions. The latter consists of four components: Z$^0 \rightarrow b\bar{b}$, as depicted in the upper right of Fig. 1.7 and in Fig. 5.1 (top right), $h_2 \rightarrow b\bar{b}$ (see Fig. 5.1, top left), $a_1 \rightarrow b\bar{b}$ (see Fig. 5.1, top left), and non-resonant contributions (see Fig. 5.1, bottom).

A summary of the $h_1$ contribution and non-$h_1$ SUSY contributions in the signal region is shown in Fig. 5.22. The signal templates are extracted from the samples
listed in Table 5.1 for \( h_1 \) masses from 30 GeV to 100 GeV in the modified P4 scenario, and from 60 GeV to 95 GeV in the decoupled squarks scenario. In case of the decoupled squarks scenario a template is extracted for each parameter point from the sample listed at the bottom of Table 5.1.

![Graph](image-url)

**Figure 5.22:** The \( h_1 \) contributions, labelled as “Signal”, and the non-\( h_1 \) SUSY prediction of the modified NMSSM P4 scenario with \( m_{h_1} = 65 \) GeV and normalised to the integrated luminosity of 19.7 fb\(^{-1}\) collected in 2012 by CMS at a centre-of-mass energy of 8 TeV. The subcontributions use the same colour coding as the ellipses in Fig. 5.1.

## 5.6 Statistical Inference on Light Higgs Boson Hypotheses

In this section the statistical methods are summarised, which are used to extract information about certain signal hypotheses from the data, i.e. the determination of signal process cross sections and upper limits. The procedure is implemented in a toolkit provided by the CMS collaboration and follows the recommendations of the LHC Higgs Combination Group [223]. The modified frequentist criterion CL\(_s\) [224, 225] is adopted using the RooSTATS software package [226]. The methods are based on likelihood functions constructed from the binned \( m_{bb} \) distributions taking into account systematic uncertainties via nuisance parameters. For each bin \( i \) of the model to be tested, i.e. background-only or signal+background, the predicted event yield \( \nu_i \) is parameterised as

\[
\nu_i = \mu_i(\theta) + b_i(\theta) .
\] (5.18)
5.6 Statistical Inference on Light Higgs Boson Hypotheses

Here, $s_i$ and $b_i$ represent for each bin $i$ the signal prediction and the background prediction, respectively. The parameter $\mu$ is called \textit{signal strength modifier} and is the \textit{parameter of interest} in this model. In addition to this parameter, signal and background predictions depend on $\theta$, i.e. the vector of \textit{nuisance parameters} which are used to account for systematic uncertainties in the final fit. These are themselves constrained by prior measurements or estimation procedures (see Section 5.7). This knowledge is cast into $p(\hat{\theta}|\theta)$, the probability to yield $\hat{\theta}$ given the true value $\theta$. This function is of the form of a log-normal function for normalisation uncertainties

$$p(x|\hat{x}, \kappa) = \frac{1}{\sqrt{2\pi \ln(\kappa)}} \exp \left( \frac{(\ln(x/\hat{x})^2}{2 \ln(\kappa)^2} \right) \frac{1}{x} ,$$

with $\kappa = e^\sigma$, where $\sigma$ corresponds to one standard deviation. For uncertainties that alter the shape of the $m_{bb}$ distribution in a correlated way, each bin gets assigned a normal distribution with mean 0 and unit width. The likelihood $L$ is then constructed as the product of Poisson probabilities for each bin and the constraints $p$ for the nuisance parameters,

$$L(\text{data}|\mu, \theta) = \prod_i \frac{[\mu s_i(\theta) + b_i(\theta)]^{n_i}}{n_i!} e^{\mu s_i(\theta) + b_i(\theta)} \times p(\hat{\theta}|\theta).$$

Here, “data” represents either the observed event yields in each bin or pseudo-data, i.e. generated data points. The likelihood serves the measurement of the signal cross section by means of a \textit{maximum likelihood} fit. In searches for new physics, this function is used to either quantify an excess or to derive upper limits on $\mu$ as will be briefly outlined in the following.

5.6.1 Profile Likelihood Ratio

Profile likelihood ratios are used as test statistic to quantify an excess with respect to the background expectation or to compute exclusion limits of the signal. For the limit calculation this quantity is defined as

$$\tilde{q}_\mu = -2 \ln \frac{L(\text{data}|\mu, \hat{\theta}_\mu)}{L(\text{data}|\hat{\mu}, \hat{\theta})} ,$$

with a constraint $0 \leq \hat{\mu} \leq \mu$ ,

where $\hat{\theta}_\mu$ are the nuisance parameter values that maximise $L$ given the data and a fixed signal strength $\mu$, and the estimators $\hat{\mu}$ and $\hat{\theta}$ globally maximise the likelihood. The lower bound on $\hat{\mu}$ protects against downward fluctuations of the background, whereas the upper bound imposes one-sided limits, i.e. upward fluctuations are not considered as evidence against the signal hypothesis with strength $\mu$. 
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5.6.2 Expected and Observed Upper Limits

In order to extract upper limits on the signal strength, which can be translated into exclusion limits within a model parameter space, the probability density functions (pdf) \( f(\tilde{q}_\mu|\mu, \hat{\theta}_0^{\text{obs}}) \) and \( f(\tilde{q}_\mu|0, \hat{\theta}_0^{\text{obs}}) \) have to be computed, i.e. assuming a signal with strength \( \mu \) in the signal+background hypothesis and \( \mu = 0 \) in the background-only hypothesis, respectively. These distributions are obtained from pseudo-datasets, that are generated for each value of \( \mu \). From the pdfs one can construct two \( p \)-values,

\[
p_{s}(\mu) = P(\tilde{q}_\mu \geq \tilde{q}_\mu^{\text{obs}}|\text{signal+background}) = \int_{\tilde{q}_\mu^{\text{obs}}}^{\infty} f(\tilde{q}_\mu|\mu, \hat{\theta}_0^{\text{obs}}) \, d\tilde{q}_\mu,
\]

\[
1 - p_{b}(\mu) = P(\tilde{q}_\mu \geq \tilde{q}_0^{\text{obs}}|\text{background-only}) = \int_{\tilde{q}_0^{\text{obs}}}^{\infty} f(\tilde{q}_\mu|0, \hat{\theta}_0^{\text{obs}}) \, d\tilde{q}_\mu,
\]

which define the probabilities to obtain a value of \( \tilde{q}_\mu \) greater or equal to the observed value \( \tilde{q}_\mu^{\text{obs}} \). The ratio of (5.22a) and (5.22b),

\[
\text{CL}_a(\mu) = \frac{p_{s}(\mu)}{1 - p_{b}(\mu)},
\]

is used to exclude a given signal strength \( \mu \) at \( 1 - \text{CL}_a(\mu) \) confidence level. The confidence level in this analysis is chosen to be 95\%, and the signal strength \( \mu^{95\%} \) is defined such that \( 1 - \text{CL}_a(\mu^{95\%}) = 0.95 \).

The whole procedure is executed to calculate an upper limit using the observed data. But one can also generate a set of pseudo-data to obtain limits based on the expected background taking into account statistical fluctuations, i.e. calculating \( \pm \sigma \) and \( \pm 2\sigma \) uncertainty bands. However, this procedure is very computing intensive, thus an asymptotic approximation [227] of the test statistic pdfs in the large data sample limit is used. The pdfs then read

\[
f(\tilde{q}_\mu|\mu') = \frac{1}{\sqrt{8\pi}} \frac{1}{\sqrt{\tilde{q}_\mu}} \exp \left[ -\frac{1}{2} \left( \sqrt{\tilde{q}_\mu} + \frac{\mu - \mu'}{\sigma} \right)^2 \right] \]

\[
+ \begin{cases} 
\frac{1}{\sqrt{8\pi}} \frac{1}{\sqrt{\tilde{q}_\mu}} \exp \left[ -\frac{1}{2} \left( \sqrt{\tilde{q}_\mu} - \frac{\mu - \mu'}{\sigma} \right)^2 \right], & \tilde{q}_\mu \geq \mu^2/\sigma^2 \\
\frac{1}{\sqrt{8\pi}} \frac{1}{2\mu/\sigma} \exp \left[ -\frac{1}{2} \frac{\tilde{q}_\mu - \mu^2 - 2\mu\mu'}{\mu^2/\sigma^2} \right], & \tilde{q}_\mu \geq \mu^{2}/\sigma^{2},
\end{cases}
\]

where \( \sigma = \mu/\tilde{q}_\mu^{A} \). The index \( A \) indicates that the test statistic is evaluated on an Asimov data set, which is defined as the expected signal and background contributions for nominal nuisance parameter values [227]. The median and the uncertainty bands of the test statistic pdf can then be directly computed from its cumulative function without generating pseudo-data.
5.7 Systematic Uncertainties

One key aspect in the extraction of cross sections or exclusion limits is the proper estimation of systematic uncertainties attributed to the signal and background predictions. Systematic uncertainties on the QCD-multijet background method as described in detail in section 5.4.2 include the uncertainties on the normalisation, on the shape correction, and on the shape parameterisation. The remaining systematics on the background normalisation are taken from measurements [217, 228, 229] and account to 20% for each contribution considered in the final fit ($t\bar{t}$, $W \rightarrow \ell \nu$, $Z^0 \rightarrow \nu \bar{\nu}$).

Further systematic uncertainties that are included will be described in the following. An overview of the considered systematic uncertainties can be found in Table 5.12.

<table>
<thead>
<tr>
<th>Systematics source</th>
<th>Signal</th>
<th>Background</th>
<th>type</th>
<th>rate effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalisation of $t\bar{t}$</td>
<td></td>
<td>✓</td>
<td>rate</td>
<td>20%</td>
</tr>
<tr>
<td>Normalisation of $W \rightarrow \ell \nu$</td>
<td></td>
<td>✓</td>
<td>rate</td>
<td>20%</td>
</tr>
<tr>
<td>Normalisation of $Z^0 \rightarrow \nu \bar{\nu}$</td>
<td></td>
<td>✓</td>
<td>rate</td>
<td>20%</td>
</tr>
<tr>
<td>Normalisation of QCD</td>
<td></td>
<td>✓</td>
<td>rate</td>
<td>43.9%</td>
</tr>
<tr>
<td>Shape correction QCD</td>
<td></td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>QCD shape parameterisation</td>
<td></td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>MC statistics $t\bar{t}$</td>
<td></td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>MC statistics $W \rightarrow \ell \nu$</td>
<td></td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>MC statistics $Z^0 \rightarrow \nu \bar{\nu}$</td>
<td></td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>Signal statistics</td>
<td>✓</td>
<td></td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>Luminosity</td>
<td>✓</td>
<td>✓</td>
<td>rate</td>
<td>2.6%</td>
</tr>
<tr>
<td>Trigger</td>
<td>✓</td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>Pileup</td>
<td>✓</td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>PDF uncertainty</td>
<td>✓</td>
<td></td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>Offline b-tag (b c)</td>
<td>✓</td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>Offline b-tag (u d s g)</td>
<td>✓</td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>JES</td>
<td>✓</td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>JER</td>
<td>✓</td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>Electron energy scale</td>
<td>✓</td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>Muon energy scale</td>
<td>✓</td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>Tau energy scale</td>
<td>✓</td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
<tr>
<td>Unclustered energy</td>
<td>✓</td>
<td>✓</td>
<td>shape + rate</td>
<td></td>
</tr>
</tbody>
</table>
5.7.1 Uncertainty Estimation Procedures

The systematic uncertainties considered in the analysis are estimated according to CMS-internal prescriptions or external recommendations, as is indicated in the respective places. The individual procedures are briefly described in this subsection.

Jet- and $E_T^{\text{miss}}$-Related Uncertainties

Jet-related uncertainties are closely connected to $E_T^{\text{miss}}$ uncertainties because they have a strong impact on the $E_T^{\text{miss}}$ calculation. Therefore, these uncertainties are jointly discussed in the following.

**Jet Energy Scale** The jet energy scale (JES) is varied by 2–5% according to the $p_T$- and $\eta$-dependent JES uncertainty estimates, provided centrally by the CMS collaboration. This variation is also propagated to the $E_T^{\text{miss}}$ calculation using the $E_T^{\text{miss}}$ uncertainty tool provided by CMS [230].

**Jet Energy Resolution** The jet energy resolution (JER) is varied within its estimated $\eta$-dependent uncertainty. This variation is also propagated to the $E_T^{\text{miss}}$ calculation using the above-mentioned uncertainty tool.

**Electron/Photon Energy Scale** The uncertainty on the energy scale of electrons and photons affects indirectly the final result because these physics objects are an input of the $E_T^{\text{miss}}$ calculation. The uncertainty on the electron- and photon-energy scale (0.6% in ECAL barrel and 1.5% in ECAL endcap) is then propagated to the $E_T^{\text{miss}}$ calculation with the $E_T^{\text{miss}}$ uncertainty tool.

**Muon Energy Scale** Also muons are not used directly to extract the signal, but their impact on $E_T^{\text{miss}}$ has to be included. Therefore, an uncertainty of 0.2%, as recommended by the CMS collaboration, is used and propagated to the $E_T^{\text{miss}}$ calculation.

**Tau Energy Scale** As is the case for the other leptons, the uncertainty on the energy scale of tau leptons affects the result by its effect on $E_T^{\text{miss}}$. An uncertainty estimate of 3% for the tau energy scale is provided by the CMS collaboration and propagated to an uncertainty on $E_T^{\text{miss}}$.

**Unclustered Energy** Varying the unclustered energy by $\pm 10\%$ [188, 230] results in a systematic uncertainty on $E_T^{\text{miss}}$ which is obtained using the above-mentioned uncertainty tool.
b-Tagging Efficiency Scale Factors

The b-tagging scale factors used to correct the b-tagging efficiency in simulation are varied within their uncertainties calculated with the functions provided centrally by CMS [231, 232], which are obtained from b-tagging efficiency measurements [187].

The b-tagging correction factors used to match the full and fast simulation performance are varied within their uncertainties obtained with the payloads provided by CMS [233–236].

PDF Uncertainties

The envelope of the $m_{bb}$ distribution is obtained using the PDF sets provided by CTEQ6.6 [237], MSTW2008 [238–240], and NNPDF [241] following the PDF4LHC recommendation [242].

Luminosity Measurement Uncertainty

The normalisation of all simulation-based backgrounds is varied within the measured luminosity uncertainty of 2.6% [243] for the full 2012 data set.

Pileup-Related Uncertainty

The systematic uncertainty due to the PU modelling is taken into account by varying the minimum bias cross section used for the reweighting by ±5% as recommended in [244].

Trigger Uncertainty

The uncertainties of the fitted trigger efficiencies (see Section 5.3.1) are used as systematic uncertainty.

Statistical Uncertainties of Signal and Background Simulation

The shape altering effects of statistical fluctuation in the $m_{bb}$ distribution of the signal and background predictions are taken into account as bin-by-bin uncertainties.

5.7.2 Impact of Individual Systematic Uncertainties

The impact of the systematic uncertainties on the result of the analysis is quantified by their relative impact on the expected $h_1 \rightarrow b\bar{b}$ cross section limit which is calculated as described in Section 5.6. For each uncertainty, the limit is derived with and without the respective nuisance parameter. The relative variation

$$\Delta l_{exp} = \frac{l_{exp}(w/o \text{ nuisance}) - l_{exp}(w/ \text{ nuisance})}{l_{exp}(w/ \text{ nuisance})}$$

(5.25)
of the expected cross section limit obtained for the individual uncertainties is listed in Table 5.13 for different mass hypotheses. No dominant individual systematic uncertainty can be identified. Only the influence of the b-tagging scale factors, the $t\bar{t}$ normalisation uncertainty, and the QCD-related uncertainties have an impact above the 1\%-threshold. In general, the analysis sensitivity is limited by the statistical precision in the signal region.

Table 5.13: Relative variation of the expected cross section limit in % obtained when omitting the nuisance parameter associated to the individual systematic uncertainty.

<table>
<thead>
<tr>
<th>Systematics source</th>
<th>$m_{h_1} = 40\text{ GeV}$</th>
<th>$m_{h_1} = 65\text{ GeV}$</th>
<th>$m_{h_1} = 85\text{ GeV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalisation of $t\bar{t}$</td>
<td>0.969 %</td>
<td>2.298 %</td>
<td>1.774 %</td>
</tr>
<tr>
<td>Normalisation of $W \rightarrow \ell\nu$</td>
<td>0.000 %</td>
<td>0.000 %</td>
<td>0.000 %</td>
</tr>
<tr>
<td>Normalisation of $Z^0 \rightarrow \nu\bar{\nu}$</td>
<td>0.000 %</td>
<td>0.000 %</td>
<td>0.000 %</td>
</tr>
<tr>
<td>Normalisation of QCD</td>
<td>0.030 %</td>
<td>0.787 %</td>
<td>2.466 %</td>
</tr>
<tr>
<td>Shape correction QCD</td>
<td>2.211 %</td>
<td>5.485 %</td>
<td>2.105 %</td>
</tr>
<tr>
<td>QCD shape parameterisation</td>
<td>1.211 %</td>
<td>1.143 %</td>
<td>0.105 %</td>
</tr>
<tr>
<td>MC statistics $t\bar{t}$</td>
<td>1.333 %</td>
<td>1.193 %</td>
<td>1.414 %</td>
</tr>
<tr>
<td>MC statistics $W \rightarrow \ell\nu$</td>
<td>0.212 %</td>
<td>0.356 %</td>
<td>0.150 %</td>
</tr>
<tr>
<td>MC statistics $Z^0 \rightarrow \nu\bar{\nu}$</td>
<td>0.030 %</td>
<td>0.000 %</td>
<td>0.000 %</td>
</tr>
<tr>
<td>Signal statistics</td>
<td>0.030 %</td>
<td>0.025 %</td>
<td>0.060 %</td>
</tr>
<tr>
<td>Luminosity</td>
<td>0.363 %</td>
<td>0.673 %</td>
<td>0.571 %</td>
</tr>
<tr>
<td>Trigger</td>
<td>0.061 %</td>
<td>0.102 %</td>
<td>0.060 %</td>
</tr>
<tr>
<td>Pileup</td>
<td>0.000 %</td>
<td>0.178 %</td>
<td>0.120 %</td>
</tr>
<tr>
<td>PDF uncertainty</td>
<td>0.197 %</td>
<td>0.203 %</td>
<td>0.241 %</td>
</tr>
<tr>
<td>Offline b-tag (b c)</td>
<td>0.757 %</td>
<td>1.549 %</td>
<td>0.707 %</td>
</tr>
<tr>
<td>Offline b-tag (u d s g)</td>
<td>0.000 %</td>
<td>0.000 %</td>
<td>0.045 %</td>
</tr>
<tr>
<td>JES</td>
<td>0.061 %</td>
<td>1.727 %</td>
<td>1.323 %</td>
</tr>
<tr>
<td>JER</td>
<td>0.061 %</td>
<td>0.102 %</td>
<td>0.000 %</td>
</tr>
<tr>
<td>Electron energy scale</td>
<td>0.000 %</td>
<td>0.000 %</td>
<td>0.000 %</td>
</tr>
<tr>
<td>Muon energy scale</td>
<td>0.000 %</td>
<td>0.000 %</td>
<td>0.000 %</td>
</tr>
<tr>
<td>Tau energy scale</td>
<td>0.273 %</td>
<td>0.914 %</td>
<td>0.361 %</td>
</tr>
<tr>
<td>Unclustered energy</td>
<td>0.000 %</td>
<td>0.000 %</td>
<td>0.045 %</td>
</tr>
</tbody>
</table>
6 Results and Interpretation

After presenting the analysis details in the previous chapter, the results of the search for light Higgs bosons are provided. The expected event yields in the signal region from the modified P4 scenario are listed in Table 6.1 together with the contributions from the SM backgrounds and the number of observed data events. A comparison of expected background yields and observed data shows good agreement. The final analysis takes full advantage of the signal- and background-shape information.

Table 6.1: Expected event yields for the various signal \((m_{h_1} = 65 \text{ GeV})\) and background contributions and the rate observed in data.

<table>
<thead>
<tr>
<th>Contribution</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(h_1 \rightarrow b\bar{b})</td>
<td>22.7 ± 3.1</td>
</tr>
<tr>
<td>SUSY (non-(h_1))</td>
<td>92.4 ± 13.6</td>
</tr>
<tr>
<td>(t\bar{t})</td>
<td>82.5 ± 16.5</td>
</tr>
<tr>
<td>QCD</td>
<td>56.4 ± 24.8</td>
</tr>
<tr>
<td>(W \rightarrow \ell\nu)</td>
<td>4.8 ± 1.0</td>
</tr>
<tr>
<td>(Z^0 \rightarrow \nu\bar{\nu})</td>
<td>2.3 ± 0.5</td>
</tr>
<tr>
<td>total expected SM background</td>
<td>146 ± 42.8</td>
</tr>
<tr>
<td>data</td>
<td>148 ± 12.2</td>
</tr>
</tbody>
</table>

The \(m_{bb}\) data histogram is fitted by a model combining the background templates and the signal template. A maximum likelihood fit is performed taking shape uncertainties (see Section 5.7) into account via nuisance parameters (see Section 5.6). Uncertainties on the normalisations of the background templates are incorporated, while the signal normalisation is floating freely. The non-\(h_1\) contributions from the SUSY cascades are treated depending on the interpretation approach as is discussed below.

First, a background-only fit is performed to the observed \(m_{bb}\) distribution. The fit result in Fig. 6.1 shows good agreement between data and the SM hypothesis, corresponding to \(\chi^2/\text{ndf} = 1.02\) and a fit probability of 43%. The signal contributions expected from the modified P4 scenario are superimposed for \(m_{h_1} = 65 \text{ GeV}\), illustrating the high sensitivity of the analysis to this scenario.

In this chapter these results are interpreted with two signal definitions as shown in Fig. 6.2. First, a search for single resonant structures on top of the SM background is performed, treating only the \(h_1 \rightarrow b\bar{b}\) contributions as signal (see Fig. 6.2, left). The
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Figure 6.1: Background-only fit result of the invariant mass of the selected pair of b-tagged jets, where the SM background contributions are stacked. The $h_1$ and non-$h_1$ contributions are overlaid to illustrate the sensitivity of the analysis to the modified NMSSM P4 scenario.

The second approach includes also the non-$h_1$ contributions from SUSY cascades in the signal definition, to derive model-dependent results within certain NMSSM scenarios.

Figure 6.2: The different signal definitions used to interpret the observations. The signal in the left plot is defined as $h_1 \rightarrow b \bar{b}$ ignoring the non-$h_1$ contributions. Therefore, it serves as a minimal-model-dependent approach to obtain limits on $h_1 \rightarrow b \bar{b}$. The right plot uses the full NMSSM spectrum as predicted by the scenario under investigation.
6.1 Search for a Single Resonant Structure

The background-only fit result in Fig. 6.1 shows no indication of a broad excess. In order to quantify this observation, the data are probed for a single resonance, under the assumption that such a signal does not contaminate the control regions used to derive the background predictions. Thus, before the spectrum is analysed with modelspecific approaches, a measurement of the cross section of $h_1$-only production times the branching fraction into $b$ quarks is performed in the mass range of $30–100\text{GeV}$.

6.1.1 Cross Section Measurement

The cross section times branching fraction, $\sigma(pp \to h_1 + X) \times B(h_1 \to b\bar{b})$, is measured using the $h_1$-only signal template (as sketched in Fig. 6.2, left) by means of a maximum likelihood fit. Figure 6.3 shows the best-fit value of different $h_1$-mass hypotheses within $30–100\text{GeV}$. No significant excess is observed and the largest upward fluctuation above the core part of the SM background is observed at a mass of $75\text{GeV}$ (see Fig. 6.4).

![Graph showing cross section times branching fraction](image)

**Figure 6.3:** Measured cross section of a light resonance decaying into a pair of $b$ quarks. No significant excess is observed. The detailed fitted signal strength modifiers are listed in Appendix G.2.
6 Results and Interpretation

Figure 6.4: Invariant mass of the selected pair of b-tagged jets, where the SM background contributions are stacked. The $h_1$ template with a mass hypothesis of 75 GeV and the SM-background templates are fitted to the data.

6.1.2 Upper Limits on Cross Sections

In absence of signal, upper limits on the cross section times the branching fraction, $\sigma(pp \to h_1 + X) \times B(h_1 \to b\bar{b})$, are derived. The chosen test statistic used to determine how signal- and background-like the data are and the procedure to derive upper limits are described in Section 5.6.1 and Section 5.6.2, respectively.

The upper limits on the $h_1 \to b\bar{b}$ cross section times branching fraction are derived using the signal definition of Fig. 6.2 (left) in order to obtain a minimal-model-dependent interpretation of the results. The results of this search for a singly produced Higgs boson peak using the SM expectations as Asimov data set (see Section 5.6.2) are shown in Fig. 6.5 and are compared with the expectations for $h_1 \to b\bar{b}$ from the modified P4 scenario (blue dashed line).

The $h_1$-production rate decreases with increasing $h_1$ mass due to the shrinking phase space for neutralino decays into $h_1$. The abrupt decline between $m_{h_1} = 60$ GeV and $m_{h_1} = 65$ GeV is due the closing phase space for the $h_2 \to h_1 h_1$ decay. The trend of the expected limits is a joint effect of signal efficiency (see Fig. 5.5, left) and the background distribution. Figure 6.1 shows that for increasing $m_{h_1}$ the Higgs peak is shifted towards the core part of the expected SM $m_{bb}$ spectrum, making it less prominent with respect to the background expectations. Thus, the effect of the increasing efficiency (see Fig. 5.5, left) is compensated. The observed limit lies...
6.2 Interpretation in the Context of NMSSM Scenarios

Figure 6.5: Upper limits for the light Higgs boson production cross section times branching fraction, $\sigma(pp \to h_1 + X) \times B(h_1 \to b\bar{b})$, in comparison to the theoretical expectations from the modified NMSSM P4 scenario (blue dashed line). The step in the NMSSM prediction is due to the transition from the phase space where the decay $h_2 \to h_1 h_1$ is possible to the regime where this is kinematically not allowed.

within the $1\sigma$ band of the expected limit, demonstrating the agreement of the data with the SM expectations. Below $m_{h_1} = 65\text{ GeV}$ these limits go below the $h_1 \to b\bar{b}$ rate expected from the modified P4 scenario. Thus, the analysis is sensitive to $h_1$ production as predicted in this scenario.

6.2 Interpretation in the Context of NMSSM Scenarios

The obtained results are also interpreted within NMSSM scenarios, thus providing information on the model parameter space. The full NMSSM $\to b\bar{b}$ spectrum (see Fig. 6.2, right) is used, thus profiting from the whole $m_{bb}$ shape information. Upper limits are derived in the modified P4 scenario and the decoupled squarks scenario (see Section 1.4.2).
6 Results and Interpretation

6.2.1 Modified P4 Scenario

In the modified P4 scenario, different $h_1$-mass hypotheses are tested, thereby also influencing the other NMSSM contributions. Upper limits are derived in the $h_1$-mass range of 30–100 GeV.

Figure 6.6 shows that the analysis excludes over the full $h_1$-mass range the modified P4 scenario with a mass scale of 1 TeV for gluinos and squarks ($M_3 = M_{\text{SUSY}} = 1$ TeV). Except for a small step between $m_{h_1} = 60$ GeV and $m_{h_1} = 65$ GeV, the limits depend only mildly on $m_{h_1}$. The decrease of the limit below $m_{h_1} = 65$ GeV is caused by the opening of the $h_2 \rightarrow h_1 h_1$ decay. This results on average in a larger number of bosons per event leading to a slightly different event topology and a higher rate of $h_1$ production for lower $h_1$ masses. Thus, the overall $m_{bb}$ profile is sharpened.

![Figure 6.6: Upper limits for the NMSSM cross section times branching fraction into $b\bar{b}$ in comparison to the theoretical expectations from the NMSSM P4 scenario (blue dashed line).](image)

The otherwise small dependence on the $h_1$ mass can be explained with the rather small $h_1$-mass range compared to the probed $m_{bb}$ range (see Fig. 5.22). Therefore, the variation of $m_{h_1}$ merely changes the left flank of the NMSSM $\rightarrow b\bar{b}$ signal template. The observed limit is slightly higher, but still below the expectation from the modified P4 scenario.

The rise in the theoretical expectation above 85 GeV is due to the opening phase space for additional production of $a_1$ bosons, whose mass is inversely proportional to $m_{h_1}$. Hence, the overall Higgs boson production in neutralino decays increases.
Under the assumption that the signal efficiency is independent of the gluino- and squark-mass parameters $M_3$ and $M_{\text{SUSY}}$, the cross section limits in Fig. 6.6 are translated into exclusion limits on a common mass parameter for $M_{\text{SUSY}}$ and $M_3$. The results in Fig. 6.7 ignore possible shape dependencies on the mass of the coloured SUSY particles. However, the signal efficiencies in the decoupled squarks scenario (see Fig. 5.7) show that the efficiency significantly increases for higher $M_3$ values. Therefore, the exclusion limits in Fig. 6.7 are considered as a conservative lower bound on the common mass of coloured SUSY particles.

Figure 6.7: Exclusion limits on a common mass parameter $M_3/M_{\text{SUSY}}$ in the modified P4 scenario. These limits are derived under the assumption that the selection efficiency is independent of $M_3/M_{\text{SUSY}}$.

### 6.2.2 Decoupled Squarks Scenario

The decoupled squarks scenario is investigated in a larger region of the NMSSM phase space. The four parameters that change the cascade decay structure most with respect to light Higgs searches are $M_1$, $M_2$, $M_3$, and $m_{h_1}$, i.e. the two gaugino mass parameters, the gluino mass parameter, and the mass of the light Higgs boson. The probed parameter points are listed in detail in Appendix C.1. This NMSSM parameter scan is performed based on the outcome of the studies presented in Chapter 2.

The exclusion limits on the signal strength modifier within the decoupled squarks scenario are translated into exclusion limits in the $M_3-m_{h_1}$ plane. From the summary...
plot of the parameter scan in Fig. 6.8 one can infer little dependence of the limits on the gaugino mass parameters $M_1$, $M_2$, and on the $h_1$ mass. The latter shows qualitatively a similar behaviour as in the modified P4 scenario, i.e. a step between $m_{h_1} = 60 \text{ GeV}$ and $m_{h_1} = 65 \text{ GeV}$ is observed (note the different $h_1$ mass range).

The production cross section of the initial particles of the SUSY cascades has the largest impact on the results, leading to a strong dependence on the gluino mass parameter $M_3$. The sensitivity of the results on the varied masses, production cross sections, and branching fractions of the individual particles is at most mild. Since, for the signal extraction all NMSSM $\rightarrow b\bar{b}$ contributions are used, the effect of the parameters $M_1$, $M_2$ and $m_{h_1}$ is compensated. In addition, the event topology is slightly different than in the modified P4 scenario, where squark production dominates (see
Table 1.7). Since the only contributing production mode in the decoupled squarks scenario is gluino pair production, the fraction of the non-resonant contributions in Fig. 5.1 (bottom left) is increased. Thus, non-resonant contributions play a more important role, leading to a further dilution of the effects on the individual resonances in the decoupled squarks scenario. A detailed overview of all combinations of $M_{1}$ and $M_{2}$ is shown in Fig. 6.9; the observed limits are as in the modified P4 scenario consistent with the expected limits.

![Graphs showing exclusion limits in the $M_{3}-m_{h_{1}}$ plane of the NMSSM in the decoupled squarks scenario for various combinations of $M_{1}$ and $M_{2}$. The exclusion curves show little dependence on the value of the $h_{1}$ mass and on the combination of ($M_{1}, M_{2}$).](image)

**Figure 6.9:** Exclusion limits in the $M_{3}-m_{h_{1}}$ plane of the NMSSM in the decoupled squarks scenario for various combinations of $M_{1}$ and $M_{2}$. The exclusion curves show little dependence on the value of the $h_{1}$ mass and on the combination of ($M_{1}, M_{2}$).
7 Summary and Outlook

A search for a light Higgs boson with a mass below 100 GeV, as predicted in certain NMSSM scenarios, is performed. At the LHC, only islands have been probed previously in this mass range [245, 246], thus the results of the presented analysis are unique.

The theoretical production properties of light Higgs bosons in SUSY cascades are studied in more detail, analysing in particular the branching fractions of squarks into light Higgs bosons via intermediate neutralinos and charginos. The study shows that decay chains with two or more intermediate particles are most likely. This motivates a full-model scan for the interpretation of the results because it is more suitable than simplified models.

A search is performed for a light Higgs boson produced in cascade decays of strongly interacting SUSY particles, where the light Higgs boson decays into b quarks. The data recorded by the CMS experiment in 2012 at a centre-of-mass energy of 8 TeV, corresponding to an integrated luminosity of 19.7 fb$^{-1}$, are analysed. Events with two b-tagged jets, two untagged jets, and large $E_\text{T}^{\text{miss}}$ in the final state are selected. The contributions from SM processes are estimated from simulation as for the dominant background $t\bar{t}$, and with a data-driven method in case of the QCD-multijet contributions.

The signal is searched for in the invariant mass distribution of the two selected b-tagged jets. No significant deviation from the expected background from SM processes is observed. The results are interpreted in terms of upper exclusion limits on the light-Higgs-boson production cross-section times the branching fraction into b quarks, $\sigma(pp \rightarrow h_1 + X) \times B(h_1 \rightarrow b\bar{b})$, which is observed to be less than 0.042 pb at 95% confidence level. The analysis excludes Higgs-production cross-sections that are below the expected $h_1$ contribution in the modified NMSSM P4 benchmark scenario for $h_1$ masses below 65 GeV. The model-specific interpretation utilising the full NMSSM spectrum excludes the modified P4 scenario over the whole probed mass range of 30–100 GeV assuming a mass of 1 TeV for the coloured SUSY particles. Exclusion limits are derived in a parameter scan within the decoupled squarks scenario of the NMSSM. Values of the gluino mass parameter $M_3$ below $\approx 800$ GeV are excluded for all combinations of the other scanned parameters. The results of this analysis are published in [209].

While this thesis is written, the LHC is restarted for its second run. A foreseen total integrated luminosity at the order of 200–500 fb$^{-1}$ [247] for the whole run will improve the precision of measurements of the Higgs-boson properties. Possible deviations from the SM expectation could then indicate new phenomena. In the context of direct searches for new heavy particles, the increased centre-of-mass energy of 13 TeV is even more important. These particles might be additional heavy Higgs
bosons, or SUSY particles. Although, the analysis presented in this thesis searches for light Higgs bosons, the higher accessible mass scale is beneficial in this regard, too. The increased production cross section of coloured SUSY particles would increase the cross section of the dominant production channel of a light $h_1$ boson. Thus, prospects are good and answers to the important questions can be expected.
Appendix A

Superfield Formalism

When dealing with superfields the notation of [74, 76] is used.

A.1 Graßmann Variables

Graßmann variables $\theta_i$ are elements of an Algebra with the inner product

$$\{\theta_i, \theta_j\} := \theta_i \theta_j + \theta_j \theta_i = 0 \ .$$  \hspace{1cm} (A.1)

The algebra can be extended by an involution $\mathcal{I}$

$$\mathcal{I} : \theta_i \to \mathcal{I}(\theta_i) \equiv \bar{\theta}_i \ , \hspace{1cm} \mathcal{I}(\mathcal{I}(\theta_i)) = \theta_i \ ,$$  \hspace{1cm} (A.2)

where the conjugate Graßmann variables $\bar{\theta}_i$ fulfil the following relations

$$\{\bar{\theta}_i, \bar{\theta}_j\} = 0 \quad \text{and} \quad \{\theta_i, \bar{\theta}_j\} = 0 \ .$$  \hspace{1cm} (A.3)

Because of (A.1) and (A.2) every function, which depends on Graßmann variables, can be expanded as follows

$$f(\theta_i, \bar{\theta}_j) = a_0 + \sum_i a_i \theta_i + \sum_i \bar{a}_i \bar{\theta}_i + \cdots \ .$$  \hspace{1cm} (A.4)

Furthermore, differentiation and integration can be defined on a Graßmann algebra

$$\frac{\partial}{\partial \theta_i} \theta_j := \delta_{ij} \ ,$$  \hspace{1cm} (A.5a)

$$\frac{\partial}{\partial \theta_i} \theta_j \theta_k := \delta_{ij} \theta_k - \delta_{ik} \theta_j \ ,$$  \hspace{1cm} (A.5b)

$$\int d\theta_i := 0 \ ,$$  \hspace{1cm} (A.5c)

$$\int d\theta_i \theta_j := \delta_{ij} \ ,$$  \hspace{1cm} (A.5d)

with $\{d\theta_i, d\theta_j\} = 0$. 

133
A.2 Weyl Spinor Notation

In order to formulate supersymmetric quantum field theories in an elegant and as convenient as possible way, one decomposes the four-component Dirac spinors $\psi$ in two-component Weyl spinors,

$$
\psi_a = \left( \begin{array}{c} \xi_A \\ \chi^\dot{A} \end{array} \right), \quad (a = 1, 2, 3, 4), \quad (A = 1, 2), \quad (\dot{A} = \dot{1}, \dot{2}),
$$

(A.6)
since the spinor components $\xi_A, \chi^\dot{A}$ transform as fundamental representations of the Lorentz group $\left( \frac{1}{2}, 0 \right)$ and $\left( 0, \frac{1}{2} \right)$, respectively. The following relations hold for these spinors:

$$
\xi_A = (\bar{\xi}^\dot{A})^\dagger, \quad \xi^A = (\bar{\xi}^{\dot{A}})^\dagger, \quad (A.7a)
$$

$$
\xi^A = \epsilon^{AB} \xi_B, \quad \xi_A = \epsilon_{AB} \xi^B, \quad (A.7b)
$$

$$
\bar{\chi}^\dot{A} = \epsilon^{\dot{A}\dot{B}} \bar{\chi}^\dot{B}, \quad \bar{\chi}_\dot{A} = \epsilon_{\dot{A}\dot{B}} \bar{\chi}_\dot{B}, \quad (A.7c)
$$

where the antisymmetric tensors $\epsilon^{AB}$ and $\epsilon_{AB}$ are given as

$$
\epsilon^{AB} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \epsilon_{AB} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix},
$$

(A.8)

and it holds $\epsilon^{AB} \epsilon_{BC} = \delta^A_C$. Furthermore, one defines that the spinor components $\xi_A$ and $\bar{\chi}^\dot{A}$ are Graßmann variables, i.e.

$$
\{\xi_A, \xi_B\} = \{\bar{\chi}^\dot{A}, \bar{\chi}^\dot{B}\} = \{\xi_A, \bar{\chi}^\dot{B}\} = 0.
$$

(A.9)

One now constructs an $SL(2, \mathbb{C})$ invariant spinor product,

$$
\xi\chi := \xi^A \chi_A, \quad (A.10a)
$$

$$
\bar{\chi}\bar{\xi} := \bar{\chi}^\dot{A} \bar{\xi}^\dot{A} = (\xi\chi)^\dagger, \quad (A.10b)
$$

which is symmetric, due to the antisymmetry of $\epsilon^{AB}$ and (A.9),

$$
\xi\chi = \chi\xi = (\bar{\chi}\bar{\xi})^\dagger = (\bar{\xi}\chi)^\dagger.
$$

(A.11)

Furthermore, one defines differential operators,

$$
\partial_A := \frac{\partial}{\partial \theta^A}, \quad \partial^A := \frac{\partial}{\partial \theta_A}, \quad \bar{\partial}^\dot{A} := \frac{\partial}{\partial \bar{\theta}_\dot{A}}, \quad \bar{\partial}_{\dot{A}} := \frac{\partial}{\partial \bar{\theta}_A}, \quad (A.12)
$$

with the following anticommutator relations:

$$
\{\partial_A, \partial_B\} = \{\bar{\partial}_{\dot{A}}, \bar{\partial}_{\dot{B}}\} = \{\partial_A, \bar{\partial}_{\dot{B}}\} = 0.
$$

(A.13)
A.2 Weyl Spinor Notation

By definition these act on Graßmann variables as follows,

\[ \partial_A \theta^B := \delta^B_A, \quad \partial^A \theta_B := \delta^A_B, \quad \bar{\partial}_A \bar{\theta}^B := \bar{\delta}^B_A, \quad \bar{\partial}^A \bar{\theta}_B := \bar{\delta}^A_B, \]  

\[ \bar{\partial}_A \bar{\theta}^B := -\epsilon^{AB}, \quad \bar{\partial}^A \bar{\theta}_B := -\epsilon^{AB}, \]  

\[ (A.14a) \]

and transform according to

\[ \epsilon^{AB} \partial_B = -\partial^A, \quad \epsilon_{AB} \partial^B = -\partial_A, \quad \epsilon_{\dot{A}\dot{B}} \bar{\partial}\dot{B} = -\bar{\partial}\dot{A}, \quad \epsilon^{\dot{A}\dot{B}} \bar{\partial}\dot{B} = -\bar{\partial}\dot{A}. \]  

\[ (A.15) \]

Finally, a few shorthand notations are introduced,

\[ \text{d}^2 \theta := -\frac{1}{4} \text{d}\theta^A \text{d}\theta_A, \quad \text{d}^2 \bar{\theta} := -\frac{1}{4} \text{d}\bar{\theta}^\dot{A} \text{d}\bar{\theta}_{\dot{A}}, \quad \text{d}^4 \theta := \text{d}^2 \theta \text{d}^2 \bar{\theta}, \]  

\[ (A.16) \]

in order to construct projectors for the individual components of a superfield (1.22). This yields

\[ \int \text{d}^2 \theta \, \mathcal{F}(z) = M(x), \]  

\[ (A.17a) \]

\[ \int \text{d}^2 \bar{\theta} \, \mathcal{F}(z) = N(x), \]  

\[ (A.17b) \]

\[ \int \text{d}^4 \theta \, \mathcal{F}(z) = \frac{1}{2} D(x). \]  

\[ (A.17c) \]
Appendix B
Feynman Diagrams of Squark and Gluino Production

Figure B.1: Gluino production in gluon scattering.

Figure B.2: Gluino production in quark scattering.

Figure B.3: Squark-gluino production in quark-gluon scattering.
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Figure B.4: Squark production in gluon scattering.

Figure B.5: Squark production in quark scattering.
Appendix C

Decoupled Squarks Scenario of the NMSSM

C.1 NMSSM Parameter Scan Points

The NMSSM parameter scan (see Table C.1) in the decoupled squarks scenario still has the light-Higgs features of the modified P4 scenario and is therefore beneficial for $h_1$ production while taking into account the possible effect that a slightly differing mass hierarchy in the neutralino sector would have.

*Table C.1:* Scanned values of NMSSM parameters. All other parameters are in the same regime as in the modified P4 scenario (see Table 1.6), except for the squark masses, which are set to 2 TeV.

<table>
<thead>
<tr>
<th>NMSSM parameter</th>
<th>scanned values (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{h_1}$</td>
<td>60, 65, 70, 75, 80, 85, 90, 95</td>
</tr>
<tr>
<td>$M_1$</td>
<td>100, 350, 600</td>
</tr>
<tr>
<td>$M_2$</td>
<td>100, 350, 600</td>
</tr>
<tr>
<td>$M_3$</td>
<td>800, 1000, 1200, 1400</td>
</tr>
</tbody>
</table>
C.2 $\mathcal{B}(\text{NMSSM} \rightarrow \text{b}\bar{b})$ in Decoupled Squarks Scenario

![Figure C.1: Branching fractions into NMSSM → b\bar{b} for the various combinations of $M_1$ and $M_2$.](image-url)
Appendix D

Offline Event Selection

D.1 Event Selection Variables

The variables used to select events are shown in Figs. D.1 – D.4 before the corresponding selection criterion is applied. For all of them the distributions, normalised to unity, are shown for signal and backgrounds to demonstrate the discriminating power of those variables. A comparison to data is also provided for variables where the background is not dominated by QCD-multijet events. Because a data-driven QCD prediction is only done for the signal region (see Section 5.4.2) QCD-multijet simulation is used for illustration and the QCD contribution is scaled to match the data normalisation. The shape of the background obtained by this procedure is in agreement with the data distribution for the variables shown in Figs. D.2 – D.4. For the variables where QCD is still dominant one cannot appreciate the difference between QCD and the other backgrounds with this simple approach. Therefore these data-to-simulation comparisons are omitted.
Figure D.1: A subset of the variables on which the event selection is based. For the $H_T$ variable the distribution with (top left) and without (top right) trigger requirement is shown. The former illustrates the discriminating power of the chosen cut value. The multiplicity of non-b-tagged jets (centre left) shows that some of the SM backgrounds would be reduced by ($\#$light jets $\gtrsim 4$), however the main background $t\bar{t}$ is not reduced. In addition one would introduce a higher model dependency when requiring a higher number of non-b-tagged jets. The b veto on the two leading jets, which means requiring the rank of the hardest b-tagged jet (centre right) to be greater than 2 clearly separates signal and background. The argument made for the number of non-b-tagged jets is also applicable to jet multiplicity (bottom left) and the number of b-tagged jets reduces also a sizeable fraction of the QCD-multijet background.
Figure D.2: The spectra of the leading (left) and subleading (right) jet are shown. The background shape is in agreement with the data distribution. QCD MC is used for illustration purposes only. The analysis uses a data-driven estimate of the QCD background.
Figure D.3: The azimuthal angles between $\vec{E}_T^{\text{miss}}$ and the leading (left) and subleading (right) jet are shown. The background shape is in agreement with the data distribution. QCD MC is used for illustration purposes only. The analysis uses a data-driven estimate of the QCD background.
Figure D.4: The $\Delta R(b, b)$ (left) and $E_T^{\text{miss}}$ (right) distributions are shown. The background shape is in agreement with the data distribution. QCD MC is used for illustration purposes only. The analysis uses a data-driven estimate of the QCD background.
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D.2 Optimisation of Selection Criteria

The offline event selection is optimised with respect to expected limits for three different $h_1$ mass hypotheses, 40, 65 and 80 GeV. The values of the discriminating variables are chosen such that the analysis is sensitive over the whole probed mass region. The detailed results of the procedure are shown in this section.
Figure D.5: Expected upper limits obtained for three different mass points using the loose, medium and tight working point of the CSV discriminator. The optimal choice for the selection is the medium working point.
Figure D.6: Expected upper limits obtained for three different mass points using different values of the minimum jet-$p_T$ criterion. The optimal choice for the selection is 25 GeV because the low mass point yields the best limit with this value and the other mass points show only slight dependence on this selection requirement.
D.2 Optimisation of Selection Criteria

Figure D.7: Expected upper limits obtained for three different mass points using different values of the minimum $p_T$ of the leading jet. The limits show little dependence on this selection requirement. The value 250 GeV, as used in [99], is chosen.
Figure D.8: Expected upper limits obtained for three different mass points using different values of the minimum $p_T$ of the subleading jet. The limits show little dependence on this selection requirement. The value 100 GeV, as used in [99], is chosen.
Figure D.9: Expected upper limits obtained for three different mass points using different values of the maximum separation between the two selected jets. A good compromise between low and high $h_1$ masses is obtained with $\Delta R_{\text{max}}^{\text{bb}} = 1.5$. 
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Figure D.10: Expected upper limit obtained for three different mass points using different values of the QCD suppression variables $\Delta \phi (j_{1/2}, \vec{E_T}^{\text{miss}})$. A plateau is reached at 0.5 for all mass points.
### D.2 Optimisation of Selection Criteria

**Figure D.11:** Expected upper limit obtained for three different mass points using different values of the $E_T^{\text{miss}}$ requirement. A plateau is reached at 200 GeV for all mass points.
Appendix E

QCD Multijet Prediction

E.1 Sidebands of the ABCD-Like Method

Figure E.1: Sidebands of the ABCD-like method described in Section 5.4.2. The figures are arranged according to the diagram in Fig. 5.14. The observed signal contamination (solid and dashed lines) is well contained in the uncertainty associated to the QCD-multijet normalisation. The QCD-multijet contribution is taken from simulation and scaled by the QCD-data-to-simulation ratio obtained in the signal region.
E.2 Parameterisation

E.2.1 Parameterisation Formulas

In this appendix the tested QCD parameterisation functions are listed.

- **Crystal Ball function:**

  \[
  CB(m_{bb}) = N \cdot \begin{cases} 
  \exp \left\{ \frac{m_{bb} - m_0}{\sigma} \right\}, & \text{for } \frac{m_{bb} - m_0}{\sigma} \leq -\alpha, \\
  A \cdot \left( B - \frac{m_{bb} - m_0}{\sigma} \right)^{-n}, & \text{for } \frac{m_{bb} - m_0}{\sigma} > -\alpha,
  \end{cases} 
  \]

  where

  \[
  A = \left( \frac{n}{|\alpha|} \right) \cdot \exp \left\{ -\frac{|\alpha|^2}{2} \right\}, \\
  B = \frac{n}{|\alpha|} - |\alpha|, \\
  C = \frac{n}{|\alpha|} \cdot \frac{1}{n-1} \cdot \exp \left\{ -\frac{|\alpha|^2}{2} \right\}, \\
  D = \sqrt{\frac{\pi}{2}} \left( 1 + \text{erf} \left( \frac{|\alpha|}{\sqrt{2}} \right) \right), \\
  N = \frac{1}{\sigma(C + D)}. 
  \]

- **Bernstein polynomials:**

  \[
  b_{\nu,n}(x) = \binom{n}{\nu} x^\nu (1-x)^{n-\nu}, \quad \nu = 0, \ldots, n, \quad (E.2)
  \]

  \[
  Bern_n(x) = \sum_{\nu=0}^{n} \beta_\nu b_{\nu,n}(x), \quad (E.3)
  \]

  \(
  \beta_\nu : \text{Bernstein coefficients}, \\
  x \in [0, 1].
  \)

- **Novosibirsk function:**

  \[
  Novo(m_{bb}) = N \cdot \exp \left\{ -0.5 \cdot \left( \ln^2 [1 + \Lambda \cdot \tau \cdot (m_{bb} - m_0)] / \tau^2 + \tau^2 \right) \right\}, \quad (E.4)
  \]

  where

  \[
  \Lambda = \frac{\sinh(\tau \sqrt{\ln 4})}{(\sigma \tau \sqrt{\ln 4})}, \\
  m_0 : \text{peak position}, \\
  \sigma : \text{width}, \\
  \tau : \text{tail parameter}.
  \]
E.2 Parameterisation

E.2.2 Parameterisation in Control Regions

Figure E.2: Fit results of the QCD control region ($E_T^{\text{miss}} \in [0, 50]$ GeV, veto isolated leptons): Crystal Ball (top left), Bernstein (8th order, top right) and Novosibirsk (bottom). The best fit quality is achieved for the Novosibirsk function.
**Figure E.3:** Fit results of the QCD control region ($E_T^{\text{miss}} \in [50,100]$ GeV, veto isolated leptons): Crystal Ball (top left), Bernstein (8th order, top right) and Novosibirsk (bottom). The best fit quality is achieved for the Novosibirsk function.
Figure E.4: Fit results of the QCD control region ($E_T^{\text{miss}} \in [100, 200] \text{GeV}$, veto isolated leptons): Crystal Ball (top left), Bernstein (8th order, top right) and Novosibirsk (bottom). The best fit quality is achieved for the Novosibirsk function.
Appendix F

Expected Event Yields and Selection Efficiencies of Minor Backgrounds

Table F.1: Event yields of single top events after each selection step. The yields are normalised to the integrated luminosity of $19.7 \, fb^{-1}$ assuming the cross sections listed in Table 5.2. The efficiency of each selection step relative to the previous step is also listed. In the first line, “all” means the events which pass the trigger selection.

<table>
<thead>
<tr>
<th>event condition</th>
<th>events</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>24946.90</td>
<td>1.000</td>
</tr>
<tr>
<td>$H_T &gt; 750$ GeV</td>
<td>11425.94</td>
<td>0.458</td>
</tr>
<tr>
<td>#non-b-tagged jets ≥ 2</td>
<td>11083.67</td>
<td>0.970</td>
</tr>
<tr>
<td>#jets ≥ 4</td>
<td>10015.06</td>
<td>0.904</td>
</tr>
<tr>
<td>#b-tagged jets ≥ 2</td>
<td>3307.67</td>
<td>0.330</td>
</tr>
<tr>
<td>b veto for leading two jets</td>
<td>728.53</td>
<td>0.220</td>
</tr>
<tr>
<td>$p_{T}^{\text{Lead}} &gt; 250$ GeV, $p_{T}^{\text{SubLead}} &gt; 100$ GeV</td>
<td>541.00</td>
<td>0.743</td>
</tr>
<tr>
<td>$\Delta \phi(j_1, \vec{E}_T^{\text{miss}}) &gt; 0.5$</td>
<td>459.32</td>
<td>0.849</td>
</tr>
<tr>
<td>$\min \Delta R(b_1, b_2) &lt; 1.5$</td>
<td>138.20</td>
<td>0.301</td>
</tr>
<tr>
<td>$\Delta \phi(j_2, \vec{E}_T^{\text{miss}}) &gt; 0.5$</td>
<td>97.75</td>
<td>0.707</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 200$ GeV</td>
<td>1.63</td>
<td>0.017</td>
</tr>
<tr>
<td>total</td>
<td></td>
<td>0.000066</td>
</tr>
</tbody>
</table>
### Appendix F  Expected Event Yields and Selection Efficiencies of Minor Backgrounds

**Table F.2:** Event yields of WZ⁰ events after each selection step. The yields are normalised to the integrated luminosity of 19.7 fb⁻¹ assuming the cross sections listed in Table 5.2. The efficiency of each selection step relative to the previous step is also listed. In the first line, “all” means the events which pass the trigger selection.

<table>
<thead>
<tr>
<th>events efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
</tr>
<tr>
<td>H_T &gt; 750 GeV</td>
</tr>
<tr>
<td>#non-b-tagged jets ≥ 2</td>
</tr>
<tr>
<td>#jets ≥ 4</td>
</tr>
<tr>
<td>#b-tagged jets ≥ 2</td>
</tr>
<tr>
<td>b veto for leading two jets</td>
</tr>
<tr>
<td>p_T^{Lead} &gt; 250 GeV, p_T^{SubLead} &gt; 100 GeV</td>
</tr>
<tr>
<td>Δφ(j₁, \vec{E}_{miss}ᵀ) &gt; 0.5</td>
</tr>
<tr>
<td>min ΔR(b₁, b₂) &lt; 1.5</td>
</tr>
<tr>
<td>Δφ(j₂, \vec{E}_{miss}ᵀ) &gt; 0.5</td>
</tr>
<tr>
<td>E_{miss}ᵀ &gt; 200 GeV</td>
</tr>
<tr>
<td>total</td>
</tr>
</tbody>
</table>

**Table F.3:** Event yields of Z⁰Z⁰ events after each selection step. The yields are normalised to the integrated luminosity of 19.7 fb⁻¹ assuming the cross sections listed in Table 5.2. The efficiency of each selection step relative to the previous step is also listed. In the first line, “all” means the events which pass the trigger selection.

<table>
<thead>
<tr>
<th>events efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
</tr>
<tr>
<td>H_T &gt; 750 GeV</td>
</tr>
<tr>
<td>#non-b-tagged jets ≥ 2</td>
</tr>
<tr>
<td>#jets ≥ 4</td>
</tr>
<tr>
<td>#b-tagged jets ≥ 2</td>
</tr>
<tr>
<td>b veto for leading two jets</td>
</tr>
<tr>
<td>p_T^{Lead} &gt; 250 GeV, p_T^{SubLead} &gt; 100 GeV</td>
</tr>
<tr>
<td>Δφ(j₁, \vec{E}_{miss}ᵀ) &gt; 0.5</td>
</tr>
<tr>
<td>min ΔR(b₁, b₂) &lt; 1.5</td>
</tr>
<tr>
<td>Δφ(j₂, \vec{E}_{miss}ᵀ) &gt; 0.5</td>
</tr>
<tr>
<td>E_{miss}ᵀ &gt; 200 GeV</td>
</tr>
<tr>
<td>total</td>
</tr>
</tbody>
</table>
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Table F.4: Conservative upper limits on event yields for $Z^0 \rightarrow b\bar{b}$ events after each selection step. The yields are normalised to the integrated luminosity of 19.7 fb$^{-1}$ assuming the cross sections listed in Table 5.2 and the branching fraction correction described in Section 5.4.3. The efficiency of each selection step relative to the previous step is also listed. In the first line, “all” means the events which pass the trigger selection.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Events</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>41342.11</td>
<td>1.000</td>
</tr>
<tr>
<td>$H_T &gt; 750$ GeV</td>
<td>10554.07</td>
<td>0.255</td>
</tr>
<tr>
<td>#non-b-tagged jets $\geq 2$</td>
<td>10387.52</td>
<td>0.984</td>
</tr>
<tr>
<td>b veto for leading two jets</td>
<td>2375.48</td>
<td>0.229</td>
</tr>
<tr>
<td>#jets $\geq 4$</td>
<td>2375.48</td>
<td>1.000</td>
</tr>
<tr>
<td>#b-tagged jets $\geq 2$</td>
<td>2211.04</td>
<td>0.931</td>
</tr>
<tr>
<td>$p_T^{\text{Lead}} &gt; 250$ GeV, $p_T^{\text{SubLead}} &gt; 100$ GeV</td>
<td>2077.47</td>
<td>0.940</td>
</tr>
<tr>
<td>$\Delta \phi(j_1, \vec{E}_T^{\text{miss}}) &gt; 0.5$</td>
<td>1653.26</td>
<td>0.796</td>
</tr>
<tr>
<td>$\min \Delta R(b_1, b_2) &lt; 1.5$</td>
<td>894.97</td>
<td>0.541</td>
</tr>
<tr>
<td>$\Delta \phi(j_2, \vec{E}_T^{\text{miss}}) &gt; 0.5$</td>
<td>586.78</td>
<td>0.656</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} &gt; 200$ GeV</td>
<td>3.85</td>
<td>0.007</td>
</tr>
</tbody>
</table>

| total | 0.000093 |
Appendix G

Extended Results of the Light Higgs Boson Search

G.1 Pre-Fit Background Prediction

![Graph showing pre-fit background prediction of the invariant mass of selected b-tagged jets, with SM background contributions stacked. The $h_1$ and non-$h_1$ contributions are overlaid to illustrate the sensitivity of the analysis to the modified P4 scenario.]

**Figure G.1:** Pre-fit background prediction of the invariant mass of the selected b-tagged jets, where the SM background contributions are stacked. The $h_1$ and non-$h_1$ contributions are overlaid to illustrate the sensitivity of the analysis to the modified P4 scenario.
G.2 Cross Section Measurement

Table G.1: Fitted signal strength modifiers of the search for a resonant structure in the probed $h_1$ mass hypotheses. A maximum upward deviation of $0.49 \sigma$ with respect to the SM background is observed at $m_{h_1} = 75 \text{ GeV}$.

<table>
<thead>
<tr>
<th>$m_{h_1}$ (GeV)</th>
<th>$\mu$</th>
<th>$\mu/\sigma(\mu)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>$0.18^{+0.26}_{-0.19}$</td>
<td>0.81</td>
</tr>
<tr>
<td>35</td>
<td>$-0.02^{+0.24}_{-0.21}$</td>
<td>-0.07</td>
</tr>
<tr>
<td>40</td>
<td>$-0.04^{+0.21}_{-0.23}$</td>
<td>-0.19</td>
</tr>
<tr>
<td>45</td>
<td>$-0.08^{+0.23}_{-0.26}$</td>
<td>-0.31</td>
</tr>
<tr>
<td>50</td>
<td>$-0.16^{+0.29}_{-0.32}$</td>
<td>-0.53</td>
</tr>
<tr>
<td>55</td>
<td>$-0.23^{+0.34}_{-0.37}$</td>
<td>-0.65</td>
</tr>
<tr>
<td>60</td>
<td>$-0.22^{+0.44}_{-0.46}$</td>
<td>-0.49</td>
</tr>
<tr>
<td>65</td>
<td>$-0.19^{+0.52}_{-0.52}$</td>
<td>-0.36</td>
</tr>
<tr>
<td>70</td>
<td>$0.10^{+0.58}_{-0.58}$</td>
<td>0.17</td>
</tr>
<tr>
<td>75</td>
<td>$0.35^{+0.74}_{-0.70}$</td>
<td>0.49</td>
</tr>
<tr>
<td>80</td>
<td>$0.38^{+0.86}_{-0.82}$</td>
<td>0.45</td>
</tr>
<tr>
<td>85</td>
<td>$0.31^{+0.89}_{-0.86}$</td>
<td>0.36</td>
</tr>
<tr>
<td>90</td>
<td>$0.19^{+1.32}_{-1.28}$</td>
<td>0.15</td>
</tr>
<tr>
<td>95</td>
<td>$0.32^{+1.41}_{-1.38}$</td>
<td>0.23</td>
</tr>
<tr>
<td>100</td>
<td>$0.62^{+1.68}_{-1.60}$</td>
<td>0.38</td>
</tr>
</tbody>
</table>
G.3 NMSSM Cross Section in the Modified P4 Scenario

An NMSSM cross-section measurement in the modified P4 scenario is performed with the full NMSSM spectrum as signal. No significant excess is observed (see Table G.2, Fig.G.2).

![Histogram of events](image)

**Figure G.2:** Invariant mass of the selected b-tagged jets, where the SM background contributions are stacked. The NMSSM P4 signal template with a $h_1$ mass hypothesis of 65 GeV and the SM background are fitted to the data.
Table G.2: Fitted signal strength modifiers of the full NMSSM P4 spectrum for different probed $h_1$ mass hypotheses. A maximum deviation of $0.99\sigma$ with respect to the core of the SM background is observed at $m_{h_1} = 75$ GeV.

<table>
<thead>
<tr>
<th>$m_{h_1}$ (GeV)</th>
<th>$\mu$</th>
<th>$\mu/\sigma(\mu)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>$0.15^{+0.15}_{-0.13}$</td>
<td>1.03</td>
</tr>
<tr>
<td>35</td>
<td>$0.09^{+0.15}_{-0.15}$</td>
<td>0.60</td>
</tr>
<tr>
<td>40</td>
<td>$0.05^{+0.14}_{-0.14}$</td>
<td>0.33</td>
</tr>
<tr>
<td>45</td>
<td>$0.03^{+0.15}_{-0.15}$</td>
<td>0.22</td>
</tr>
<tr>
<td>50</td>
<td>$0.04^{+0.15}_{-0.16}$</td>
<td>0.28</td>
</tr>
<tr>
<td>55</td>
<td>$0.05^{+0.16}_{-0.17}$</td>
<td>0.30</td>
</tr>
<tr>
<td>60</td>
<td>$0.08^{+0.16}_{-0.17}$</td>
<td>0.47</td>
</tr>
<tr>
<td>65</td>
<td>$0.13^{+0.21}_{-0.21}$</td>
<td>0.63</td>
</tr>
<tr>
<td>70</td>
<td>$0.15^{+0.22}_{-0.21}$</td>
<td>0.70</td>
</tr>
<tr>
<td>75</td>
<td>$0.22^{+0.22}_{-0.22}$</td>
<td>0.99</td>
</tr>
<tr>
<td>80</td>
<td>$0.19^{+0.23}_{-0.23}$</td>
<td>0.83</td>
</tr>
<tr>
<td>85</td>
<td>$0.21^{+0.21}_{-0.21}$</td>
<td>0.99</td>
</tr>
<tr>
<td>90</td>
<td>$0.15^{+0.17}_{-0.18}$</td>
<td>0.85</td>
</tr>
<tr>
<td>95</td>
<td>$0.13^{+0.17}_{-0.17}$</td>
<td>0.75</td>
</tr>
<tr>
<td>100</td>
<td>$0.10^{+0.17}_{-0.17}$</td>
<td>0.61</td>
</tr>
</tbody>
</table>
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