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ABSTRACT

We present here an overview of Coherent X-ray Diffraction Imaging (CXDI) with its application to nanostructures. This imaging approach has become especially important recently due to advent of X-ray Free-Electron Lasers (XFEL) and its applications to the fast developing technique of serial X-ray crystallography. We start with the basic description of coherent scattering on the finite size crystals. The difference between conventional crystallography applied to large samples and coherent scattering on the finite size samples is outlined. The formalism of coherent scattering from a finite size crystal with a strain field is considered. Partially coherent illumination of a crystalline sample is developed. Recent experimental examples demonstrating applications of CXDI to the study of crystalline structures on the nanoscale, including experiments at FELs, are also presented.
1. INTRODUCTION

Coherent X-ray Diffractive Imaging (CXDI) is a relatively novel imaging method that can produce an image of a sample without using optics between the sample and detector (see Fig. 1). This differs from conventional microscopy schemes which use objective lenses to produce an image of an object. Taking into account the difficulties of producing lenses at hard X-ray energies that are both highly resolving and efficient, we see clearly the advantages of so-called 'lensless' microscopy techniques. After its first demonstration [1-4] CXDI was successfully applied at 3rd generation synchrotron sources for imaging micron and nanometer size samples (see for recent reviews [5-10]).

The conventional CXDI experiment is performed with an isolated sample illuminated by a coherent, plane wave (Fig. 1). The incident wave may be described by a complex field (with a real and an imaginary part) of uniform magnitude and phase. The radiation interacts with the sample, which affects both the amplitude and phase of this field. The scattered radiation from the sample propagates to a two-dimensional detector in the far-field, and the diffracted intensities are measured. The detector can be positioned either in the forward direction, or in the case of a crystalline sample at Bragg angle positions (Fig. 1). It will be shown in the following sections that in the limit of kinematical scattering, which is a good approximation for scattering on nanostructures, the amplitude of the scattered field can be expressed as the Fourier transform (FT) of the electron density of a sample. However, the measurement of diffracted intensities exclusively is insufficient to unambiguously determine the electron density of a sample, as the phase information is lost during the measurement process (the measured quantity is the intensity and not the complex amplitude). Fortunately, with some additional knowledge of
constraints on the sample in object space, the structure of the sample can be reconstructed using phase retrieval algorithms based on an iterative approach [11-13] (see also for a review of iterative methods [14]).

More formally, in CXDI experiments the modulus squared of the scattered amplitude, \(A(q)\), where \(q\) is the momentum transfer, is measured. Note that the amplitude \(A(q)\) is a complex function, while we can only measure its modulus squared. The image reconstruction process begins with assigning random phases to the known magnitudes \(|A^{\exp}(q)| = \sqrt{|A^{\exp}(q)|}\) in reciprocal space. This complex wave in the far-field \(A'(q) = A^{\exp}(q)e^{i\phi(q)}\) is then inverse Fourier transformed to real space giving the first guess of the object in real space, \(s'(r)\). This first guess will be unlike the correct solution and constraints in the object space, most

Fig. 1  Schematic of a Coherent X-ray Diffractive Imaging (CXDI) experiment. Incident radiation illuminates a crystalline sample of a finite size (from the left). The forward scattered and diffracted radiation are measured in the far-field at a distance \(z\) by an area detector of size \(d\). The detector can be positioned either downstream from the sample position or at some Bragg angle position.
importantly the finite extent of the object, have to be taken into account for better solutions. This typically involves setting the values of $s'(r)$ outside some bound to zero, known as the Error Reduction (ER) method, or forcing them towards zero, most commonly the Hybrid Input-Output (HIO) method [12]. After the constraints have been applied, the updated function $s(r)$ is then Fourier transformed to the far-field. The magnitude $|A(q)|$ of this new far-field guess is replaced by the measured intensities $|A^{\text{exp}}(q)| = \sqrt{I^{\text{exp}}(q)}$ while the phases $\phi(q)$ are kept. This process is then repeated for typically thousands of iterations until it converges (see Fig. 2). The resulting function $s(r)$ in kinematical approximation is the electron density of the sample.

A necessary condition for the successful reconstruction of the electron density of a sample from a diffraction pattern is the appropriate sampling of the pattern [15]. A useful experimental rule of thumb is that at least two measurement points per fringe in the diffraction pattern are required for adequate sampling. This means that the autocorrelation function of the data is correctly sampled according to Shannon's sampling theorem [16], which is twice what is required to sample the fully complex wave field. This essential sampling consideration leads this method to be sometimes referred to as the 'oversampling' method. We discuss these sampling conditions with application to reconstruction of crystalline structures in more detail in the following sections.

There are many variations of the standard iterative methods, one of which is known as the Guided Hybrid Input-Output (GHIO) method [17]. At this method $N$ different HIO reconstructions (called families) are performed in parallel, each with different random starting phases and typically continuing for a few thousand iterations. Subsequently, convergence criteria are applied to the results and the best reconstruction
is used to seed another set of reconstructions through the expression 
\[ s_{g+1,n}(r) = (s_{g,\text{template}}(r) \times s_{g,n}(r))^{1/2}, \]
where \( n \) denotes a given family in the reconstruction and \( g \) is termed the generation. The resulting \( N \) terms \( s_{g+1,n}(r) \) are used as inputs for the next 'generation' of HIO reconstructions. This process is repeated a number of times until convergence.

One of the strong limitations of conventional CXDI is the restriction of imaging only very small objects. A modification of the CXDI method known as 'ptychography' [18] removes this limitation. The ptychography is similar to scanning microscopy, where the sample is scanned through the X-ray beam and a far-field diffraction pattern is collected from each point of the sample scanned. Importantly, the illuminated regions should overlap in the sample plane. The relationship between each scan point is used to reconstruct the exit surface wave. This algorithm requires an overlap of the single illumination areas to yield a more stable reconstruction, and, most importantly, to avoid the finite object constraint of classical CXDI. A successful ptychographic phase and amplitude reconstruction of both the probe and an artificial gold zone plate to a resolution of tens of nanometers has been published [19] (see also [20]). The ability to image a field of view larger than the probe makes this an attractive technique for future application at hard condensed matter [21,22] and biological [23,24] systems.

Fig. 2 Block diagram of the iterative reconstruction method.
As stated above, CXDI requires no optics between the sample and the detector which this is a great experimental simplification. However, there are also intrinsic limitations of this method. Typically, a CXDI iterative procedure requires some thousands of iterations for an image to be reconstructed, meaning that the imaging is certainly not performed instantaneously. Moreover, CXDI is a photon hungry method requiring increasingly higher flux to achieve higher resolutions. The reason is, that the scattered intensity is a function of momentum transfer and scales as $I(q) \propto q^{-k}$, where $k$ is between 3 and 4 depending upon the sample [25-27]. This means that for a generic object, a factor of three or four orders of magnitude in flux is required to improve the resolution by a single order, hence very bright photon beams are needed. Furthermore, a beam stop or a hole in the detector is required to prevent damage through the intense direct beam or the strong beam scattered at Bragg angles. This means a lack of data. Consequently, if this missing data region is too large, iterative reconstructions may fail [28]. Finally, the beam needs to be sufficiently coherent over the sample area, both transversely and longitudinally, for a successful reconstruction [29-31].

The paper is organized as follows. In the next section the basics of coherent scattering on a finite size crystal will be discussed. The difference between conventional crystallography applied to large samples and coherent scattering on a finite size samples will be outlined. Then the formalism of coherent scattering from a finite size crystal with a strain field will be developed. In the following section coherent scattering conditions will be relaxed and partially coherent illumination of a crystalline sample will be considered. In the last section some recent experimental examples demonstrating applications of CXDI to the study of crystalline structures on the nanoscale will be given.
2. COHERENT AND PARTIALLY COHERENT SCATTERING ON CRYSTALS

The scattering from an isotropic sample and a periodic crystal, when the intensity peaks at the Bragg positions, is quite different. R. Millane [32] was first to discuss in detail similarities and differences of the phase retrieval problem in crystallography and optics. Here we will give a short overview of this problem extending it to the case of finite size and strained crystals (see also [29]) where the link with the phase retrieval applied to non-crystallographic samples will be most evident. We will also discuss how this problem is connected with Shannon's sampling theorem and the possibilities of using the results of this theorem for phase retrieval in crystallography.

2.1 Coherent scattering from a finite size crystal

It is well known (see for example [33,34]) that the scattering amplitude $A(q)$ of coherent monochromatic radiation from an infinite crystal in kinematical approximation is equal to

$$A(q) = \int \rho(r) e^{-i\mathbf{q} \cdot \mathbf{r}} d^3r,$$

where $\rho(r)$ is the electron density at the point $r$, $\mathbf{q} = \mathbf{k}_f - \mathbf{k}_i$ is the momentum transfer and $\mathbf{k}_i$ and $\mathbf{k}_f$ are the incident and scattered wave vectors ($|\mathbf{k}_i| = |\mathbf{k}_f| = 2\pi / \lambda$, $\lambda$ is the wavelength). The electron density of a finite size crystal can be written as

---

$^1$Here we assume that the kinematical approximation for the description of X-ray scattering on crystalline samples is valid. This is a good approximation for scattering of X-rays in the range of 10 keV and submicron crystal sizes. However, if crystalline particles reach few micron size, multiple scattering, or dynamical effects [35,36] could become important [37]. For these crystal sizes refraction effects should be also considered [38].
\[ \rho(r) = \rho_{uc}(r) \otimes [\rho_{uc}(r) \cdot s(r)] \]  

(2)

where the sign \( \otimes \) denotes the convolution. Here, \( \rho_{uc}(r) \) is the electron density of a unit cell

\[ \rho_{uc}(r) = \sum_j \rho_j(r - r_j) \]

where \( r_j \) is a coordinate and \( \rho_j(r) \) is the electron density of individual atoms in a unit cell. To define an infinite ideal lattice we introduce the periodic function

\[ \rho_{uc}(r) = \sum_{n=1}^{\infty} \delta(r - R_n) \]

where \( R_n = n_1a_1 + n_2a_2 + n_3a_3 \) is the position of the unit cell and \( a_1, a_2, a_3 \) are the lattice vectors. In equation (2) we have also introduced a shape function \( s(r) \) equal to the unity inside the volume \( V \) of the crystal and zero outside (so-called Ewald function [39]) where \( s(r) \) stands for the finite size of the sample

\[ s(r) = \begin{cases} 
1 & \text{for } r \in V \\
0 & \text{for } r \notin V 
\end{cases} \]  

(3)

The shape function \( s(r) \) leads to a “spreading” of the \( \delta \)-type intensity distributions around the Bragg peaks which characterize an infinite crystal. The scattering amplitude \( A(q) \) in equation (1) can now be conveniently calculated by the means of the approach originally proposed by von Laue [40], which reduces the sum over the points of the ideal lattice within the volume of the finite crystal to an integral over all space.

Substituting now expression (2) for the electron density into (1) and using convolution theorem we get for the scattered amplitude
\[ A(q) = F(q) \cdot \rho_v(q) \otimes s(q) \]  \hspace{1cm} (4)

Here

\[ F(q) = \int \rho_v(r) e^{-iqr} d^3r = \sum f_j(q) e^{-iqr} \]  \hspace{1cm} (5)

is the structure factor of the unit cell and

\[ f_j(q) = \int \rho_j(r) e^{-iqr} d^3r \]  \hspace{1cm} (6)

is the atomic scattering factor of the atom \( j \) in the unit cell and integration is performed over the volume of the unit cell. It is also assumed that the structure factors of the different cells are identical, as it is in general for perfect crystals. Usually, the structure factor \( F(q) \) is a complex function. In equation (4)

\[ s(q) = \int s(r)e^{-iqr} d^3r \]  \hspace{1cm} (7)

is the Fourier transform of the shape function \( s(r) \) and \( \rho_v(q) \) is the Fourier transform of the lattice function that reduces to the sum of \( \delta \)-functions

\[ \rho_v(q) = \int \rho_v(r) e^{-iqr} d^3r = \frac{(2\pi)^3}{v} \sum_n \delta(q - h_n) \]  \hspace{1cm} (8)

where \( v \) is the volume of the unit cell, \( h_n = nh_1 + kh_2 + l_h_3 \) being the reciprocal lattice vectors and the summation is carried out over all reciprocal lattice points. In summary, we obtain for the scattered amplitude (4)

\[ A(q) = \frac{F(q)}{v} \sum_n A_n(q - h_n) \]  \hspace{1cm} (9)

with \( A_n(q - h_n) = s(q - h_n) \) being the amplitude scattered in the vicinity of the reciprocal lattice vector \( h_n \). From this expression we can see that the scattering amplitude is directly connected with the FT of the 'shape'
function $s(r)$. Here it is also important to note that the structure factor $F(q)$ is extended in reciprocal space over many reciprocal lattice points. In the limit of the infinite crystal FT of the shape function $s(q)$ (7) reduces to the $\delta$-function and we get for the amplitude (9)

$$
A(q) = \frac{F(q)}{v} \sum_n \delta(q - h_n)
$$

(10)

It is a well-known result in crystallography that the scattering amplitude of the infinite periodic object is sampled at its reciprocal lattice or Bragg points and, in principle, no information is available between these sampling points. Taking the inverse FT of (10) we obtain a well known crystallographic formula for the electron density of the unit cell expressed through the Fourier components of structure factors

$$
\rho(r) = \sum_{h_n} F(h_n) e^{ih_n \cdot r}
$$

(11)

Unfortunately, only the amplitudes $|F(h_n)|$ of the structure factors can be measured in experiment and there is no direct phase information available (so-called phase problem in crystallography).

For a crystal of macroscopic dimensions $D >> a$, where $a$ is the size of a unit cell, the function $s(q)$ has appreciable values only for $\Delta q \sim 2\pi/D$ much smaller than the reciprocal lattice parameters $h_n = (2\pi/a)n$. Thus according to (9) and neglecting the small cross terms, the intensity scattered by the crystal of finite dimensions will be determined by the sum over reciprocal lattice points

$$
I(q) = |A(q)|^2 = \frac{|F(q)|^2}{v^2} \sum_n |A_n(q - h_n)|^2
$$

(12)

In the vicinity of the reciprocal point $h_n = h$, $q \approx h$, the intensity distribution can be written as
\[ I_b(Q) = \frac{|F(h)|^2}{v^2} |A_b(Q)|^2, \]  
where \( Q = q - h \) and \( A_b(Q) = s_b(Q) \).

In the case of the infinite crystal we have from (10)

\[ I(q) = |A(q)|^2 = \frac{|F(q)|^2}{v^2} \sum_n \delta(q - h_n) \]  

According to this mathematics, several important points have to be outlined. First of all, according to (10) and (14) in the case of the infinite crystal the scattering amplitude (or structure factor of the unit cell), and thus the intensity, is sampled at fixed points in reciprocal space. These points correspond to the nodes of the reciprocal lattice \( h_n \). Generally, no experimental information is available in between these sampling points and there is no way to measure continuous diffraction patterns from infinite crystal. Hence, there is no possibility to oversample diffraction patterns from infinite crystals. This was noted first by D. Sayre [41] in early 50-s. It was also noted by the same author that sampling of the reciprocal space at Bragg points corresponds exactly to Nyquist sampling of the electron density of the unit cell of size \( a \) (for simplicity we will limit our discussion with 1D case). In other words, if we have an infinite periodic density \( \rho(x) \) with the unit cell size \( a \) (see Fig. 3), the corresponding reciprocal space amplitude \( F(q) \) will be sampled at Bragg points \( h_n = (2\pi/a)n \). At the same time according to the Shannon theorem [16] the minimum sampling distance for the electron density of a unit cell with size \( a \) will be \( \Delta_q = 2\pi/a \), which is identical to the sampling at the Bragg positions. According to the same theorem there is no additional information between these sampling points. If all values of the amplitude
\( F(q) \) at the sampling points are known then a continuous amplitude could be constructed uniquely as

\[
F(q) = \frac{2\pi}{a} \sum_{h_n} F(h_n) \frac{\sin[a/2(q - h_n)]}{\pi(q - h_n)}.
\] (15)

If the complex structure factors \( F(h_n) \) (including the phases) could be measured it would be possible to construct a continuous function \( F(q) \) according to 15). Then, applying the inverse FT, the electron density in the unit cell could be reconstructed. However, as mentioned above the phases of \( F(h_n) \) are missing in the measurements. So, in the case of the infinite periodic sample it appears impossible to obtain a continuous diffraction pattern and consequently to apply an oversampling method for phase retrieval methods. Situation looks even worse when the intensity distribution \( I(q) \) (14) is analyzed: The intensity distribution can be presented as a FT of the autocorrelation function of the electron density. For the electron density of the unit cell of size \( a \), the corresponding autocorrelation function would have an extension of \( 2a \) with corresponding minimum Nyquist sampling frequency \( \Delta q = \pi / a \). That means that we cannot make use of the sampling theorem (15) to

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{(a) Periodic electron density \( \rho(x) \) with the unit cell size \( a \). (b) Due to a periodicity of the electron density structure factor \( F(q) \) is sampled at Bragg points \( h_n = (2\pi / a)n \). No additional data points can be measured in between these sampling points, so in traditional crystallography oversampling is not possible.}
\end{figure}
reconstruct continuous intensity distribution function $I(q)$, because just half of the necessary data points are missing. As a consequence phase problem in crystallography is twice underdetermined. That makes phase retrieval for crystallography even more difficult problem than in optics.

The situation is quite different if, instead of an infinite crystal, a crystal of finite size is illuminated with coherent beams. Then the intensity distribution is given by (12) and is therefore the FT of a shape function $s(r)$ around each of the Bragg points. It is clear that in this case the intensity distribution around each Bragg point will be a continuous function and can be, in principle, oversampled to necessary level. Hence, a unique reconstruction of the crystal shape is possible.

Some general properties of this intensity distribution have to be outlined. For an arbitrary shape of the unstrained crystal, the intensity distribution (12) is a periodic function of $q$ (see Fig. 4). The intensity distribution is locally centrosymmetric around each $h_n$ and has the same shape for each reciprocal lattice point $h_n$. It takes its maximum value of $|F(h_n)|^2 V^2 / v^2$, where $V$ is the volume of the crystal, if the scattering vector is exactly equal to $q = h_n$ and this point is the center of symmetry of Figures 4(a) and 4(b). The different color corresponds to a different location of Bragg peaks in $q_y$ direction.
the intensity distribution \( I(q) \) (since according to (7) \( s(-q) = \hat{s}(q) \)). As follows from equation (12) the simplest picture of identical repeated distributions arises in unstrained crystals of any arbitrary shape. The detailed 3D shape of this distribution is determined by the FT of the crystal shape function \( s(r) \) (see Eq.(7)). The intensity distribution measured by the 2D detector depends also on the Bragg angle and on the deviation from the exact Bragg conditions (the detector plane is always perpendicular to \( k_f \) vector). If the \( z \)-axis in reciprocal space is directed along the \( k_f \) vector and the detector is positioned at a Bragg angle, then we have from Eqs. (7) to (13) the following distribution of the amplitude in reciprocal space

\[
A(Q_x, Q_y) = \frac{F(h)}{v} \int s_z(x, y) e^{-iQ_x x - iQ_y y} \, dx \, dy
\]

(16)

where \( s_z(x, y) = \int s(x, y, z) \, dz \) is the projection of the crystal shape on the \((x, y)\)-plane that is defined as perpendicular to the \( k_f \) vector. Obviously, the inverse FT of the amplitude distribution \( A(Q_x, Q_y) \) will recover this projection of the crystal shape. It is also clear that for a general crystalline sample this projection is equivalent to the projection of the electron density of a sample to the same plane.

In Fig. 5 diffraction patterns calculated for different crystal shapes and described scattering conditions are presented. The cut of the reciprocal space for other values of \( Q_z \) than \( Q_z = 0 \) can also be calculated using Eq. (16). Simply, it requires the replacement of the real function \( s_z(x, y) \) by a complex valued function \( s_z(x, y) = \int s(x, y, z) \exp(iQ_z z) \, dz \). Examples of such calculations are presented in Fig. 6 for different values of \( Q_z \) and the crystal shape shown in the left panel of Fig. 5. We want to note here that due to the presence of the phase factor \( \exp(iQ_z z) \) each cut of the reciprocal
space by the Ewald sphere at $Q \neq 0$ will produce non-centrosymmetric intensity distribution even for an unstrained crystal (see Fig. 6). However, the 3D intensity distribution will be centrosymmetric around each Bragg point (see Fig. 4).

In principle, the whole 3D intensity distribution $I(Q)$ can be measured by a 2D detector and by scanning the sample near Bragg position or changing the incident energy. This 3D distribution can also be directly inverted giving the shape of the crystalline part of the sample in 3D (see for the first demonstration [42]). Remarkably, in the case of the 3D phase retrieval the necessary conditions on oversampling in the third dimension are quite relaxed as was noted by Millane [43]. In practice, few tens of angular scans in reciprocal space are sufficient to invert the 3D diffraction pattern of a micron size crystalline particle (see for details [42,44]).

As was proposed by von Laue [40] the Green's theorem can be applied to Eq. (7) and the volume integral can be transformed to an integral over the external surface area ($S$) of the crystal

$$s(q) = \frac{i}{q^2} \int_S (q \cdot n)e^{-iq \cdot r} d\sigma$$

where the unit vector $n$ is an outward normal to the crystal. The maximum of this distribution for the flat surface is along directions normal to the surface. The existence of these flares was predicted by von Laue [40] and given the name “Stacheln” (spike). They have been experimentally
observed later in the studies of the surface diffraction in the form of crystal truncation rods (CTR) [45], or asymptotic Bragg diffraction [46]. In the case of a crystal with a center of symmetry and with a pair of identical opposite facets we obtain from (17)

$$s(q) = 2 \frac{(\mathbf{q} \cdot \mathbf{n})}{q^2} \int_{S} \sin(\mathbf{q} \cdot \mathbf{r}) d\sigma$$  \hspace{1cm} (18)$$

If the distance between the facets is equal to $D$, then for the direction of $q$ perpendicular to the facets we finally get

$$s(q) = \frac{2}{q} S \sin(qD/2)$$  \hspace{1cm} (19)$$

It follows immediately, that for two opposite facets and coherent illumination interference patterns appear in the intensity distribution rather than a smooth $q^{-2}$ decrease of intensity for a single surface (see Fig. 5).

**Fig. 6** The cross section of the reciprocal space of the diffraction pattern calculated from the crystal shape shown in the inset of Fig. 12.5 (left panel) for different $q_z$ values: (a) $q_z = 0$, (b) $q_z = 0.357q_D$, (c) $q_z = 0.476q_D$, and (d) $q_z = 1.19q_D$. Here $q_D$ correspond to the fringe spacing $q_D \sim 2\pi / D$. Intensity in figure is rescaled for clarity. Adapted from Ref. [29].

This interference pattern is similar to the fringes from slit scattering in optics, when the slit is illuminated by a coherent light. The integral width of this intensity distribution in reciprocal space is equal to $\delta q = 2\pi / D$. This leads to a rod-like shape intensity distribution for crystals shaped like a compressed disc. Such behavior was, for example, observed in the study of thin films of Cu$_3$Au [47]. In the case of a flat surface the same Green’s theorem can be applied once more to equation (17) transforming the surface integral to an integral around the boundary of the facet $S$. Now,
diffraction from the edges will produce, instead of truncation rods, crystal truncation planes (CTP) (see for the first observation of CTP [48]).

As a conclusion we can summarize that any pair of opposite facets and corresponding edges of unstrained crystals in a coherent beam produces an interference pattern with the maximum intensity distribution along the normal to the facet (CTR), or perpendicular to the opposite surface edges (CTP).

Equation (12) corresponds to the situation when one particle is illuminated by a coherent beam. In the case when two or more crystallites are located at some distance from each other and are illuminated by the same coherent beam additional interference terms will appear in the expression for the intensity (12). Especially interesting (but not discussed here) is the case when a small particle is well separated from a big one and illuminated by the same coherent beam. This is similar to the principles of Fourier holography, when the object can be found as one term in the autocorrelation [49-51].

Up to now we presented the mathematics of diffraction patterns which are measured locally around a fixed Bragg point for a crystal of the finite size. However, another kind of measurement can be suggested, when diffraction patterns are measured simultaneously around several reciprocal lattice points. Taking into account that this distribution is measured for a finite number of reciprocal lattice points up to \( q \sim q_{\text{max}} \) the complex amplitude distribution can be written as

\[
A(q) = B(q) \cdot F(q) \cdot \left[ \rho_e(q) \otimes s(q) \right],
\]

(20)

where \( B(q) \) is an envelope function with the effective size \( q \sim q_{\text{max}} \). Inverting this relationship with the inverse FT yields in real space an electron density
\[ \rho(r) = [b(r) \otimes \rho_{uc}(r)] \otimes [\rho_{sc}(r) \cdot s(r)] \quad \text{(21)} \]

where \( b(r) \) is the inverse Fourier transform of \( B(q) \). This electron density is peaking at the regular positions of the unit cell due to the function \( \rho_{sc}(r) \) and has an overall shape of the sample \( s(r) \). Most importantly, it contains the position of the atoms in the unit cell due to the reconstruction of the electron density function of a unit cell \( \rho_{uc}(r) \). This means the following: If the continuous intensity distribution around several Bragg peaks will be measured simultaneously and phase retrieval methods will be applied to get the phase, then, in principle, the electron density with atomic resolution will be obtained. The resolution in real space around each atomic position in such experiments will be determined by the area accessed in the measurements in reciprocal space and can be estimated to be about \( \Delta r \sim 2\pi / q_{\text{max}} \).

In order to map several Bragg peaks simultaneously with one detector different approaches can be applied. For conventional crystalline samples with a unit cell of the size of a few angstroms hard X-rays in the range of 100 keV should be used [52]. Another approach is to use long period crystalline samples such as colloidal crystals with a typical unit cell sizes on the order of a few hundred nanometers. The latter was successfully realized in CXDI experiments on colloidal 2D and 3D samples [53,54] (see section 3.1 ). High energy electron beams in nano-diffraction experiments with the conventional transmission electron microscope (TEM) can be also used for realization of these ideas [55-57].

### 2.2 Coherent scattering from a finite size crystal with a strain

In the case of a deformed crystal we can write the electron density as the sum of terms corresponding to individual atoms.
\[ \rho(r) = \sum_{n=1}^{N} \sum_{j=1}^{S} \rho_{nj}(r - R_{nj} - u(R_{nj})) \]  

(22)

where \( R_{nj} = R_n + r_j \) and \( u(R_{nj}) \) is the displacement from the ideal lattice point. Summation in (22) is performed over \( N \) unit cells which contain \( S \) atoms. We assume here that the whole crystal is coherently illuminated. Substituting this expression for the electron density into (1) and changing variables in each term, the scattering amplitude can be written as a sum over the unit cells

\[ A(q) = \sum_{n=1}^{N} F_n(q) e^{-i q u(R_n)} e^{-i q R_n} \]  

(23)

where \( F_n(q) \) is the complex valued structure amplitude of the \( n^{th} \) cell. Here it is assumed that all atoms in the unit cell are displaced uniformly \( u(R_{nj}) = u(R_n + r_j) = u(R_n) \). It is important to note that equation (23) is also valid for the more general case allowing different displacements of atoms in different unit cells but with another definition of the structure amplitude \( F_n(q) \) [58].

Now we will consider, as before, the scattering of X-rays on a crystal with finite size. The scattering amplitude \( A(q) \) (23) for the crystal of finite dimensions will be calculated using the same approach as described in the previous section. According to this approach equation (23) can be identically rewritten in the form

\[ A(q) = F(q) \int \rho_e(r) S(r) e^{-i q r} r^{3} dr \]  

(24)

where it is assumed that the structure factors of the different cells are identical with \( F_n(q) = F(q) \) and integration is carried out over the whole space. In this equation we have introduced a complex function
with the shape function \( s(r) \) (3) as an amplitude and the phase \( \phi(r) = q \cdot u(r) \), where the deformation field \( u(r) \) is included. It is important to note that no restrictions on the shape of the crystal and the deformation field apply.

Performing now the same calculations as in the previous section we will obtain for the amplitude (see Eq. (4))

\[
A(q) = F(q) \cdot S(q) \otimes \rho_{\infty}(q),
\]

(26)

where \( S(q) \) is the Fourier integral of \( s(r) \)

\[
S(q) = \int S(r)e^{-iqr}d^3r,
\]

(27)

and the integration over \( d^3r \) is carried out over the whole space.

Now using the expression for the FT of \( \rho_{\infty}(r) \) (8) we can derive the amplitude (26)

\[
A(q) = \frac{F(q)}{v} \sum n A_n(q-h_n),
\]

(28)

with \( A_n(q-h_n) = S(q-h_n) \), now containing the deformation values. From this expression we can see that the scattering amplitude is directly connected with the FT of the complex 'shape' function \( s(r) \) and its phase for the fixed reciprocal lattice point \( h \) is a sum of phases of the structure factor \( F(h) \) and function \( S(q) \).

For a crystal of macroscopic dimensions we will again get a periodic intensity distribution

\[
I(q) = |A(q)|^2 = \frac{F(q)}{v} \sum n |A_n(q-h_n)|^2,
\]

(29)

where each term gives intensity values close to reciprocal point.
Here the amplitudes $A_h(Q)$ are defined as

$$A_h(Q) = \int s(r)e^{-ih\cdot u(r)}e^{-iQr}d^3r$$

(31)

and as before $Q = q - h$.

In the following we will outline the differences between the coherent diffraction pattern of the unstrained crystal and the crystal with the deformation field. In this case for any arbitrary form of the crystal and the strain field, the intensity distribution (29) is still localized around reciprocal lattice vectors $h_n$. However, in contrast to the unstrained case, for samples with arbitrary strain the intensity distribution locally is not centrosymmetric around $h_n$ and the shape differs at every reciprocal lattice point $h_n$. Effects associated with the strain $u(r)$ lead to different distributions near different reciprocal-lattice points.

This is illustrated in Fig. 7, where a two-dimensional example of the diffraction from a strained object is shown. In Fig. 7(a) a real envelope function $s(r)$, defining a crystal shape is shown. It is obtained from a scanning-electron microscope image of a partially annealed array of gold nanocrystals on a glass substrate. In Fig. 7(b) its Fourier transform, which shows the expected local symmetry is depicted. Fig. 7(c) is a representation of a complex envelope function $S(r)$, where the amplitude is the same as before and the phase varies quadratically as a function of the radius from the object’s center. The shaped (gray) rings represent phase reversals. The FT (Fig. 7(d)) shows the diffraction pattern expected from such a strained particle. Clearly, the local symmetry of the unstrained case on the left is distorted but still the main features, the flares and the fringes are resembled. This example shows the main point of our
discussion, that the *shape* of a small crystal is related to the symmetric part of its coherent diffraction pattern, while its internal *strain* appears as an asymmetry in the diffraction.

Examples of successful experimental realization of these ideas in mapping the strain field in thin crystalline layers, or in isolated crystalline particles can be found in [44,60-63] (see also for the review [8]).

![Fig. 7](image)

*Fig. 7* Illustration of the effects of strain on the diffraction from a 2D crystal. (a) is an unstrained object and (b) - its calculated coherent diffraction pattern. (c) is the object with the addition of a real space strain increasing quadratically with radius from the center of the object and (d) - its diffraction pattern. The alternate circular shading denotes positions for which the phase lies between 0 and π or between π and 2π. Adapted from Ref. [59]

### 2.3 Partially coherent scattering from a finite size crystal

In the previous section the case of totally coherent incident radiation was considered. Now, we will assume that the incoming beam is partially coherent. The general properties of partially coherent radiation are discussed in detail in a number of textbooks [64-66]. We will reformulate the general results for the special case of scattering of partially coherent X-ray radiation on small crystalline particles (see also [29,30,67], for the case of partially coherent X-ray scattering on surfaces see [68,69] and for CXDI with the partially coherent X-rays in the forward direction [31]). The whole problem separates into two parts. For the first part we consider scattering of radiation with an arbitrary state of coherence from a small
crystalline particle. For the second part a special realization of the incoherent source with a Gaussian intensity distribution will be discussed.

Let us assume the incident radiation to be a quasi-monochromatic wave with one polarization state of the electric field,

$$\tilde{E}_{in}(r,t) = A_{inm}(r,t)e^{i\mathbf{k} \cdot \mathbf{r} - i\omega t}$$  \hspace{1cm} (32)

where $|\mathbf{k}| = 2\pi/\lambda$. Here $\lambda$ and $\omega$ are the average wavelength and frequency of the beam. The amplitude $A_{inm}(r,t)$ is a slowly varying function with spatial variations much bigger than the wavelength $\lambda$ and time scales much larger than $1/\omega$. Consequently, according to the standard Huygens-Fresnel principle [64] in the limits of kinematical scattering, the amplitude of the wavefield $\tilde{E}_{out}(v,t)$, after being scattered from the sample to position $v$ at the detector (see Fig. 8), can be written as

$$\tilde{E}_{out}(v,t) = \int \rho(r) A_{inm}(r,l - \tau_r) e^{i\mathbf{k} \cdot \mathbf{r} - i\omega t - \omega \tau_r} d^3r$$  \hspace{1cm} (33)

where $l_r$ is the distance between points $r$ and $v$ with the origins in the sample center and detector plane respectively, $\tau_r = l_r/c$ is the time delay for the radiation propagation between these points and $c$ is the speed of light. In this expression for the scattered wavefield we have neglected the absorption as the small sample is small and set the obliquity factor to unity.

---

2 In this expression and below we will omit all not essential integral prefactors.
We will define the amplitude of the scattered wave $A(v,t)$ in the usual way by $E_{\text{out}}(v,t) = A(v,t)(e^{ikL_2/L_2})e^{i\omega t}$. Obviously, we can assume that the distance from the object to detector is $L_2 >> D$, where $D$ is a typical size of an object. Then, in the limits of paraxial approximation for the distance $l_r$ between points $r$ and $v$, we can use an expansion $l_r \approx L_2 - n_f \cdot r + (v - r)^2 / (2L_2)$, where $n_f = k_f / |k_f|$. Here, we also assumed that the detector plane is perpendicular to $k_f$. Substituting this expansion into equation (33) we obtain for the scattering amplitude

$$A(v,t) = \int \rho(r) A_{\text{in}}(r,t - \tau_r) P_{L_2}(v - r)e^{-iq\cdot d^3r},$$  \hspace{1cm} (34)$$

where $P_{L_2}(v - r)$ is the Green’s function (or propagator), that describes the propagation of radiation in free space. In the frame of the same theory this function is equal to

$$P_{L_2}(v - r) = \frac{1}{i\Lambda L_2}e^{i(k/2L_2)(v-r)^2}$$  \hspace{1cm} (35)$$

We are interested in the far-field (or Fraunhofer) limit of equation (34), when condition $kD^2 / (2L_2) << 1$ is satisfied. For the typical X-ray coherent

---

3 Near-field Fresnel conditions can be also considered in the frame of the same theory.

This will bring just to appearance of the additional phase factor $\exp(i(k / 2L_2)r^2)$ in
experiment with radiation energy $E_r = 8$ keV and detector at a distance $L_2 \approx 3$ m, this condition limits the size of the particles to $D << 10 \mu m$. In this limit we can neglect the $(k/2L_2)r^2$ term in the exponent (35) and have for the propagator

$$\lim_{(dL^2)/L_2 \to 0} P_{L_2}(v-r) \to \frac{1}{i\lambda L_2} \exp[i(k/2L_2)v^2] \exp(-\mathbf{q}_v \cdot \mathbf{r}),$$

where $\mathbf{q}_v = (k/L_2)v$. So, in the far-field we obtain for the amplitude (34)

$$A(q', t) = \int \rho(r) A_m(r, t - \tau_r) e^{-i\mathbf{q} \cdot \mathbf{r}} d^3r$$

(36)

where $\mathbf{q}' = \mathbf{q} + \mathbf{q}_v$. Here, we have omitted the phase term $\exp[i(k/2L_2)v^2]$ before the integral as it will cancel while calculating intensities at the same point $v$ at the detector plane. We would like to note here, that this expression coincides with the coherent amplitude of equation (1) in the limit $A_m(r, t - \tau_r) \to 1$. Now, we will consider the case when the scattering particle is a crystalline sample with a periodic electron density function and the amplitude $A_m(r, t - \tau_r)$ is a slow varying function on the size of the unit cell. Under this considerations performing the same transformations as in the previous section we finally obtain

$$A(q', t) = \frac{F(q)}{v} \sum_n A_n(q' - \mathbf{h}_n, t)$$

(37)

where

$$A_n(q, t) = \int s(r) A_m(r, t - \tau_r) e^{-i\mathbf{q} \cdot \mathbf{r}} d^3r$$

(38)

is a scattering amplitude in the direction of reciprocal vector $\mathbf{h}_n$. Here, as before, $s(r)$ is a shape function of the crystal and for simplicity we assume that crystal is unstrained. However this result can be generalized also for

the integrand of Eq. (12.36) (see for details [30]).
the case of the strained crystal by adding the exponential factor \( \exp[-i\mathbf{q} \cdot \mathbf{u}(\mathbf{r})] \) to the integral (38).

According to (37) and (38), the intensity of the scattered radiation measured at the position \( \mathbf{v} \) of the detector near one of the Bragg points \( \mathbf{h}_n = \mathbf{h} \) (we denote the corresponding amplitude as \( A_n(q,t) \)) is equal to

\[
I(Q) = \langle A(Q,t)A^*(Q,t) \rangle_T = \frac{1}{v^2} \langle |A_h(Q,t)|^2 \rangle_T
= \frac{1}{v^2} \int s(r)s(r')\Gamma_m(r,r',\Delta \tau)e^{-iQ(r-r')}d^3r d^3r',
\]

(39)

where \( \mathbf{Q} = q'-\mathbf{h} = q - \mathbf{h} \), \( \Delta \tau = (l_r - l_r')/c \) is a time delay and

\[
\Gamma_m(r,r',\tau) = \langle A_m(r,t)A^*_m(r',t+\tau) \rangle_T
\]

(40)

is the mutual coherence function. The averaging \( \langle \rangle_T \) in (39) and (40) is conducted for a time \( T \) which is much longer than the time of fluctuation of the X-ray field, and it is assumed that the incoming radiation is ergodic and stationary.

For the case of cross-spectral pure light we can write the mutual coherence function as a product [65,66]

\[
\Gamma_m(r,r',\tau) = \sqrt{I(r)I(r')}\gamma_m(r,r')F(\tau)
\]

(41)

Here \( I(r) = \langle |A_m(r,t)|^2 \rangle_T \) and \( I(r') = \langle |A_m(r',t)|^2 \rangle_T \) are the averaged intensities of the incoming radiation at points \( r \) and \( r' \), \( \gamma_m(r,r') \) is the complex degree of coherence and \( F(\tau) \) is the time autocorrelation function.

We will make some more simplifying considerations to have an explicit form for the mutual coherence function (41). We will assume that the incident radiation is coming from a planar incoherent source with Gaussian distribution of intensity which is located at a distance \( L_i \) from the sample (Fig. 8b). This will be an approximation for the actual 3D X-
ray source from the synchrotron storage ring. We will also consider that the distance $L_1$ is much larger than the size of the particle $D$ and, than the average size of the source $S$. According to the van Cittert-Zernike theorem [65,66], the complex degree of coherence can be obtained in the same limit of paraxial approximation (see [70] for the generalization of this approach)

$$
\gamma_m(r, r') = e^{i\psi} \frac{e^{i(kr - kr')}L_k d^3 s}{\int I(s)d^3 s},
$$

(42)

where the phase factor is $\psi = (k/2L_k)(r^2 - r'^2)$, $I(s)$ is the intensity distribution of the incoherent source and integration is performed over the whole area of the incoherent source. It is interesting to note here that for an incoherent source expression (42) is exact up to second order terms in $s$. For the typical CXD experiment at a synchrotron source with a distance from source to sample $L_1 \approx 40$ m and an energy of $E \gamma \approx 8$ keV the far-field conditions $kD^2(2L_1) << 1$ can easily be satisfied, giving the upper limit for the size of the particle as $D << 40 \mu$m. In this far-field limit we can neglect the phase prefactor $e^{i\psi}$ in Eq. (42) and consider the complex degree of coherence $\gamma_m(r, r')$ (42) as a real valued function. Following this model of an incoherent source in the far-field limit the intensity of the incoming radiation at points $r$ and $r'$ at the sample can be calculated as:

$$
I(r) \approx I(r') = I_0 = (\lambda / L_1)^2 \int I(s) d^2 s.
$$

It is common to describe the intensity distribution of the synchrotron source by the Gaussian function

$$
I(s_x, s_y) = \frac{I_0}{2\pi \sigma_x \sigma_y} e^{-\left(s_x^2/\sigma_x^2 + s_y^2/\sigma_y^2\right)/2},
$$

(43)
where \( \sigma_x \) and \( \sigma_y \) are the halfwidths of the intensity distribution in \( x \) and \( y \) directions. Due to the fact that (42) is a FT we get also a Gaussian form for the complex degree of coherence

\[
y_{\text{in}}(r_{\perp} - r'_{\perp}) = \exp \left( \frac{-(r_{\perp} - r'_{\perp})^2}{2\xi^2_{\perp}} \right) = \exp \left( \frac{-(x-x')^2}{2\xi^2_{x}} \frac{(y-y')^2}{2\xi^2_{y}} \right)
\]

(44)

Here \( r_{\perp} \) and \( r'_{\perp} \) are projections of \( r \) and \( r' \) across the beam propagation direction and \( \xi_{x,y} = L_k / (k\sigma_{x,y}) \) are usually defined as the two transverse coherence lengths. For a high brilliance 3\(^{rd}\) generation synchrotron source as PETRA III [71] with the rms-source size \( \sigma_x \approx 36 \, \mu m, \sigma_y \approx 6 \, \mu m \) corresponding to a low-\( \beta \) operation of the storage ring at the distance \( L_k = 60 \, m \) from the source and x-ray energy \( E_x \approx 12 \, keV \) we obtain for the coherence length in both directions \( \xi_x \approx 30 \, \mu m \) and \( \xi_y \approx 200 \, \mu m \) [70].

We will further assume that the time autocorrelation function \( F(t) \) in (41) has a pure exponential form

\[
F(t) = F_0 \exp(-t/\tau_{\parallel})
\]

(45)

, which would be the exact result for a Lorentzian power spectral density of the source [66]. The characteristic time \( \tau_{\parallel} \) of the decay of the time autocorrelation function defines the longitudinal coherence length \( \xi_{\parallel} = c\tau_{\parallel} \).

It can easily be shown [64-66] that the coherence length \( \xi_{\parallel} \) is determined by the bandwidth \( (\Delta \lambda / \lambda) \) of the incoming radiation and for exponential autocorrelation function \( F(t) \) it is equal to \( \xi_{\parallel} = (2/\pi)(\lambda^2 / \Delta \lambda) \). For a Si(111) double-crystal monochromator with a bandwidth \( \Delta \lambda / \lambda \approx 3 \times 10^{-4} \) and the wavelength \( \lambda \approx 1.5 \, \text{Å} \) (which corresponds to \( E_x \approx 8 \, \text{keV} \)) we get for the longitudinal coherence length \( \xi_{\parallel} \approx 0.32 \, \mu m \).
In the far-field limit the time autocorrelation function \( F(\Delta \tau) \) is given by
\[
F(\Delta \tau) = F(|r - r'|) = F_0 \exp(-|\mathbf{r} - \mathbf{r}'| \Delta \tau / \xi_0) = F_0 \exp(-|\mathbf{r} - \mathbf{r}'| / \xi_0)
\]
(46)
where \( r \) and \( r' \) are the components of \( r \) and \( r' \) along the beam and we have neglected small perpendicular contribution.

Substituting expressions (40)-(46) into (39) we now obtain for the intensity
\[
I(\mathbf{Q}) = \frac{|F(h)|^2}{v^2} \int |s(r) s(r')| \gamma_m(r_{\perp} - r'_{\perp}) F(r_{\parallel} - r'_{\parallel}) e^{-iQ (r - r')} d^3r d^3r'
\]
(47)
where the complex degree of coherence \( \gamma_m(r_{\perp} - r'_{\perp}) \) is defined by (44) and the autocorrelation function \( F(r_{\parallel} - r'_{\parallel}) \) by (46). This expression can further be simplified by changing the variables
\[
I(\mathbf{Q}) = \frac{|F(h)|^2}{v^2} \int \phi_{11}(r) |s(r)| \gamma_m(r_{\perp}) F(r_{\parallel}) e^{-iQ r} d^3r
\]
(48)
where \( \phi_{11}(r) = \int s(r') s(r' + r') d^3r' \) is the autocorrelation function of the shape function \( s(r) \).

In the coherent limit, the transverse and longitudinal coherence lengths \( \xi_{\perp}, \xi_{\parallel} \) become infinite which as a consequence means \( \gamma_m(r_{\perp}) \rightarrow 1 \) for the limit for the complex degree of coherence and \( F(r_{\parallel}) \rightarrow 1 \) for the autocorrelation function. In this case we get for the intensity of the coherently scattered radiation
\[
I_{coh}(\mathbf{Q}) = \frac{|F(h)|^2}{v^2} \int \phi_{11}(r) e^{-iQ r} d^3r = |A(\mathbf{Q})|^2
\]
(49)
where \( A(\mathbf{Q}) = (F(h)/v) \int s(r) \exp(-iQ \cdot r) d^3r \) is the kinematically scattered amplitude from the crystal with shape function \( s(r) \). This result
completely coincides (assuming zero strain field \( \mathbf{u}(r) = 0 \)) with the coherent limit of equations (30) and (31) discussed above.

Applying the convolution theorem, the intensity \( I(Q) \) in equation (48) can be written in the form of convolution of two functions

\[
I(Q) = \frac{1}{(2\pi)^3} \int I_{\text{coh}}(Q') \tilde{I}(Q - Q') d^3 Q' = I_{\text{coh}}(Q) \otimes \tilde{I}(Q)
\]

(50)

where \( I_{\text{coh}}(Q) \) is intensity of coherently scattered radiation (49) and \( \tilde{I}(Q) \) is the Fourier transform

\[
\tilde{I}(Q) = \int \gamma_m(r_\|) F(l(r)) e^{-\xi Q r} d^3 r
\]

(51)

Now we will consider orthogonal coordinates with the \( z \) axis along the diffracted beam propagation direction and the \( x, y \) axes perpendicular to this direction as already used in the previous sections. In this coordinate system for the exact Bragg position \( \mathbf{q} = h \) and \( \mathbf{Q} = q \), we can write the intensity distribution (48) in the detector plane as

\[
I(q, z) = |F(h)|^2 \int \varphi_h^* (x) \varphi_m (x) e^{-iq\cdot x} d^2 x
\]

(52)

where \( x \) is a 2D vector \( x = (x, y) \) and \( \varphi_h^* (x) = \int \varphi_h (r) \exp(\xi z / z_0) d\xi \). It is interesting to note, that the intensity distribution (52) can also be calculated as a convolution of the functions \( \varphi_h^* (q) \) and \( \gamma_m (q) \). For the case of large longitudinal length \( \xi_0 \gg D \) the function \( \varphi_h^* (q) \) gives just the projection of the 3D autocorrelation function to the plane \( x \). Smaller values of \( \xi_0 \leq D \) reduce the real space volume of the scattering object along the propagating beam that contribute coherently in the diffraction pattern.

In Fig. 9 we present calculations of 2D diffraction patterns obtained from Eq. (52) for the crystal shape shown in the left inset of Fig. 5 with
different values of transverse coherence lengths $\xi_x$ and $\xi_y$. For simplicity it was assumed here that the longitudinal coherence length is big enough $\xi_l >> D$ and it was not considered in the simulations. From this figure it is obvious, that decreasing the values of parameters $\xi_x$ and $\xi_y$ leads to a decrease in the contrast of the diffraction pattern. In the right column in Fig. 9 a reconstruction of the crystal projected electron density from the corresponding diffraction patterns is presented (see for details [29,30]). Not surprisingly, the quality of the reconstructions becomes poor with small degree of coherence.

Fig. 9  Complex degree of coherence $\gamma_{\mu} (x, y)$ (left column) used for calculations of diffraction intensity patterns (central column). Reconstructed real space images are shown in right column. For comparison on the top row shown the case of coherent illumination with the coherence length $\xi_x = \xi_y = \infty$. The values of the coherence lengths from top down: (a) $\xi_x = 91$ pixels, $\xi_y = 367$ pixels, (b) $\xi_x = 45$ pixels, $\xi_y = 183$ pixels, (c) $\xi_x = 22$ pixels, $\xi_y = 91$ pixels. Adapted from Ref. [29].

3. EXPERIMENTAL EXAMPLES

In this section we give several experimental examples of applications with coherent X-ray diffractive imaging to different systems.
3.1 Coherent X-ray imaging of defects in colloidal crystals

First, we present results of CXDI applied to reveal the structure of a regular part and also a part containing a defect of a colloidal 2D crystal (see for details [53]).

Self-organized colloidal crystals are an attractive material for modern technological devices. They can be used as the basis for novel functional materials such as photonic crystals, which may find applications in future solar cells, LEDs, lasers or even as the basis for circuits in optical computing and communication. For these applications the crystal quality is crucial and monitoring the defect structure of real colloidal crystals is essential [72].

The experiment [53] was performed at the microoptics test bench at the ID06 beamline of the European Synchrotron Radiation Facility (ESRF) using an incident X-ray energy of 14 keV. The geometry of the experiment allows for rotation of the sample around the vertical axis which is perpendicular to the incident X-ray direction (see sketch Fig. 10). A 6.9 µm pinhole was positioned at a close distance in front of the colloidal crystal. The pinhole selects a highly coherent part of the beam and produces a finite illumination area. The initial orientation of the sample (with azimuthal angle $\phi = 0^\circ$) corresponds to the direction of the incident X-rays along the [111] direction of the fcc colloidal crystal and was perpendicular to the surface normal of the sample. Rotating the sample around the $x$-axis allows the measurement of different sets of diffraction planes. Particularly important was the direction of the incident X-rays along the [110] direction of the colloidal sample lattice at $\phi = 35^\circ$, when the set of (111) planes was aligned along the incident beam. The diffraction data were recorded using a CCD with 4005×2671 pixels with a resolution of $\Delta q = 0.16 \, \mu m^{-1}$ per pixel. In experiment a thin film of a
colloidal crystalline sample on a glass substrate was used. It was grown by the convective assembly technique using polystyrene microspheres (diameter 425 nm, relative standard deviation 5%). The grown crystalline films have a face centered cubic (fcc) structure and were typically 20 to 30 layers thick.

Positioning the sample just after the aperture yields strong fringes typical of an Airy pattern [64] from a circular aperture, centered at $q = 0$ (Fig. 11a,d). In addition, due to the long range order in the colloidal crystal, several orders of Bragg peaks are easily visible in the diffraction patterns. The strongest are the hexagonal set of 220 Bragg peaks typical for scattering from an fcc structure. Each of these Bragg peaks contains a few orders of diffraction fringes similar to those at $q = 0$, due to the finite aperture in front of the sample. In addition to the allowed 220 Bragg peaks, we also observed much weaker forbidden peaks ($2/3, 2/3, 4/3)$ in our case). Their appearance is an indication of defects in the crystal.

The measured diffraction data were inverted by applying the guided hybrid input-output GHIO algorithm [17]. To improve the quality of the reconstruction a scaled diffraction pattern of the pinhole was subtracted from the diffraction pattern of the sample Fig. 11a. After this procedure the 220 Bragg peaks, and especially the fringes around them, are clearly

![Fig. 10 Schematic of the experiment with colloidal crystals. Adapted from Ref. [53].](image-url)
visible against the background Fig. 11b. Negative values, shown in black in the difference diffraction pattern in Fig. 11b, were left to evolve freely in the reconstruction procedure. To stabilize the reconstruction process the central region (with $q < 5.44 \, \mu\text{m}^{-1}$) of the reconstructed diffraction pattern was kept fixed after 20 initial iterations.

A real space image of a colloidal sample obtained as a result of reconstruction of the diffraction pattern shown in Fig. 11b is presented in Fig. 11c. This image represents a projection of the 'atomic' structure of the colloidal crystal along the [111] direction. The hexagonal structure is clear across the whole illuminated region, with only slightly lower intensity values of the image around the edges of the pinhole aperture. As a consequence of the image being a projection of 3D arrangement of colloidal particles, the periodicity does not correspond to the colloidal interparticle distance $d$ in a single crystalline layer. Due to ABC ordering in fcc crystals a reduced periodicity of $d/\sqrt{3}$ is measured in this geometry.

The major differences from the results of previous work with CXDI on crystalline samples [44] are clearly demonstrated in Fig. 11c. Instead of a continuous shape and strain field reconstructed from the measurements of diffraction patterns around a single Bragg peak, the hexagonal structure shown in Fig. 11c gives the projected positions of the colloidal particles as it was discussed in details in section 2.1
An estimate of the resolution by performing line scans through the reconstructed image in Fig. 11c and by measuring the widths of the peaks by Gaussian fit gives a full width half maximum (FWHM) of 95 nm at the particle positions in Fig. 11c.

The diffraction patterns measured at an angle of $\theta = 35^\circ$ (see Fig. 11d) were especially intriguing. They show strong streaks of varying intensity originating at the Bragg peaks with an angle of 55° to the horizontal direction (Fig. 11d,e). It is well known from previous studies [73] of similar colloidal systems that such streaks in reciprocal space are induced by stacking faults in the fcc structure in the (111) planes.
These diffraction patterns were reconstructed using the same procedure as described earlier and the result of this reconstruction is presented in Fig. 11f. The 'atomicity' of the colloidal crystal sample is again present in the reconstruction. In addition, a stacking fault appears (indicated by arrows in Fig. 11f) as a break in the 'correct' ABC ordering [33]. One can see a stacking fault, which consists of two hcp planes, and two fcc domains with the same stacking direction. The effect of the stacking fault is a translation of the two fcc crystals relative to each other. This 'sliding' can be seen in Fig. 11f as a 'break' of the lines of bright spots at the defect. It was recently suggested that, over a large (submillimeter) sample area, these double stacking defects consisting of two hcp planes is a common imperfection in convectively assembled colloidal crystals [74].

In this part we demonstrated that the simple and nondestructive mechanism of coherent X-ray diffractive imaging opens a unique route to determine the structure of mesoscopic materials such as colloidal crystals. CXDI has the potential to provide detailed information about the local defect structure in colloidal crystals. This is especially important for imaging photonic materials when refraction index matching is not possible or the sizes of colloidal particles are too small for conventional optical microscopy. To extend this method to larger fields of view scanning methods such as ptychography [18-20] can be used, while tomographic methods such as coherent X-ray tomography [75] have the potential to visualize the atomic structure of the defect core in 3D (see, for example, recent publication [54]).
3.2 Coherent diffraction tomography of nanoislands from grazing incidence small-angle X-ray scattering

In our second example we show how tomographic methods can be combined with CXDI to provide 3D images of nanocrystalline materials (see for details [75]).

Tomography and especially X-ray tomography has become one of the most important tools for investigating 3D structures in condensed matter [76]. When projected absorption contrast or phase contrast measurements are carried out in conventional X-ray transmission tomography the achievable resolution is limited by the spatial resolution of the area detector that can be about one micrometer. CXDI represents a possible solution to this dilemma. As no lenses are required in this imaging technique and the resolution is given by the scattered signal in principle the resolution limits of conventional X-ray transmission tomography can be overcome.

To obtain a 3D image of a non-crystallographic object in the forward scattering geometry by the CXDI technique the sample is usually mounted on a Si$_3$N$_4$ membrane (see for e.g. [77]) and then rotated with fixed azimuthal angular steps (see inset (a) in Fig. 12). Unfortunately, in this approach not all angles for a full 3D scan are accessible due to the positioning of the object on a membrane. Obviously, the inaccessible part of the reciprocal space is not available for the tomographic reconstruction, resulting in a certain loss of features which are actually present in the original object. Instead, as it was first proposed in [48,75], a sample can be positioned on a flat thick substrate and tomographic scans can be performed by collecting successive coherent scattering diffraction patterns at different azimuthal positions of a sample in a grazing-incidence small-angle X-ray scattering (GISAXS) geometry [48] (see Fig. 12). With this approach there are no limitations on the angle of rotation. Consequently
large areas in reciprocal space can be measured with sufficient resolution and without missing wedge. The feasibility of this approach was tested and proven by a number of simulations [78]. Below experimental realization of this coherent diffraction tomographic technique is reported [75].

As a model samples SiGe islands of 200 nm average base size grown by liquid phase epitaxy were used. All islands were coherently grown on a (001) Si surface and exhibit a truncated pyramidal shape with a square base (see inset (b) in Fig. 12). In addition they exhibit a narrow size distribution (~10% full width at half maximum (FWHM)) and the same crystallographic orientation on the Si surface (Fig. 12).

Experiments [48,75,79] were performed at the ID01 beamline of the European Synchrotron Radiation Facility (ESRF) in Grenoble. The incidence angle was taken equal to the critical angle for total external reflection of the Si substrate which corresponds to \( \alpha_i = \alpha_c = 0.224^\circ \) for the chosen X-ray energy of 8 keV. This particular angle was used because at

![Fig. 12 Schematic diagram of the GISAXS scattering geometry on a group of nano-islands in the form of a truncated pyramid with a square base. The incident wave vector \( \mathbf{k}_i \) at grazing incidence angle \( \alpha_i = \alpha_c \) is shown and the scattered wave vector \( \mathbf{k}_f \) at angles \( \alpha_f \geq \alpha_c \). The sample is rotated around the surface normal (azimuth angles). Inset (a): Schematic diagram of a conventional CXDI tomography when the sample is positioned on a supporting membrane. Inset (b): A scanning electron microscopy image of the nano-islands. Adapted from Ref. [75].](image)
these conditions the scattering may be considered as predominantly kinematical [80]. The coherently scattered signal was measured up to \( q_n = \pm 0.56 \text{ nm}^{-1} \) in reciprocal space in the transverse direction. However, due to a certain noise level only a limited part of reciprocal space up to \( q_n = \pm 0.36 \text{ nm}^{-1} \) was considered for the reconstruction, which provides a 17.4 nm resolution in real space. An azimuth scan was performed from 5° to 50° with an angular increment of 1°. Due to the four fold and mirror symmetry of \{111\} faceted islands such scans cover the whole reciprocal space. During the azimuthal scan the incidence angle was kept constant at the critical angle \( \alpha_c \).

The diffraction patterns at each azimuthal angle position represent slices through the 3D reciprocal space on a pseudopolar grid (see Fig. 13), and can be combined to produce a 3D intensity distribution in reciprocal space. An iso-intensity surface of this 3D representation of the scattered intensity is shown in Fig. 13c. Strong crystal truncation rods (CTR) along the \langle 111 \rangle \) directions and much weaker crystal truncation planes (CTP) connecting the CTRs can be observed [48]. For comparison we performed calculations of GISAXS diffraction patterns in the framework of the distorted-wave Born-approximation (DWBA) theory [81,82] for similar pyramids. The corresponding 3D representation of the scattered intensity is shown in Fig. 13a. Strong interference fringes due to the coherent scattering of the X-ray beam from a small pyramid-shaped object can be observed in this figure. These interference fringes are smeared out in our experimental data (Fig. 13c) partly due to a finite size distribution of the islands and partly due to a lack of sufficient counting statistics. In order to model the experimental results we added a Gaussian mask to the calculated set of data. The corresponding 3D representation of the scattered intensity is shown in Fig. 13b.
Results of the island shape reconstruction from the experimental

GISAXS diffraction patterns are presented in Fig. 13f. For a comparison results of the reconstruction of the island shape from simulated data are also shown in Fig. 13d,e. The electron densities of the islands obtained as a vertical section through the center of the islands are presented in Fig. 13g-i. From these results it is seen that the shape of the islands is
reconstructed correctly for the experimental data set (Fig. 13f). However, for the electron density inside the island we observe artifacts in the form of low density regions in the bottom of the islands (Fig. 13i). Reconstructions performed with the simulated data sets show that the scattering data obtained in the DWBA conditions correctly reproduce the shape (Fig. 13d) and electron density (Fig. 13g) of an island. However, when the modified theoretical data set with the Gaussian mask is used for reconstruction, artifacts similar to those from the experimental data set appear. These results suggest that the artifacts can be removed by an increased incidence flux (e.g. by using focusing optics [22]) and with the use of a new generation of detectors with extremely high dynamic range.

Here we have demonstrated how this approach of coherent diffraction GISAXS can be used to obtain the 3D electron density of nanometer sized islands. This was achieved by performing tomographic azimuth scans in a GISAXS geometry on many identical islands and subsequent phase retrieval which yields the tomographic information, such as the shape and the electron density. It is important to note that this approach does not depend on the crystalline structure of such an island and may be applied to any material system.

3.3 Coherent-pulse 2D crystallography at free electron lasers

As our third example we show how ultra-bright coherent pulses of a new free-electron laser (FEL) sources can be applied to determine the structure of two-dimensional (2D) crystallographic objects (see for details Ref. [83], and also for reviews of CXDI experiments at FEL source [5,6,9]).

Crystallization and radiation damage is presently a bottleneck in protein structure determination. As it was first proposed in Ref. [83] two-dimensional (2D) finite crystals and ultra-short FEL pulses can be effectively used to reveal the structure of single molecules. This can be
especially important for membrane proteins that in general do not form 3D crystals, but easily form 2D crystalline structures. In this paper single pulse train coherent diffractive imaging was demonstrated for a finite 2D crystalline sample, and it was concluded that this alternative approach to single molecule imaging is a significant step towards revealing the structure of proteins with sub-nanometer resolution at the newly built XFEL sources.

Revealing the structure of protein molecules is mandatory for understanding the structure of larger biological complexes. The major progress in uncovering the structure of proteins in past decades was due to the development of phasing methods [84] allowing the determination of the structure of complex molecules that crystallize. One new approach to overcome these difficulties is based on the use of ultra-short pulses of X-ray free-electron lasers (XFEL) [85-87]. This elegant idea is based on measuring a sufficiently sampled diffraction pattern from a single molecule illuminated by an FEL pulse [88,89]. However, in spite of the extreme intensity of the FEL pulses, a diffraction pattern from only one molecule will not be sufficient to obtain a high resolution diffraction pattern. Many reproducible copies will need to be measured to get a sufficient signal to noise ratio for each projection necessary for three-dimensional (3D) imaging at sub-nanometer spatial resolution.

Free-electron lasers are especially well suited for such coherent 2D crystallography. They provide femtosecond coherent pulses [70,90,91] with extremely high power. Only the combination of all of these unique properties will allow the realization of 2D crystallographic X-ray imaging on biological systems. Brilliant, ultra-short pulses could overcome the radiation damage problem [88,92] which is a severe limitation of conventional crystallography at 3rd generation synchrotron sources [93]. Higher luminosity and hence improved statistics for such experiments can
be obtained by the use of pulse trains that can be provided by FLASH (Free-electron LASer in Hamburg) [94].

A finite 2D crystallography was demonstrated by using a micro-structured crystal array that was prepared on a 100 nm thick silicon nitride membrane substrate coated with 600 nm of gold, and 200 nm of palladium. The finite crystal sample was manufactured by milling holes in the film in a regular array pattern using a Focused Ion Beam (FIB). The 'unit cell' of our crystal consists of a large hole of 500 nm diameter (representing a 'heavy atom' in conventional crystallography) and a smaller hole of 200 nm diameter (representing a 'light atom'). The whole structure was composed of five unit cells in each direction, making the total structure size about 10 µm x 10 µm.

The diffraction data were measured at FLASH on the PG2 monochromator beamline [95] with a fundamental wavelength of 7.97 nm. An exposure time of 0.2 s was used to collect a series of single pulse train data from our sample. FLASH was operated in a regime producing 21 bunches of electrons per pulse train, with a pulse train repetition rate of 5 Hz. The bunches within each pulse train were spaced at 1 MHz. The average pulse energy was 15 µJ which is equivalent to $6 \times 10^{11}$ photons per pulse or $1.3 \times 10^{13}$ photons per train at the source. The coherent flux on the sample area was $1.5 \times 10^{10}$ photons per pulse train.

A typical data set is shown in Fig. 14a. The diffraction pattern as measured fills the whole detector, which corresponds to a minimum feature size of 220 nm (Fig. 14a). We note that all expected features of a finite, crystalline structure as they were discussed in the previous sections are observed in this diffraction pattern. The Bragg peaks due to the regular array are clearly seen, as are the oscillations between the Bragg peaks that are the result of the finite extent and coherent illumination of our sample. Also seen is the form factor from the individual elements – the large holes.
– that can be observed as a radial intensity modulation across the pattern produced.

Due to the limited signal to noise ratio of the initial data set and the symmetry of the unit cell the initial reconstructions stagnated with two equivalent solutions superimposed. One is with the small dots appearing to the top right of the larger dots, and the other is with them appearing to the bottom left. To solve this problem the data were binned 5×5 and a more constrained support of 25 rectangular boxes each centered on the positions of the unit cell was used. This data set was used for reconstruction by applying the HIO [12] iterative phase retrieval algorithm. By increasing the signal-to-noise ratio and reducing the symmetry in real space it was possible to improve the reconstruction to resolve the smallest features in the sample (Fig. 14c). A scanning ion micrograph (SIM) image of the object under investigation is shown in Fig. 14,b for comparison. The resolution in real space in the reconstructed image was better than 240 nm. This compares favorably with the measured maximum momentum transfer corresponding to a 220 nm resolution.

Summarizing the XFEL experiment, it was demonstrated that single pulse train coherent diffractive imaging is possible for a finite 2D crystalline sample with the reconstructed image exhibiting resolution

**Fig. 14** (a) Far-field diffraction data measured from a single train of 21 femtosecond pulses from the FEL. (Inset: Enlarged region of diffraction pattern). (b) SIM image of the finite, periodic structure. (c) The reconstructed image using the original data binned 5×5. Adapted from Ref. [83].
commensurate with the measured data. In this experiment the *crystalline* structure was essential in providing the necessary information to determine the structure of the unit cells. If only a *single* unit cell would have been used simulations suggest that a successful reconstruction would be impossible with the resolution presented in the example. This approach to use a pattern of single molecules is a significant step towards revealing the structure of proteins with sub-nanometer resolution at the newly built XFEL sources.

4. SUMMARY

Coherent X-ray diffractive imaging gives us a high resolution imaging tool to reveal the electron density and strain in nano-crystalline samples. Progress is still ongoing. We foresee that in future it will reach a resolution of approximately a few nanometers at synchrotron sources, and a few angstroms for the protein nano-crystals imaged with the ultrashort FEL pulses [96]. Non-reproducible objects may be imaged with a few nanometer resolution at XFELs [9,26,97]. There are several technological developments that are incremental for the future progress of the CXDI technique. The ultimate hard X-ray storage rings [98] with a few tens picometer emittance are under discussion. The advances in hard X-ray optics will allow reaching sub-ten nanometer focus sizes [99]. Also, hard X-ray FEL sources now become online. Finally, the mathematical tools for interpretation of data from coherent X-ray scattering experiments improve continuously. Thus, we can expect that CXDI will become eminently important for the investigation of the structure of materials on the nanoscale and will grow rapidly over the near future.
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