Evaluation of partial coherence correction in X-ray ptychography
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Abstract: Coherent X-ray Diffraction Imaging (CDI) and X-ray ptychography both heavily rely on the high degree of spatial coherence of the X-ray illumination for sufficient experimental data quality for reconstruction convergence. Nevertheless, the majority of the available synchrotron undulator sources have a limited degree of partial coherence, leading to reduced data quality and a lower speckle contrast in the coherent diffraction patterns. It is still an open question whether experimentalists should compromise the coherence properties of an X-ray source in exchange for a higher flux density at a sample, especially when some materials of scientific interest are relatively weak scatterers. A previous study has suggested that in CDI, the best strategy for the study of strong phase objects is to maintain a high degree of coherence of the illuminating X-rays because of the broadening of solution space resulting from the strong phase structures. In this article, we demonstrate the first systematic analysis of the effectiveness of partial coherence correction in ptychography as a function of the coherence properties, degree of complexity of illumination (degree of phase diversity of the probe) and sample phase complexity. We have also performed analysis of how well ptychographic algorithms refine X-ray probe and complex coherence functions when those variables are unknown at the start of reconstructions, for noise-free simulated data, in the case of both real-valued and highly-complex objects.
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1. Introduction

Recent intense development in coherent X-ray diffraction imaging (CDI) and X-ray ptychography has attracted enormous attention in both condensed matter physics and computational algorithm advancement [1, 2]. X-ray ptychography is the elegant amalgamation of scanning X-ray microscopy (STXM) with CDI, where partially overlapping illumination provides extra real-space constraint that expands the sample of interest to large extended objects with high-resolution. Unlike conventional CDI, X-ray ptychography, iterative algorithms that incorporate real-space scan position correction [3, 4] and partial coherence properties of illuminating X-rays, in both longitudinal [5, 6, 7] and transverse [8, 9] directions have brought strong interests in the CDI community. Previous studies have demonstrated feasibility of partial coherence correction in CDI by introducing known broadband spectra of an undulator source to improve data reconstruction efficiency and quality [6]. Also, a modified algorithm that includes \textit{ab initio} correction of transverse partial coherence in measured data results to better reconstructions in gold nano-crystals [9]. While this latter has been cast as a blind deconvolution, Thibault and Menzel [10] recently demonstrated that the ptychographic method provides enough redundancy in datasets to allow high-quality reconstructions through complete recovery of X-ray illumination modes (and object ‘states’ in the case of dynamical sample). This work also opened up the exciting possibilities of information multiplexing [11] and dynamical systems imaging [12] with ptychography. Numerical simulation studies on complex-valued sample [13, 14] with X-ray diffraction imaging phase retrieval algorithms [15] have shown the feasibility of high quality data convergence. Previously [16], we conducted a systematic study applying partial coherence correction to both real-valued and highly-complex valued simulated test objects in CDI, and we observed no obvious improvement of partial coherence correction on highly-complex objects in CDI. In order to fully understand the role of partially coherent illumination in X-ray ptychography, we performed detailed analyses on partial coherence correction on simulated ptychography data, varying the degree of coherence properties of X-rays and sample phase structure complexity, and phase diversity of X-ray probe. We aim to understand whether a real-space overlap constraint in ptychography that leads to over-determination in phase retrieval solutions could result in better data reconstruction compared to CDI for strong-phase objects. Our reconstruction results reported within strongly suggest that better data convergence can be achieved with partially coherent illumination for ptychography compared to CDI. As a result, we envisage that X-ray ptychography will have an overwhelming advantage over conventional CDI for investigation into highly-complex objects of scientific interest, and that suitable samples for ptychography can be of relatively large area, ranging from hundreds of nanometers to microns.

Joseph W. Goodman describes statistical properties of thermal or pseudo-thermal electromagnetic radiation [17], by considering photon-counting statistics, one can estimate the experimental integrated intensities of an electromagnetic wave by the introduction of a number of coherence cells of the light wave. According to the analytical solution obtained on solving the representation of electromagnetic wave spectral distribution, one can postulate the wave spectral to be Gaussian, Lorentzian or rectangular spectral profiles depending on the parameter that represents the number of coherent modes of the electromagnetic wave vs. (average measurement time/coherence time used for spectral measurement). For simple approximations, some researchers propose Gaussian-shell model [18, 19] for electromagnetic radiation from an undulator source from synchrotron-based radiation facilities. This approximation is based on the fact that electrons in an undulator source radiate in a random and uncorrelated fashion to each other. A recent study shows that one can approximate the central cone of electromagnetic radiation from an undulator source by an ensemble of Gaussian limited waves [20]. Nevertheless, some researchers suggest by incorporation of a higher-order of intensity correlation functions, the in-
Integrated spectral of electromagnetic wave can be either Gaussian or non-Gaussian distributions [21]. In conventional ideal cases of light scattering in medium, generalized Siegert relations can be used [21] to approximate the intensity probability density function of a scattered coherent electromagnetic wave that propagates as an electric field, resembling a random Gaussian variable with zero mean. This approximation is generally valid for electromagnetic waves from an undulator source in synchrotron facilities, if higher-order intensity correlation functions (3rd and 4th orders) are neglected, thus only second order correlation of Siegert relations is considered.

Thibault and Menzel[10] have looked at partial coherence via modes decomposition method recently. Their findings on incorporation of partial coherence modes into ptychographic reconstructions are the first for experimental demonstration with inclusion of partially-coherent (PC) illumination in ptychography. Joseph W. Goodman [17] proposed a mathematical equivalence of X-ray illumination modes to a mutual coherence function in the general case of plane-wave illumination. For exploring variation of performance, the complex coherence function, which is a Fourier transform of mutual coherence function can be approximated to be a simple alternative Gaussian function with one adjustable parameter $\sigma$. The detailed expression of Gaussian function for mutual coherence function is described in Eq. (3).

2. Theory behind partial coherence correction in CDI and ptychography

Conventional CDI and ptychography algorithms utilise projections of both real-space and reciprocal-space constraints, in an iterative scheme, finally reaching data convergence when both constraints are successfully satisfied [22]. In the reciprocal-space part of the algorithm, usual projection is the modulus $\sqrt{I_m(q)}$ of the experimentally known diffraction intensity on detector in the far field geometry $I_m(q)$, subject to compliance with the square of the amplitude component of the propagated object exit complex wave-field $\psi(r)$, through updating of the Fourier representation:

$$\hat{\psi}'(q) = \frac{\sqrt{I_m(q)}}{|\psi(q)|} \hat{\psi}(q)$$

(1)

where $\hat{\psi}(q) = \mathcal{F}[\psi(r)]$, $r$ is the sample space coordinate, $q$ is the reciprocal-space coordinate and the Fourier transform $\mathcal{F}$ acts as a free-space propagator. However, this simple reciprocal-space projection assumes illuminating X-rays of full spatial coherence, ignoring any imperfection of the coherent X-ray source that might introduce complexity of the recorded Fourier-space diffraction intensities. Often, the far-field intensity formed by light scattered from a sample with a complex transmission function $\psi(r)$ under conditions of partial transverse coherence is described through the mutual optical intensity $J(r_1,r_2)$ at two points in space $r_1$, $r_2$:

$$I_m(q) = \int \int J(r_1,r_2)\psi(r_1)\psi^*(r_2)\exp[iq.(r_1 - r_2)]dr_1dr_2$$

(2)

The complex coherence function in real-space $\mu(\Delta x, \Delta y)$ can be approximated as a two-dimensional Gaussian function as follows:

$$\mu(\Delta x, \Delta y) = \mu(r) = \exp[-((\Delta x)^2 + (\Delta y)^2)/2\sigma^2]$$

(3)

We have defined $\Delta x$ and $\Delta y$ to represent real-space unit pixel size in x and y directions in our numerical simulations for this study.

When the illumination demonstrates a statistically stationary mutual intensity function which depends only on the difference $r_1 - r_2$, the measured partially coherent intensity $I_{pc}(q)$ adopts a particularly simple form:
Fig. 1. Types of objects used in reconstruction simulations. (a) a real-valued object with max phase = 0; (b) a complex-valued object with max phase = 2$\pi$; (d) a real-valued probe with max phase = 0; (e) complex-valued probe with $= 0.5\pi$; the amplitude is flat; (f) complex-valued probe with max phase = $2\pi$; the amplitude is flat (c) magnitude/phase colormap for (a), (b), (d), (e) and (f) is illustrated in top right image (c). (g) diffraction patterns with complex Lena probe with maximum phase = 0.5 $\pi$ when object maximum phase = 2 $\pi$ (h) diffraction patterns with complex Lena probe with maximum phase = 2 $\pi$ when object maximum phase = 2 $\pi$; (k) line-cut profile of amplitude of complex Lena probe as presented in (e), the Lena probe has smooth profile throughout, including the edges.
where \( I_{pc}(q) \) is the fully-coherent (FC) intensity obtained through the usual Fourier transform of the wavefield exiting the sample, \( \hat{g}(q) \) is the Fourier transform of the complex coherence function, and \( \otimes \) denotes convolution. To introduce a partial transverse coherence function that acts as a point-spread function, which causes fully coherent diffraction intensities to be blurred, one can employ spatially partial coherent X-ray illumination in the form of two-dimensional Gaussian function. The degree of the spatial coherence in the complex coherence function \( \mu(\Delta x, \Delta y) \) between any two points then relates to the standard deviation \( \sigma \). The Fourier transform of the complex coherence function, is also a Gaussian function, with parameters \( \tilde{\sigma} = N/(2\pi\sigma) \) with \( N \) the number of square pixels (in a given direction) of the camera. To accommodate for partial coherence, the Fourier projection is modified accordingly,

\[
\hat{\psi}^k(q) = \hat{\psi}(q) \frac{\sqrt{I_m(q)}}{\sqrt{|\hat{\psi}(q)|^2 \otimes \hat{g}(q)}}
\]

(5)

In the limit of full coherence, \( \hat{g}(q) \to \delta \) (where \( \delta \) is the Dirac delta function) and Eq.(5) becomes the usual Fourier modulus constraint that sets the modulus (absolute value of amplitude) of the iterate to square root of the measured intensity while retaining the phase (Eq. (1)).

In ptychography a dataset is composed of \( j \)-th intensity measurement \( I_m \), constructed by stepping (or rastering) a partially coherent probe across an object with step sizes adjusted so that adjacent probe positions overlap. The modified CDI equation (Eq. (5)) is adapted here for ptychography by trivial modification of the projector associated with the Fourier constraint \( \Pi_F \) in the difference map update (Eq. (9) in [2]). At each iteration \( k \), \( \Pi_F \to \Pi_{pc} \) incorporates for partial coherence,

\[
\psi_{j+1}^k(r) = \psi_j^k(r) + \Pi_{pc}[2\Pi_o(\psi_j^k(r)) - \psi_j^k(r)] - \Pi_o(\psi_j^k(r))
\]

(6)

where

\[
\Pi_{pc} = \mathcal{F}^{-1} \left[ \mathcal{F}(2\Pi_o[\psi_j^k(r)] - \psi_j^k(r)) \frac{\sqrt{I_m(q)}}{\sqrt{\mathcal{F}(2\Pi_o[\psi_j^k(r)] - \psi_j^k(r))]^2 \otimes \hat{g}(q)}} \right].
\]

(7)

Eq. (6) is computed (in parallel) over the entire ptychographic subset of exit-fields or (‘views’), \( \psi_j^k = P_j \, O \), while the overlap projector \( \Pi_0 \) that computes an object \( O(r) \) and a probe \( P(r) \) from all the subsets together (in series with Eqs. (7)–(8) in [2]), does not need to be modified.

3. Investigation of effect of probe diversity on ptychography reconstructions

In this paper, we intend to perform a systematic study on how probe diversity affects fidelity of ptychographic reconstructions. We have selected our object and probe with a various degree of diversity to satisfy two important criteria. First, simulated object and probe should have very little correlation with each other, however, they should be in the same category of the spatial frequency spectrum. Secondly, neither object nor probe can be too simplistic or too general (completely uncorrelated in spatial frequency). As a result, we have used simulated probes with incrementing phase diversity with a maximum probe phase of \( \Phi_0 = 0 \) to \( 2\pi \) with a 0.5\( \pi \) step size. As already explained in the previous part of this section, we used an entirely fictitious test sample using the canonical Lena image as a magnitude component and the same...
image rotated clockwise 180 degree as a phase component. The Lena probes used in this study are of square shape and all appropriately zero-padded with soft-edges to mimic real X-ray probes in most experimental conditions. The Lena probes are convolved with a two-dimensional Gaussian function so that the blurred probe profiles are smooth throughout the structures. We used $\sigma/L(probe)$ to define the relative degree of coherence. $L(probe)$ is the size of probes used in the simulations (100 pixels).

4. Simulation details

![Simulation results](image)

Fig. 2. Results of reconstructions using both the PC and FC projections for complex valued (max phase= $2\pi$ and max phase= $0.5\pi$ and ) samples at 7 degrees of coherence = $\sigma/L$. The reconstruction of the weakly-complex sample has better reconstruction results from the PC projection vis-a-vis the FC projection, but the strongly-complex sample needs higher degree of coherence $\sigma/L$ for successful convergence. All reconstructions were performed with overlap of 70% in ptychographic simulations. We used a soft-edged square-shape probe for this part of study.

To examine the effects of partial transverse coherence on the quality of ptychographic reconstructions, we performed reconstructions using simulated data in which the Lena object ($L$) under illumination was the canonical Lena test image of size 512x512 pixels. We used a scaled version of the image with maximum value of unity as the magnitude of the test object, and a similarly scaled version with a 90-degree rotation as the phase component of ($L'$). We control the complexity of the sample through an additional scaling parameter of the phase component. In all cases, we model the object through as:
\[ O^0 = \frac{L_{\text{max}}(L)}{\exp\left(iL_{\phi_{\text{max}}}/\text{max}(L)\right)} \tag{8} \]

We use the luminosity of the Lena image as the relative thickness of a fictitious physical sample while tuning \( \phi_{\text{max}} \) within the range of \((0, 2\pi)\) producing a real-valued or fully complex-valued real-space sample. For a maximum phase delay \( \phi_{\text{max}} = 2\pi \), the fictitious sample would compare with a real-sample of aluminium with a maximum sample thickness of 1 \( \mu \text{m} \) illuminated by 500eV photons [16]. Figure 1 illustrates the complex object scheme used for ptychographic data simulations.

Having the luxury of knowing the simulated object \( O^0 \), we can define a real-space error metric to provide absolute quantification that is previously used by Parks et al[16]:

\[ R_{\text{real}} = \frac{\sum_{\Delta n_j, \Delta m_j} |O - O^0|^2}{\sum_{\Delta n_j, \Delta m_j} |O^0|^2} \tag{9} \]

where \( \Delta n_j, \Delta m_j \) gives pixel coordinates. Reconstructed complex-valued images are corrected with global phase offset removal as used by Chapman et al [24], therefore, arbitrary phase offset has been removed from reconstructions by maximising the real part of the complex images multiplied by a phase factor.

To understand how X-ray probe affect ptychographic reconstructions with partially coherent illumination, two classes of X-ray probes are used: 1) A soft-edged square of side-length 100 pixels within a CDI window [23] of 200 pixels Fig.1 d); 2) The same soft-edged square but as the magnitude component of the probe, with phase structure provided by a version of the Lena image rotated by 180 degrees. In the second class, we use two sub-types of smooth complex Lena probe with soft-edges. One sub-type probe has flat amplitude with 180-rotated phase image, the other sub-type has structure introduced into the magnitude component of the probe by using the Lena image flipped upside down, and has the same phase image as the first sub-type. In both sub-types of the second class of probes, we control the maximum phase of the probe through a \( \phi_{\text{max}} \) component as we do with the object.

In these simulations, we raster the illumination across a regular grid to provide overlapping views of the sample. The illumination function \( P_j \) at a raster site \( j \) is therefore a shifted version of the original illumination function \( P \):

\[ P_j(\mathbf{r}) = P(x + \Delta n_j, \Delta(\Theta), y + \Delta m_j, \Delta(\Theta)) \tag{10} \]

where \( \Delta n_j \) is the raster pixel coordinate along the x-axis, \( \Delta m_j \) is the raster pixel coordinate along the y-axis, and \( \Delta(\Theta) \) is the number of pixels required to achieve the overlap ratio \( \Theta \). In these simulations, we conduct the reconstruction in a grid fashion, with \( n_j \) and \( m_j \) taking on integer values between zero and five. In all simulations, we calculate the shift value \( \Delta(\Theta) \) as \( 100*\Theta \), where \( \Theta \) is the overlap ratio in the range 0 to 100 %. We simulated diffraction data with degrees of overlap in a range of 0.1 to 0.9. Both fully-coherent (FC) and partially-coherent (PC) projection were used in reciprocal-space part of the algorithm.

We used \( \sigma_0 \) as the standard deviation of the complex coherence function to simulate partially coherent ptychographic datasets. To start we use deviated \( \sigma \) as input. To access the degree of deviation of parameter sigma from the true simulated sigma values that can be tolerated for reconstructions, PC projection step is categorised into three parts: 1) use the exact known partial coherence parameter \( \sigma \) to do PC; 2) use under-determined \( \sigma/\sigma_0 \) ratios, 0.7 or 0.9 for PC projection; 3) finally, use over-determined \( \sigma/\sigma_0 \) ratios, 1.1 or 1.4 for PC projection. Ptychographic reconstructions were performed with the modified difference-map algorithm adapted for transverse partial coherence correction (Eq. (5)) with 100 iterations of FC followed by 100 iterations.
of PC projections. A single convolution step of reciprocal-space complex coherence function with calculated diffraction intensities can be exact, over-determined or under-determined depending on the initial starting value of \( \sigma \) used for PC projection. No optimisation of the complex coherence function parameter sigma was performed in the initial simulations in order to reduce computational time required for this analysis. The reconstruction results of both fully and partially coherent projection methods were compared and analysed.

5. Interpretation of ptychographic reconstruction results

One expects that with robust overlap constraint in real-space, ptychography is much more tolerant to imperfection of X-ray illumination, reaching better data convergence comparing to that of conventional CDI. Figure 2 demonstrates using a simple soft-edged square function, how ptychographic reconstructions with PC and FC projections perform, when perfect knowledge of complex coherence function and probe is assumed. The reconstructed results have supported this claim; we have observed better quality in reconstructed data with ptychography compared to CDI[16], under spatially partial coherence conditions. This improvement of data reconstructions occur in the coherence definition parameter \((\sigma/L)\) from 0.5 to 1, however, there has been no significant improvement in reconstruction results with \(\sigma/L\) values that are outside of this range. With \(\sigma/L\) being more than 1, FC and PC projections with either over- or under-determined complex coherence function produce similar acceptable reconstructed results. This is expected because of a very high degree of coherence of \(\sigma/L\) is bigger than unity. For degree of overlap between 10 to 40%, FC projections with partially coherent diffraction data do not converge at all. However, with PC projections being introduced, data reconstruction quality improved significantly, almost reaching to the level of acceptance. For example, with \(\sigma/L\) equals to a 0.5 and 10% overlap, the best PC projection occurs at exact estimation of partial coherence parameter \(\sigma\), with relatively similar result for over-determined value of \(\sigma/\sigma_0 = 1.4\), with relatively poorer result of \(\sigma/\sigma_0 = 0.9\) when complex coherence function is under-determined.

The best reconstruction quality is achieved with overlap of 90%, the highest of the attempts, showing the best real-space R-factor error metric of FC to PC projection, even for the maximum object phase of \(2\pi\).

Figure 3 shows ratio of the real-space R-factor error metrics (FC/PC) as a function of \(\sigma/L\) for objects with various degree of phase maxima and overlap of 70%. Better data convergence always tend to happen at higher \(\sigma/L\) for object with phase maximum of both \(2\pi\) and 0.5 \(\pi\).

The reconstruction results show that lower overlap values reduce reconstructed bonus fidelity (where the bonus fidelity is defined by Parks et al[16] to be ratio of FC/PC projections) and objects with maximum phase \(2\pi\) suffer the most. The cut-off degree of overlap values where PC projection gives bonus fidelity is at 40 %, below which, when object maximum phase values exceed \(\pi\), the PC projection is worse than that of FC. Nevertheless, at overlap values lower than 40 %, the PC projection reconstructions are still better in comparison to that of FC projection with object maximum phase being less than \(\pi\). In cases when overlap values are higher than 40 %, the PC projection always shows better reconstruction results than FC projection for all object maximum phase values, ranging from 0 to \(2\pi\). This may be a direct consequence of powerful real-space overlap constraint that provides over-redundant information in diffraction intensities, which help iterative algorithms to find correctly converged solutions, when the X-ray illumination is partially coherent.

For further evaluation of the effectiveness of PC projection, the reconstruction fidelity analysis was performed with various degrees of phase complexity of Lena probe. This was performed in such a way that perfect knowledge of probe and complex coherence function are incorporated in ptychographic reconstructions to minimize the number of unknowns. We found that the highest phase-diversity probe is the most robust type with the best quality of ptychographic
Fig. 3. $R_{real}$ (FC/PC) Vs. $\sigma/L$ for $9 \sigma/L$ used in simulations, for object maximum phase = $2\pi$ and $0.5 \pi$. Two sets of results are done with soft-edged square-shape probe in simulations. This figure is for investigation of cut-off $\sigma/L$ for maximum phase = $2\pi$ and maximum phase = $0.5 \pi$ of objects. Our results show that the cut-off $\sigma/L$ for good reconstructions is higher for max object phase = $2\pi$ than for max object phase = $0.5\pi$. In other words, better coherence is needed for highly complex objects. All simulation were performed with 70 % overlap. The horizontal lines drawn here are the cut-off degree of coherence $\sigma/L$, above which successful data reconstructions are obtained for both object cases, in the same colour scheme.
Fig. 4. Top: real-space R-factor log-scale FC/PC bonus plots for high phase-diversity (maximum probe phase = 2π) and real-valued probe as a function of degree of coherence σ/L for both object maximum phase = 0 and 2π for 0.3, 0.5 and 0.7 overlap ratios. The horizontal lines in all the graphs in the top panel are cut-off lines for acceptable reconstructions with correctly converged images. Above the cut-off lines the reconstructions are acceptable, while below the lines the reconstructions fail to converge. The performance of a high phase diversity probe is slightly worse than a real probe when overlap ratio is very low (30% overlap ratio), with 50% and 70% overlap ratios the high phase diversity probe always produce better reconstructions results. Bottom: Comparison of real-space R-factors of reconstruction results of high-phase and real-valued probes ratio as a function of degree of coherence σ/L for both object maximum phase = 0 and 2π. Reconstructions are performed with simulated data of 50% overlap ratio.
reconstructions and the highest bonus fidelity according to real-space metrics. Within the class of Lena complex probes, we found that the maximum phase of $2\pi$ (phase only complex Lena probe with amplitude being flat) gives the best bonus fidelity of reconstructions. By decreasing the complexity of maximum phase structure of Lena probe; real-space bonus fidelity reduces accordingly. Figure 4 shows a comparison of reconstruction bonus fidelities of the complex Lena probe with various phase complexity at maximum object phase values ranging from 0 to $2\pi$, with 50% and 70% degrees of overlap for a wide range of $\sigma/L$ values. Previous studies [25] have demonstrated the advantage of using illumination phase diversity in CDI reconstructions, our simulation results show this advantage also applies in ptychography [26]. The results presented in Fig. 4 demonstrates that a higher phase-diversity of the probe gives rise to much better data reconstructions, especially when object has high phase structures.

Although the partial coherence correction in ptychography is extremely robust, there is a cut-off limit for the degree of coherence below which ptychography fails to reach convergence even with the highest degree of overlap. We have performed a detailed analysis for a degree of overlap of 70% and with a maximum object phase structure of $0.5\pi$ and $2\pi$, many degree of coherence $\sigma/L$ values with fine increments were studied. The detailed analysis of the cut-off degree of coherence $\sigma/L$ for both object maximum phase $= 0.5\pi$ and $2\pi$ is illustrated in Fig. 2, with both real-space and reciprocal-space error metrics being plotted as a function of degree of coherence ($\sigma/L$). According to the real-space error metric, the ptychographic reconstructions with PC projection become unacceptable when $\sigma/L$ is smaller than 0.25, (which is the cut-off value of degree of coherence for acceptable reconstruction) results when a complex object with maximum phase of $2\pi$. For maximum object phase of $0.5\pi$, the cut-off degree of coherence is slightly lower than that of $2\pi$, about 0.125, which manifests the finding that for X-ray diffraction imaging, the demand for X-ray coherence is lower for weak/flat phase objects, and for strong phase objects, the requirement for coherence property of X-rays is higher. In our previous report, we find similar trend for simulated CDI analysis [16].

The degree of coherence defined as $\sigma/L$ can be bigger than unity, where transverse coherence length reaches infinity when X-ray probe becomes fully-coherent mathematically. In real synchrotron radiation beamlines, X-ray sources are considered to be fully-coherent when $\sigma/L$ values approach unity. Reconstruction results become very similar when $\sigma/L$ ratios are bigger than unity in our simulation analyses. Therefore, we conclude that there are no significant changes in reconstruction results when $\sigma/L$ is much bigger than unity.

Figure 3 shows real-space R-factor error metrics analyses for both object maximum phase of $0.5\pi$ and $2\pi$. By looking at reconstructed images in Fig. 2 combined with real-space metric suggest minima cut-off coherence properties of X-rays are expected for various degrees of object complexities to achieve successful reconstructions, of noise-free simulated datasets.

6. Refinement of partial coherence function

Based on the premise that in real experiments, we would never know the exact complex coherence function for experimental data (owing to the experimental complexity and instrumental instabilities at synchrotron beamlines), we therefore conducted a simulation study on the refinement and optimisation of both X-ray probe and complex coherence function during ptychographic iterative reconstructions, with the aim to gain a good understanding of how well ptychographic algorithms with partial coherence correction perform for reaching global data convergence. The modified CDI algorithm developed by Clark [9] has the ability to a posteriori retrieve the complex coherence factor of the illumination from a single diffraction pattern, thus skipping the need for ‘laborious’ interferometric measurements [27, 28, 29]. Prior to the application of the intensity constraint (Eq. (4)) it is suggested [9] to update the numerical estimate of $\hat{g}^k(q)$ by employing a Richardson-Lucy (RL) algorithm,
where \( I^{\Delta k}(q) \) is formed by a combination of the previous and current iterates estimate of the coherent intensities. Straightforward forward adaptation of the RL refinement algorithm to ptychography is realised by using,

\[
\hat{g}^{j,i+1}(q) = \hat{g}^{j,i}(q) \left( I^{\Delta k}(-q) \otimes \frac{I_m(q)}{I^{\Delta k}(q) \otimes \hat{g}^{j,i}(q)} \right)
\]  \hspace{1cm} (11)

where \( I^{\Delta k}(q) \) is formed by a combination of the previous and current iterates estimate of the coherent intensities. Straightforward forward adaptation of the RL refinement algorithm to ptychography is realised by using,

\[
I^{\Delta k}(q) = 2|\mathcal{F}(2\Pi_o[\psi^j_f(r)] - \psi^j_f(r))|^2 - |\mathcal{F}(2\Pi_o[\psi^{j-1}_f(r)] - \psi^{j-1}_f(r))|^2
\]  \hspace{1cm} (12)

while \( i \) in Eq. (11) is referring to a sub-iteration, \( \hat{g}^{j,A\Delta j}_i(q) \rightarrow \hat{g}^{j,A\Delta j}(q) \) will be now referring to the index \( j \) of each ptychographic subset, meaning that (all) the measured diffraction patterns are taken into account in the update process. To reduce computation time, the complex coherence function is only updated every 10 iterations. Alternatively, the update of \( \hat{g}^{j,i} \) can be done by minimisation of the reciprocal-space quantity

\[
E_j = \int |I_m^j(q) - |\psi^j_f(q)|^2 \otimes \hat{g}^{j,i}(q, \hat{\sigma})|^2 dq
\]  \hspace{1cm} (13)

with respect to the free parameter \( \hat{\sigma} \).

We have performed systematic numerical studies on how partial coherence algorithms optimise and refine the complex coherence function and X-ray probe during iterative reconstructions. To fully simulate our simulation studies to investigate only the performance of partial coherence correction in the case where both probe and complex coherence function are unknown, no noise is added into the simulated ptychographic diffraction datasets. We have simulated partially coherent ptychographic datasets (\( \sigma/L \)) in simulated diffraction data to be a range of 0.1 to 0.9 with small incremental steps, where we used a ratio of \( \sigma/\sigma_0 \) of 1.5 for the initial complex coherence function guess to start iterative reconstructions, and we gradually refine the complex coherence function for every 10 iterations during the reconstruction process. To mimic real experimental analyses, we used a ratio of \( P/P_0 \) of 1.5 for the initial guess of the soft-edge probe function with a random guess for the phase component, and let it to be refined during the reconstructions. Several initial guesses of \( \sigma \) parameters of both probe and complex coherence function are fed into algorithms, with the starting values of the ratio of \( \sigma/\sigma_0 \) values being scattered between 1.5 and 2.

Figure 5 shows the refinement of coherence function with one variable \( \sigma \) when the correct coherence function is unknown at the start of the ptychographic reconstructions. This analysis shows that we have observed the ability to retrieve complex coherence functions using a Clark et al. partial coherence correction, where the lower limit for degree of coherence for the successful recovery of the partial coherence function is about 0.1, for an object maximum phase of 0.5\( \pi \). This is lower than the limit of the degree of coherence for acceptable reconstruction (as indicated earlier as 0.125) and this might suggest that the complex coherence function retrieval is more robust than object data convergence for low coherence conditions when the object maximum phase is 0.5\( \pi \). When the object maximum phase is increased to 2\( \pi \), the lower limit cut-off of degree of coherence is approximately the same for both good coherence function retrieval and object data convergence, of around (\( \sigma/L \)) 0.25.

To accurately refine and optimise the complex coherence function during experiments, we suggest experimentalists to retrieve the coherence function from a simple test object, similar to the method for extracting a complex probe structure through a well-known test pattern in transmission-geometry ptychography. Once the complex coherence function is obtained, better data reconstructions can be achieved for real complex objects by feeding the correct complex coherence function into iterative algorithms.
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Fig. 5. Results of reconstructed coherence function, parametrized by $\sigma/L$, the results are plotted as ratio of reconstructed $\sigma_r$ to simulated $\sigma_0$ for various degree of coherence, sample complexity and probe phase diversity. Left: with 30% overlap; Right: with 70% overlap in simulated dataset.

Previous study by Thibault and Menzel [10] has demonstrated the feasibility of incorporation of multi-modes of X-rays into ptychographic reconstructions, and this particular approach accommodates arbitrary complex coherence function in the iterative algorithms. In this study, we use a two-dimensional Gaussian-Shell model to approximate possible arbitrary complex coherence function as suggested by K.A. Nugent [18]. Future studies can extend this approximation to more complex forms of mutual coherence function, and we believe studies of multi-modes of X-rays in ptychography can be explored more intensively in the near future because of its promises of high-resolution diffraction imaging of extended objects with high efficiency.

7. Variables that are of importance for ptychography

This paper is focused on partial coherence correction on various degree of probe and object diversities; the degree of overlap; and the relative coherence length $\sigma/L$. Recent studies on other important variables such as degree of binning of diffraction intensities; the fundamental ptychographic sampling (FPS) [30], which is related to the oversampling ratio in the reciprocal-space diffraction intensities. Edo et al. discovered[30] that converged reconstructions are obtained with an oversampling ratio of 0.5, much lower than the conventional lower limit of oversampling ratio of 2 in CDI, that is the Nyquist sampling requirement in conventional diffraction imaging. Interestingly, this study demonstrates that certain requirements could be relaxed in ptychography compared to that in CDI, such as the minimum sampling ratio that is needed in reciprocal-space diffraction plane. That is, the ptychographical reconstructions are independent of sampling ratio in reciprocal-space diffraction intensities as long as the requirements of
sampling ratio in real-space as a function of probe size and position on sample is satisfied.

8. Importance of the parameters used in numerical simulations

Degree of coherence: The degree of coherence $\sigma/L$ represents the ratio of X-ray beam size on sample to the transverse coherence length of X-ray illumination in a particular beamline at a particular X-ray energy. Our study shows that 20% of degree of coherence $\sigma/L$ is sufficient for data convergence no matter what samples are used in experiments. This implies that for a fixed X-ray illumination size on sample the coherence defining aperture (especially in hard X-ray coherence beamlines where coherence of X-ray illumination is controlled by coherence defining slits that are usually placed upstream of sample) can be as low as 20%. Therefore slits can be selected to be bigger to allow more X-ray flux arriving at sample. This finding is very useful since a lot of samples of scientific interests are weak scatterers, thus higher incident flux can help to reduce exposure time (therefore reduce total data acquisition time required in ptychography experiments) and to increase signal-to-noise ratio in ptychography experiments.

X-ray probe phase diversity: In our study we have demonstrated that in simulation high phase diversity X-ray probe gives best ptychography reconstructions. This is particular important in real experiment because unwanted noises are present in experimental data due to various origins such as Poisson counting noises of CCD detector; cosmic rays; or instrumental instabilities etc. that would reduce data quality. If we introduce high diversity probe to ptychography experiments, better data convergence can be obtained when other experimental parameters are kept the same.

Sample phase diversity: Real samples can be real; weakly-complex or highly-complex structures. In transmission-geometry ptychography experiments when majority of samples of this geometry are deposited on a thin SiN membrane samples can exhibit both real and imaginary components which correspond to absorption and phase contrasts. The absorption and phase components are direct measurements of imaginary and real parts of the complex refractive index ($\beta$ and $\delta$). This is particular important for analysing chemical component of sample. In Bragg-geometry the real part of the complex sample exit wave-function corresponds to the electronic density and the phase part (imaginary part of complex sample exit wave-function) corresponds to atomic displacement in crystal lattice which encodes quantitative information on crystal lattice perturbations. The cases in our simulation contain real-valued weakly-complex and highly-complex sample functions which represent samples with no lattice distortion; weak lattice distortions and highly-strained crystal lattice state. All of which can exist in real samples.

9. Conclusion and future outlooks

We have performed systematic analyses of the role of partial transverse coherence correction in ptychography. We have shown convincingly that this correction leads to significantly improved reconstructions over a wide range of coherence and overlap parameters. We have found that the coherence corrected ptychography reconstructions converged well whenever the $\sigma/L$ value was above 0.25, and the overlap ratio was above 40%. A complex Lena probe gave the best convergence, for all coherence, overlap and maximum object phase values, according to error metrics analyses. Earlier researchers found that data convergence in CDI was dramatically improved with high phase diversity probes, and here we came to the same conclusion for ptychography. Moreover, we proved that, according to both real-space and reciprocal-space error metrics, ptychography with partial coherence correction works well for objects with phase ranges above , suggesting that ptychography is a very robust technique for typical materials that usually exhibit the strong phase structures when they are strained. We found there were limits to the degree of partial coherence, below which ptychographic reconstructions fail to converge at all. We have formally established the lower phase cut-off limits and we hope our results can
provide useful criteria to experimentalists for the selection of coherence properties. In the case of weak-scattering samples, sufficient coherence is needed to achieve enough signal-to-noise ratio for good quality ptychographic reconstructions.
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