The time structure of hadronic showers in highly granular calorimeters with tungsten and steel absorbers

This content has been downloaded from IOPscience. Please scroll down to see the full text.

2014 JINST 9 P07022
(http://iopscience.iop.org/1748-0221/9/07/P07022)

View the table of contents for this issue, or go to the journal homepage for more

Download details:

IP Address: 131.169.95.181
This content was downloaded on 19/01/2015 at 13:34

Please note that terms and conditions apply.
The time structure of hadronic showers in highly granular calorimeters with tungsten and steel absorbers

The CALICE Collaboration


a deceased.

1 Now at DESY Hamburg, Germany.
2 Now at Tohoku University, Japan.
3 Now at Stony Brook University (SUNY), Department of Physics and Astronomy, Stony Brook, NY, U.S.A.
4 Now at Hamburg University, Germany.
5 On leave from ITEP.
6 Also at DESY Hamburg, Germany.
7 Also at Argonne National Laboratory.
13 Fakultät für Physik und Astronomie, University of Heidelberg, Albert Überle Str. 3-5, 2.0G Ost, D-69120 Heidelberg, Germany
14 Department of Physics, Kyungpook National University, Daegu, 702-701, Republic of Korea
15 Department of Physics and Astronomy, University of Iowa, 203 Van Allen Hall, Iowa City, IA 52242-1479, U.S.A.
16 Department of Physics and Astronomy, University of Kansas, Malott Hall, 1251 Wescoe Hall Drive, Lawrence, KS 66045-7582, U.S.A.
17 Department of Physics, Kyushu University, Fukuoka 812-8581, Japan
18 Department of Physics, Imperial College London, Blackett Laboratory, Prince Consort Road, London SW7 2AZ, U.K.
19 Center for Cosmology, Particle Physics and Cosmology (CP3), Université Catholique de Louvain, Chemin du cyclotron 2, 1320 Louvain-la-Neuve, Belgium
20 Université de Lyon, Université Lyon 1, CNRS/IN2P3, IPNL 4, rue E. Fermi, 69622, Villeurbanne CEDEX, France
21 CIEMAT, Centro de Investigaciones Energéticas, Medioambientales y Tecnológicas, Madrid, Spain
22 Institute of Particle Physics and Department of Physics, Montréal, Quebec, H3A 2T8 Canada
23 Institute of Theoretical and Experimental Physics, B. Cheremushkinskaya ul. 25, RU-117218 Moscow, Russia
24 P.N. Lebedev Physical Institute, Russian Academy of Sciences, 117924 GSP-1 Moscow, B-333, Russia
25 Department of Physics, Moscow Physical Engineering Inst., MEPHI, 31, Kashirskoye shosse, 115409 Moscow, Russia
26 Max Planck Inst. für Physik, Föhringer Ring 6, D-80805 Munich, Germany
27 Laboratoire de l’Accélérateur Linéaire, Centre Scientifique d’Orsay, Université de Paris-Sud XI, CNRS/IN2P3, BP 34, Bâtiment 200, F-91898 Orsay CEDEX, France
28 Laboratoire Leprince-Ringuet (LLR), Ecole Polytechnique, CNRS/IN2P3, F-91128 Palaiseau, France
29 OMEGA — École Polytechnique, CNRS/IN2P3, F-91128 Palaiseau, France
30 Charles University, Institute of Particle & Nuclear Physics, V Holesovickach 2, CZ-18000 Prague 8, Czech Republic
31 Institute of Physics, Academy of Sciences of the Czech Republic, Na Slovance 2, CZ-18221 Prague 8, Czech Republic
32 Centre National de l’Energie, des Sciences et des Techniques Nucléaires, B.P. 1382, R.P. 10001, Rabat, Morocco
33 Department of Physics, Shinshu University, 3-1-1 Asaki, Matsumoto-shi, Nagano 390-861, Japan
34 College of Information and Communication Engineering / WCU Department of Energy Science, Sungkyunkwan University, Suwon, 440-746, Republic of Korea
35 Bergische Universität Wuppertal, Fachbereich C Physik, Gaussstrasse 20, D-42097 Wuppertal, Germany

E-mail: fsimon@mpp.mpg.de
Abstract: The intrinsic time structure of hadronic showers influences the timing capability and the required integration time of hadronic calorimeters in particle physics experiments, and depends on the active medium and on the absorber of the calorimeter. With the CALICE T3B experiment, a setup of 15 small plastic scintillator tiles read out with Silicon Photomultipliers, the time structure of showers is measured on a statistical basis with high spatial and temporal resolution in sampling calorimeters with tungsten and steel absorbers. The results are compared to GEANT4 (version 9.4 patch 03) simulations with different hadronic physics models. These comparisons demonstrate the importance of using high precision treatment of low-energy neutrons for tungsten absorbers, while an overall good agreement between data and simulations for all considered models is observed for steel.
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1 Introduction

Hadronic calorimeters are key systems in modern collider experiments, contributing substantially to the measurement of jets and missing energy, and often also to triggering and background suppression based on timing. For the latter, an understanding of the intrinsic time structure of hadronic showers is important. This is particularly relevant at colliders with high background rates and short time spacing between collisions, such as the future multi-TeV Compact Linear Collider (CLIC) [1], with a bunch crossing rate of 2 GHz and high beam-induced background rates from $\gamma\gamma \rightarrow \text{hadrons}$ processes.

The time structure of hadronic showers is characterized by prompt energy depositions by relativistic hadrons and by electrons and positrons from electromagnetic subshowers following $\pi^0$ and $\eta$ production in the cascade, and by a delayed component extending to $\mu$s time scales, mainly from neutron-induced processes such as elastic scattering and particle emission following neutron capture. The relative importance of these components depends on the absorber material, which strongly influences the amount of produced neutrons, and on the active material, where in particular the hydrogen content determines the direct sensitivity to MeV-scale neutrons.

For the barrel hadron calorimeters at CLIC, tungsten is considered as absorber material to achieve a maximum compactness of the detector while also obtaining good containment for jets with TeV energies [2]. To study the behavior of hadron calorimeters with tungsten absorbers and to validate the simulation of such a calorimeter, the CALICE collaboration has constructed
and tested a $\sim 1$ m$^3$ prototype of a tungsten calorimeter with highly granular scintillator readout (W-AHCAL) [3], based on the active elements of the CALICE analog hadron calorimeter (AH-CAL) [4]. In the context of CLIC, the timing aspects of such a calorimeter are of particular importance, since they play a key role in the rejection of beam-induced hadronic background [5]. Since the AHCAL elements do not provide a time resolved readout, the Tungsten Timing Test-Beam (T3B) experiment [6] was included in the test beam campaigns to obtain a first measurement of the time structure of hadronic showers. T3B is an add-on detector to the CALICE calorimeters with 15 small scintillator cells read out with sub-ns time resolution over a time window of 2.4 $\mu$s, and can provide information on the time structure on a statistical basis by studying large data samples. To provide data for steel absorbers in addition to the tungsten data, the T3B experiment also took data together with the CALICE semi-digital hadron calorimeter (SDHCAL) [7], which is based on resistive plate chamber (RPC) readout and a steel absorber structure. Since the optimization of the detector concepts for future colliders and the evaluation of their performance is based on GEANT4 simulations, the validation of the modelling of the time structure of the calorimeter response is of high importance. Thus, simulations performed with different hadronic shower models are confronted with the data taken with the T3B setup.

This article presents the results of the T3B experiment obtained during two test beam periods at the CERN SPS, one in September 2011 together with the W-AHCAL and one in October 2011 together with the SDHCAL. A brief introduction to the physics of hadronic showers is given in section 2 and the test beam setup is described in section 3, followed by a short description of the data reconstruction and of the simulation in sections 4 and 5. The results and the comparisons of data and simulations are presented in section 6.

2 The time structure of hadronic showers

The variety of interactions which take place within hadronic cascades results in a complex structure of hadronic showers, which also has consequences for the time evolution of the signal of calorimeters. A detailed discussion of the underlying physical processes can be found in [8] and references therein.

The cascade starts with the inelastic interaction of the incoming highly energetic hadron, which produces secondary relativistic hadrons as well as spallation nucleons with typical energies of 100 MeV and fragments from the destruction of the nucleus the hadron interacted with. The excited nuclear remnants emit evaporation nucleons, predominantly neutrons with energies in the MeV range. The energetic particles induce further nuclear reactions, leading to the creation of a hadronic shower, while low-energy charged particles get stopped in the material. The neutrons, with a substantially larger mean free path, spread throughout the calorimeter and get moderated by elastic and inelastic interactions, and result in neutron capture processes when reaching eV-scale energies. While the creation of relativistic hadrons and the spallation processes occur quasi-instantaneously, the evaporation processes extend to ns time-scales and the neutron captures occur substantially delayed due to the flight time of the neutrons during the moderation process, extending to time scales of $\mu$s.

In the calorimeter, the energy depositions from relativistic hadrons as well as from the electromagnetic part of the shower originating from the decay of $\pi^0$s and $\eta^0$s created in highly energetic...
inelastic reactions result in a prompt signal component. The evaporation neutrons provide signals on the few to few tens of ns, predominantly by elastic interactions with the active detector medium. For hydrogenous active components, such as plastic scintillators, this signal component is thus expected to be enhanced with respect to detectors with low hydrogen content. The neutron capture processes also result in detectable signals if they occur close to the interface between absorbers and active elements, leading to a very late signal component extending to $\mu$s time scales. Since the late signals are predominantly due to neutrons which spread out in the calorimeter while the relativistic particles are concentrated along the shower core, their relative importance is expected to increase with increasing distance from the shower axis.

The absorber material has a substantial influence on the relative importance of the late components of the cascade. The amount of neutrons produced in spallation and evaporation processes depends on the nucleus, and increases for heavier nuclei. In lead, for example, the number of neutrons is estimated to be approximately a factor of 3 to 4 higher than in steel [8], with the largest enhancement seen for evaporation neutrons. For tungsten, a similar (but somewhat smaller) enhancement with respect to steel is expected, based on the size of the nucleus. Experimentally, a larger delayed signal component in comparison to steel absorbers has been observed in uranium calorimeters [9], where fission processes provide an additional neutron source. Detailed spatially unresolved measurements of the time structure in a uranium-scintillator sampling calorimeter show contributions from recoiling protons on the few 10 ns time scale, and signals from photons following neutron capture on the few 100 ns to $\mu$s time scale [10], consistent with the picture of the hadronic shower evolution discussed above. For a scintillating fiber / lead calorimeter, an exponentially decaying late component with a time constant of around 9.5 ns has been observed [11], demonstrating the importance of late shower components and correspondingly longer integration times also for lead-based calorimeters. In a copper-based dual readout calorimeter with plastic scintillator and quartz fibers a time constant of around 20 ns was observed [12]. The absence of this late signal in the Cherenkov component of the detector signal points to shower neutrons as the origin of this signal component. The measurements also show the expected increasing importance of the late shower component with increasing distance from the shower axis.

3 The experimental setup

The T3B experimental setup consists of one strip of 15 plastic scintillator tiles [13] with a size of $30 \times 30 \times 5$ mm$^3$, read out by Hamamatsu MPPC silicon photomultipliers (SiPMs), as illustrated in figure 1. The first scintillator tile, labeled “0” in the figure, is centered on the beam axis, so that T3B samples the shower from the central core out to a radius of 449 mm. The complete setup is encased in an aluminium cassette with additional temperature sensors to monitor the environmental conditions. Each photon sensor is read out via a preamplifier board connected to one of the inputs of 4-channel USB oscilloscopes\(^1\) with a sampling frequency of 1.25 GS/s, 8 bit vertical resolution and a readout window of 2.4 $\mu$s per trigger. More details on the T3B setup are given in [6]. The material budget of the T3B layer along the beam axis is shown in table 1, left.

\(^1\)Picotech PicoScope 6403.

In the test beam experiments, the T3B layer was placed directly behind the respective hadron calorimeter prototype (W-AHCAL or SDHCAL), in an arrangement as shown in figure 2. For the
Figure 1. Illustration of the layout of the T3B detector (left), with 15 square scintillator tiles arranged in a strip from the beam axis outwards. The photograph (right) shows the opened T3B layer, with the scintillator cells connected to preamplifiers with SiPMs and the required cabling. The position of the beam axis is indicated.

Figure 2. The setup at the test beam at the CERN SPS H8 beam line in the North Hall. The tail catcher TCMT was only present for runs with the CALICE W-AHCAL, and not installed for runs with the Fe-SDHCAL. Illustration not to scale.

Table 1. The components and their respective thickness $d$ of the layers of the three different detectors (T3B left, W-AHCAL center, SDHCAL right), listed by their appearance when following the beam downstream. The plastic scintillator material is polystyrene in the case of the W-AHCAL and polyvinyltoluene in the case of T3B.

<table>
<thead>
<tr>
<th>T3B Layer</th>
<th>Component</th>
<th>$d$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Al Cassette</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Air</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>Scintillator</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>Air</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>PCB</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>Al Cassette</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>W-AHCAL Layer</th>
<th>Component</th>
<th>$d$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Steel Support</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Tungsten</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Air</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>Steel Cassette</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Cable Mix</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>PCB</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Scintillator</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>Steel Cassette</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Air</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>24.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fe-SDHCAL Layer</th>
<th>Component</th>
<th>$d$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Steel 304L</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Epoxy</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>PCB</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>Mylar</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>Graphite</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>Glass</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>RPC Gas</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>26.13</td>
</tr>
</tbody>
</table>
data taking period together with the W-AHCAL, a tail catcher and muon tracker (TCMT) with steel absorbers was installed 90 mm downstream of T3B. This additional detector was not present for data taking with the SDHCAL. Simulation studies with and without this additional detector have shown that the presence of the TCMT does not have a noticeable effect on the results discussed below. Data from this detector, as well as data from the wire chambers upstream of the calorimeters is not used in the present analysis since it was not available for data taking with the SDHCAL.

The W-AHCAL consists of 38 instrumented layers, each with a material composition as given in table 1, center. The tungsten used for the absorber layers is an alloy with a density of 17.8 g/cm³ consisting of 92.99% W, 5.25% Ni and 1.76% Cu. The lateral size of the calorimeter is 0.99 × 0.99 m², and the depth is 931 mm, corresponding to 5.1 λ_I. The tungsten in each layer is arranged in an octagonal shape embedded in a square aluminium frame, with a lateral extension of the tungsten of 0.81 m in the region where T3B was installed. The absorber elements consist of 10 mm thick tungsten plates and a 0.5 mm thick steel support layer. More details on the W-AHCAL are given in [3]. T3B was installed in the mechanical support structure of the W-AHCAL where layer 40 would be, with 34.5 mm of air separating T3B from the readout cassette of the last calorimeter layer. The mechanical support structure of the calorimeter includes an aluminium frame which partially covers the outermost T3B tile. Consequently, this tile is not used in the data analysis to avoid a bias from the different material composition in front of that tile.

The SDHCAL consists of a total of 50 absorber layers of machined stainless steel (type 304L) with a thickness of 20 mm, with the first 40 layers equipped with RPC chambers for readout, and the last ten layers left empty in the test beam period considered here. The lateral size of the detector is 1 × 1 m², and the depth is 1306.5 mm, corresponding to 6.5 λ_I. The material composition of one SDHCAL layer equipped with an RPC is given in table 1, right. Here, T3B was installed directly behind the last absorber layer, with no air gap separating T3B from the last SDHCAL absorber layer.

For both setups the event recording of T3B was triggered by a coincidence of two scintillator sensors upstream of the respective calorimeter prototype. When operating together with the W-AHCAL, the trigger signal was taken from the data acquisition system of the W-AHCAL, providing the possibility for a synchronized analysis of T3B data and data from the main calorimeter. During data taking together with the SDHCAL, the trigger was generated by a coincidence unit directly from the trigger scintillator signals, since the SDHCAL data acquisition was still being commissioned in the beam period used, providing insufficient trigger rate to achieve the large event numbers required by T3B. An additional gate generator was used to veto additional triggers for 3 μs after an accepted trigger to allow the T3B DAQ to record the full time window for each event and to provide sufficient time for all oscilloscopes to return to the state of waiting for triggers. Since the trigger rate was typically at the level of a few 100 Hz this did not result in a significant dead time of the data acquisition. For both setups, the trigger scintillator coincidence signal was also recorded on one channel of the T3B data acquisition, to identify potential double particle events and to reject calibration triggers of the W-AHCAL DAQ.

Particle identification was possible via two threshold Cherenkov detectors upstream of the calorimeter prototypes, with their thresholds set to distinguish between pions and kaons and between kaons and protons. The signals of these Cherenkov detectors were also recorded by the T3B DAQ, providing the potential for particle identification, which is however not used in the analysis described in the present paper. Further details on the T3B DAQ are given in [6].
4 Data set and event reconstruction

The data samples considered in this paper are taken from run periods in September 2011 together with the W-AHCAL, and in October 2011 with the SDHCAL. In both test beam programs data were collected at various energies and with both positive and negative polarity. Due to the small active area of the T3B experiment, large event samples are needed for a precise measurement of the late shower components, so we concentrate here on the analysis of data taken with positive mixed hadron beams at 60 GeV, which is by far the largest data sample available at one energy for both configurations. For the runs with the W-AHCAL and the SDHCAL the same beam settings were used, resulting in an identical muon contamination of the hadron beams of approximately 5%. Since no tail catcher that could be used as a muon veto was available for the SDHCAL data run, and a full synchronisation of the data streams of the W-AHCAL and T3B was not performed, muons events could not be rejected. They are present in both the tungsten absorber and the steel absorber data set. In addition to the hadron runs, large samples of muon data with an energy of 180 GeV were collected for calibration purposes together with the SDHCAL.

The data are stored as raw waveforms by the T3B DAQ. These waveforms are further processed by a dedicated calibration and reconstruction software, which identifies the time of each firing microcell of the photon sensor and provides a time distribution of identified photon equivalents (p.e.) with sub-nanosecond resolution. From the identified single photon signals, detector hits are reconstructed by requiring a minimum of 8 p.e. within a time window of 9.6 ns. This time window is chosen since it approximately corresponds to the recovery time of the photon sensor, thus making the occurrence of afterpulses within this time window very unlikely. These pulses originate from the delayed release of trapped electrons in the SiPM, resulting in additional pulses which are correlated with the original signal. Since the the probability for additional cell breakdowns are reduced during the recharging period of a cell, afterpulses are unlikely within the first few ns after the original signal. The hits are calibrated in energy using the scale given by the most probable signal of a minimum ionizing particle traversing a T3B tile, 1 MIP, which corresponds to a visible energy deposit of 805 keV in the scintillator, as determined from GEANT4 simulations. The reconstruction threshold of 8 p.e. corresponds to approximately 0.4 MIP. The timing of reconstructed hits is given by the time of the second p.e., to mitigate the influence of the thermal dark rate of the photon sensors. This procedure introduces an amplitude-dependent bias of the reconstructed hit time, which is corrected for with a time-slewing correction. For the analysis presented in this paper, only the first hit in each detector channel in a given event is considered. The time of this hit is referred to as time of first hit (ToFH) in the following. The use of only the first hit in each detector channel avoids the influence of afterpulsing of the photon sensor. At the same time, the impact of the restriction to the first hit in each detector cell is quite small, since the high granularity of the readout makes multiple hits of the same cell at different times during one event unlikely. Dedicated studies have shown that the probability for multiple hits separated by more than 10 ns is at the few percent level, with a conservative upper limit of 12%. This limit is largely influenced by the high rate of afterpulsing. Further details of the calibration and reconstruction procedure are given in [6].

A time calibration is performed to determine the relative time offsets between the different data sets due to the use of different trigger systems and other changes in the experimental setup which influence signal run times. This calibration uses the distribution of all identified first hits of the
Table 2. Timing precision and acquired statistics of the different data sets. The muon sample was acquired with steel absorber.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>180GeV muons</th>
<th>60GeV hadrons - steel</th>
<th>60GeV hadrons - tungsten</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timing Precision</td>
<td>1.07ns</td>
<td>1.00ns</td>
<td>0.70ns</td>
</tr>
<tr>
<td>Events in Analysis</td>
<td>5.40M</td>
<td>1.60M</td>
<td>4.06M</td>
</tr>
<tr>
<td># Events with Hits</td>
<td>790k</td>
<td>203k</td>
<td>716k</td>
</tr>
<tr>
<td># First Hits</td>
<td>854k</td>
<td>312k</td>
<td>1014k</td>
</tr>
<tr>
<td>Multiplicity</td>
<td>1.08</td>
<td>1.54</td>
<td>1.42</td>
</tr>
</tbody>
</table>

central T3B tile only, to avoid possible time-of-flight effects and influences of the different beam profiles in muon and hadron runs. The time resolution of the complete system, which is influenced by the intrinsic time resolution of the T3B scintillator cells including the readout system, by the data analysis procedure and by the time jitter of the trigger, is extracted from the width of the main peak of the timing distribution for each data set. The width of the distribution is determined by a Gaussian fit. Table 2 gives the available statistics for each data set, the events with at least one T3B hit which are further analyzed, the overall number of identified first hits and the resulting average multiplicity in T3B as well as the determined timing precision, which ranges from 1.07 ns to 0.7 ns for muons in steel and for pions in tungsten, respectively. The differences in precision are due to the different trigger setups used. The highest precision is obtained for hadron data taken with the W-AHCAL, where the CALICE trigger system with a coincidence of two $10 \times 10 \times 1$ cm$^3$ trigger scintillators with PMT readout is used. For the steel absorber data, taken with the SDHCAL, a stand-alone trigger was used for both muon and hadron runs. This system has a larger time jitter due to the use of different scintillators, PMTs and different coincidence electronics. For data taking with muons, larger trigger scintillators are used to increase the area of the main calorimeter that is covered by the trigger, making use of the wide profile of the muon beam. These larger scintillators result in an additional time jitter, making the muon data set the one with the lowest timing precision.

5 Simulations

In addition to providing precise information on the average time structure of hadronic showers in different absorber materials, a goal of the T3B experiment is to validate hadronic models used for Monte Carlo based simulations of hadronic cascades provided by the Geant4 toolkit [14, 15]. The simulations were performed using Geant4 version 9.4p03, with the full experimental setup of the main calorimeter and T3B implemented using the material composition listed in table 1. Saturation effects in the scintillator for heavily ionizing particles are modelled using Birk’s law [16] to account for the reduced visible energy for the interactions of low-energy recoil protons and nuclear fragments. For this, the standard implementation in Geant4 is used, provided by the class G4EmSaturation. This parametrizes the saturation effect as $\frac{dL}{dx} \propto \frac{dE}{dx} / (1 + k_B \cdot \frac{dE}{dx})$, where $\frac{dL}{dx}$ is the light output per unit length, $\frac{dE}{dx}$ the energy deposition by the particle, and $k_B$ a material-dependent parameter describing the saturation. In the present study, the Geant4 default saturation parameter for plastic scintillator is used, given by $k_B = 0.0794$ mm/MeV [17]. In addition to the simulation of the interaction of particles in the detector provided by Geant4, the T3B detector response is
simulated by a data-driven digitization procedure [6] which accounts for the time distribution of photon signals originating from instantaneous energy depositions and for effects of photon statistics originating from the overall small numbers of detected photons.

5.1 Hadronic cascade models

GEANT4 implements various models for hadronic cascades, each covering a specific energy region. To provide a description of hadronic interactions over the full relevant energy range, several such models are grouped together into hadronic physics lists [15, 18]. In this paper, three physics lists are used: QGSP_BERT, QGSP_BERT_HP and QBBC. For each physics list and each detector configuration 2 million pion events were simulated.

QGSP_BERT uses the quark-gluon-string model QGS [19], together with a precompound model to handle the de-excitation of states created in the inelastic interaction, at energies above 12 GeV. The low energy parametrized LEP model is used at energies between 9.5 GeV and 25 GeV, and the Bertini cascade BERT [20] at energies below 10 GeV. In the overlap of energy ranges between models a specific model is chosen for the simulation of each interaction, with a probability which is zero at the start (or end) of its applicability range and one at the energy at which it becomes the only applicable model. QGSP_BERT_HP is identical to the first list, except that it incorporates an additional high-precision (HP) extension for the realistic simulation of low energy neutrons below 20 MeV using measured cross sections.

The third physics list considered is QBBC, which uses the QGS model together with a precompound model at energies above 12 GeV, the Fritiof string-parton model with a precompound model at energies between 4 GeV and 25 GeV and the Bertini cascade at energies below 5 GeV. Below 1.5 GeV the Binary cascade model is used for nucleons. Instead of the HP extension, it uses a different, computationally faster dedicated implementation for the tracking of slow neutrons.

The selected physics lists provide the possibility for a study of the importance of the realism of the simulation of the slow neutron component and allows a comparison of different implementations of neutron tracking.

6 Results

In this section, the analysis results of a reconstructed and calibrated subset of the test beam data acquired with the T3B experiment are presented. The analyzed data comprise hadron shower events (from impinging π+ and protons, with a fractional contribution of 60% and 40%) at 60GeV as well as muon data at 180GeV beam energy. Since muons do not induce hadronic cascades, their energy depositions occur promptly. At the same time, the muon data are also subject to all detector effects. Thus, the timing of the hadron data sets is investigated relative to the standard signal of muons. Unless stated otherwise, the analysis includes all T3B first hits in a time window of −20ns to 200ns around the hardware trigger time (t = 0). Each hit is characterized by its time, which is determined with a precision of approximately 1 ns [6], by its energy in units of MIP and by its distance from the beam axis, given by the position of the cell it occurs in.

Figure 3 shows the distribution of hits for two out of the three variables, namely time and energy, for muons with steel absorbers as well as hadrons for both absorber materials. The hits in all T3B cells are combined, and the same number of events with at least one T3B hit is shown for all
Figure 3. Distribution of 203103 T3B events with identified first hits with respect to their time of occurrence and the energy deposited by them for different run characteristics, namely muon data (top) and hadron data in steel (bottom, left) and tungsten (bottom, right). The color-coded axis shows the number of entries per bin.

data sets to ease the comparison. The number of included events is defined by the hadron data set in steel, the data set with the lowest number of events with identified T3B hits, as shown in table 2. These distributions already give a first impression of the differences between muons and hadrons, and the differences between the temporal shower development in steel and tungsten. The muon data are characterized by instantaneous energy depositions, with a very low additional contribution of low-energy late hits originating from thermal noise of the photon sensors. For hadrons a substantial late activity, in particular at lower hit energy, is visible. These delayed signals are more pronounced for tungsten than for steel. Projections of these distributions, with an additional dimension given by the T3B cell number, form the basis of the following more detailed analysis.

6.1 Systematic uncertainties

For an assessment of the significance of the differences observed between data and simulations a full evaluation of possible systematic uncertainties is necessary. The time of first hit used in the present analysis is a very robust variable, which can be also very well described in simulations. Still, six possible sources of systematic uncertainties were identified:

- The relative timing between data sets: for each data set, both in data and in fully digitized simulations, the time offset which is used to define $t = 0$ is determined with a Gaussian fit
to the prompt signal component, as discussed further in [6]. The uncertainty of this determination is at the level of 100 ps to 200 ps, resulting in the assignment of a 0.2 ns systematic timing uncertainty for comparisons of different data sets.

- The T3B position relative to the beam axis: T3B is installed in the W-AHCAL and in the SDHCAL such that the nominal beam axis goes through the center of tile 0. The uncertainties on the positioning of the T3B layer and of the beam is at the centimeter level. Conservatively, a systematic uncertainty of the size of one tile (3 cm) is assigned to the radial distance for the studies as a function of radius. This uncertainty is converted into a corresponding uncertainty in time using the radial dependence of the mean time of first hit of simulations with the QGSP\_BERT\_HP physics list, discussed in detail in section 6.4. This uncertainty ranges from 0.2 ns at $r = 0$ in both steel and tungsten to 0.4 ns and 0.7 ns at $r = 40.2$ cm for steel and tungsten, respectively.

- The T3B energy scale: the energy scale of each tile is determined in test bench measurements with a $^{90}$Sr source. The difference between the response to $^{90}$Sr electrons and MIPs is determined with muons from dedicated muon runs in the central T3B cell, and accounted for in the calibration. The uncertainty of the calibration is at the 1% level, based on the uncertainty of the fits of the most probable value of the signals. In addition, corrections are made based on the measured gain of the photon sensor, as discussed in [6]. The precision of the gain determination is also at the 1% level, leading to the assignment of an energy scale systematic of 2% for the studies as a function of deposited energy. As for the case of the position uncertainty, this is converted to a corresponding uncertainty in time using the energy dependence of the mean time of first hit of simulations with the QGSP\_BERT\_HP physics list. At 0.5 MIP in tungsten, this results in an uncertainty of 0.2 ns, in steel the corresponding uncertainty is 0.1 ns. For hit energies above 0.8 MIP the uncertainty is below 0.02 ns for both tungsten and steel, and thus negligible.

- The time-slewing correction: the correction for the amplitude dependence of the hit time determination may introduce a residual energy dependence of the hit time determination. From the small residual slope of the time distribution for muon hits as a function of hit energy observed after the correction, the systematic uncertainty is estimated to be at the level of 0.1 ns.

- The geometrical difference between the tungsten and steel setups: there is an additional potential uncertainty when directly comparing tungsten and steel data due to the different depth of the location of T3B behind the W-AHCAL and SDHCAL, both geometrically and in units of interaction length. The possible impact of this was studied by performing simulations with different detector depths. These studies show a negligible uncertainty at small shower radii, and uncertainties smaller than 0.25 ns at the largest radii. This uncertainty affects only the direct comparison of the radial dependence of the mean time of first hit in tungsten and steel.

- The normalization of the different data sets: when comparing the number of T3B hits per time bin observed in data and simulations, there is a normalization uncertainty related the
number of true hadron events in the sample. While the number is perfectly well known for simulations, in data an uncertainty originates from the muon component of the beam and from detector noise which can also result in the fulfillment of the acceptance requirement of an event with a T3B hit. A 10% uncertainty on the data normalization is assigned to account for this uncertainty when comparing the absolute number of hits per time bin. For bins where this value is smaller than the noise contributions observed in muon events the noise level is taken as the uncertainty instead.

From these individual uncertainties, the total uncertainties are obtained by adding the relevant ones for each measurement in quadrature. The resulting total systematic uncertainties for the data-MC comparisons for the distributions as a function of hit energy are from 0.3 ns to 0.2 ns in tungsten, and 0.2 ns for all energies in steel. For the distributions as a function of radial distance from the beam axis, the total systematic uncertainties range from 0.3 ns to 0.5 ns for steel and from 0.3 ns to 0.7 ns for tungsten. For the comparison of the radial dependence of the mean time of first hit observed in data for tungsten and steel the total systematic uncertainty is 0.3 ns at small radii and up to 0.8 ns at the largest radius due to the additional uncertainty originating from the geometrical differences of the two setups. The systematic uncertainties are summarized in table 3.

6.2 Hadronic shower timing in different absorber materials

Within a hadronic cascade, absorber materials with high atomic number Z and higher neutron content are expected to release an increased number of evaporation neutrons. Such neutrons contribute substantially to delayed energy depositions predominantly by two mechanisms relevant at different times relative to the first interaction. The elastic scattering of evaporation neutrons with the active detector material is expected to contribute on time scales of a few ns to a few tens of ns, while neutron capture induces energy depositions with delays up to several µs due to the time-of-flight of low-energy neutrons and the lifetimes of unstable states. Thus, an increased late component of the showers in tungsten (Z = 74) is expected compared to steel (Z = 26), as discussed in more detail in section 2.
This expectation is confirmed by the data. Figure 3 (top) shows that all energy depositions initiated by impinging muons are concentrated in a small time window of a few ns around the trigger time (t=0). The isolated late hits in this figure are caused by SiPM noise and give a good assessment of the quality of the noise rejection criteria applied for the analysis. Less than 0.05% of all first hits are identified at a hit time later than 8 ns. The situation is very different for the hadron...
data samples. In the case of steel, shown in figure 3 (bottom left), 1.2% of the first hits are detected with a delay of more than 8 ns. In the case of tungsten, presented in figure 3 (bottom right), the late shower component is even more emphasized with 3.6% of the first hits occurring delayed. While the largest part of a hadron shower (99.92% of the first hits) has decayed after 50 ns in the case of steel data, the tungsten data exhibits a notable late activity (0.5% of the first hits) even at times beyond 50 ns after the particle impact.

In general, it is observed that the late shower activity is significantly larger for tungsten compared to steel data at all times. This is shown in figure 4, in which the time distribution of all first hits, normalized to the number of events with T3B hits, is plotted. The number of hits is given in bins of 0.8 ns, the time binning provided by the T3B data acquisition. The top part of the figure shows the distribution up to 200 ns after the trigger on a linear scale, while the bottom part shows the region from 8 ns to 2000 ns on a logarithmic scale. Similarly to the muon time distribution, the hadron data samples exhibit a quasi-instantaneous component which contributes (due to the intrinsic time resolution of T3B, see [6] for details) only in a range of −8 ns to 8 ns. Additionally, in the case of hadron data, there is a fast shower component $\tau_{\text{fast}}$ contributing at intermediate times which passes smoothly into a slow shower component $\tau_{\text{slow}}$ (at $t \approx 50$ ns). Therefore, for a first evaluation of the involved physics processes, the late time development of hadron showers is fitted by a simple model which consists of the sum of two exponential decays and a constant $c$,

$$
\frac{dN}{dt} N_{\text{tot}} = A_{\text{fast}} \cdot e^{-\frac{t}{\tau_{\text{fast}}}} + A_{\text{slow}} \cdot e^{-\frac{t}{\tau_{\text{slow}}}} + c, \quad (6.1)
$$

where $N$ is the number of identified first hits, $N_{\text{tot}}$ is the total number of events with T3B hits, and $A_{\text{fast}}$ and $A_{\text{slow}}$ are the amplitudes of the fast and slow component, respectively. The additional constant takes into account the random SiPM noise contribution and possible additional contributions with very long time constants, which cannot be resolved by T3B due to the limited acquisition window. From laboratory measurements with the 15 SiPMs used in the T3B experiment, the noise contribution is expected to be of the order of $1 \times 10^{-6}$ hits / 0.8 ns, in agreement with the observed level of very late hits in the muon sample shown in figure 4, fitted with a constant for times later than 30 ns. Variations in the run conditions (such as temperature or voltage variations) influence the occurrence of SiPM noise.

Since the fit is performed over six orders of magnitude on the vertical axis, a two-step approach is followed to ensure sensitivity to the low-amplitude late component. First, the slow component is fitted together with the constant in the range from 90 ns to 2000 ns. The parameters obtained are then fixed in the subsequent second fit with the full function as given in Equation 6.1, which is used to determine the fast component. With this procedure, a fast decay time of about 8 ns is found for both hadron data samples (7.7 ± 0.1 ns for steel, 8.7 ± 0.1 ns for tungsten data), which is interpreted as signals originating from the scattering of MeV-scale evaporation neutrons in the active medium. The very late shower development differs considerably for steel and tungsten data. In the case of steel data, the slow decay occurs with a time constant of about 80 ns (76 ± 1 ns). The contribution of this component to the total signal is less than 10% at times later than 290 ns, where the constant $c$ dominates the distribution. For tungsten data, on the other hand, the slow decay time amounts to about 500 ns (480 ± 20 ns) and plays an important role (with a contribution of > 10% to the total signal) up to the end of the investigated acquisition time at 2 µs. This is shown in figure 4.
Table 4. Summary of the main results of the fit to the time of first hit distributions in figure 4. The ratio of integrals is defined by Equation 6.2. See text for further details.

<table>
<thead>
<tr>
<th>fit parameter</th>
<th>steel</th>
<th>tungsten</th>
<th>ratio of integrals $R_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{fast}}$</td>
<td>$7.7 \pm 0.1$ ns</td>
<td>$8.7 \pm 0.1$ ns</td>
<td>$2.3 \pm 0.5$</td>
</tr>
<tr>
<td>$\tau_{\text{slow}}$</td>
<td>$76 \pm 1$ ns</td>
<td>$480 \pm 20$ ns</td>
<td>$13.4 \pm 2.7$</td>
</tr>
<tr>
<td>constant</td>
<td>$(3.06 \pm 0.08) \times 10^{-6}$</td>
<td>$(5.48 \pm 0.19) \times 10^{-6}$</td>
<td>$(1.24 \pm 0.03) \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Figure 5. Energy dependence of the mean time of first hit for muon data with steel absorbers (red) and hadron data with steel (green) and tungsten (blue) absorbers. The bands show the systematic uncertainties.

From the figure it is also apparent that the fit function does not fully model the transition region from the fast to the slow component in tungsten in the region from $\sim 50$ ns to $\sim 100$ ns. This results in an increased $\chi^2$/NDF of 18 for the full fit of the tungsten data, compared to 3.3 in the case of steel. Still, the fit gives a satisfactory description of the overall features of the observed time distribution for both absorbers.

The highly emphasized late shower component of tungsten relative to steel data can be quantified by the ratio $R_i$ of the respective amplitudes $A_i$ multiplied by the corresponding extracted time constants $\tau_i$,

$$R_i = \frac{A_i^W \cdot \tau_i^W}{A_i^{\text{steel}} \cdot \tau_i^{\text{steel}}} \quad (6.2)$$

which is the ratio of the definite integrals of the exponential components from zero to infinity. A ratio $R_{\text{fast}} = 2.3$ is obtained for the fast component. For the slow component the ratio is found to be $R_{\text{slow}} = 13.4$. Table 4 summarizes the main results of the fit.

The energy dependence of the timing of hits is studied in figure 5, which shows the mean time of the first hit as a function of the hit energy for muon, steel and tungsten data. The mean ToFH is always determined in the time range from $-20$ ns and $200$ ns by taking the simple average of the
time of all first hits in this time interval. Since the energy depositions induced by muons are prompt, no energy dependence is observed, as expected. The very slight slope of the time distribution visible in the figure is due to the modelling accuracy of the applied time slewing correction, and is smaller than the systematic uncertainties of the relative timing of the different data sets. For steel, the average hit time is slightly delayed by 1.6 ns at 0.5 MIP, but this delay decreases quickly down to less than 300 ps for energies above 1 MIP. This demonstrates that higher energy deposits occur almost exclusively in the prompt part of the shower. The tungsten data, on the other hand, exhibits a significant delayed shower contribution at all energies. At 0.5 MIPs, the average delay is with 4.7 ns, about three times larger than for steel. At ~ 1 MIP, the mean ToFH does still amount to more than 1.1 ns and decreases down to 500 ps at ~ 5 MIP. Also here the importance of late energy deposits decreases with increasing energy, but contributions of delayed hits are found also at higher hit energies.

6.3 Radial dependence of timing profiles

The prompt shower contribution is dominated by electromagnetic subshowers and by relativistic particles, which are both concentrated along the shower axis. Low-energy neutrons on the other hand spread throughout the calorimeter, and thus contribute both close and far away from the beam axis. This is investigated by studying the lateral timing profile, given by the mean time of first hit as a function of radial distance from the shower axis, as shown in figure 6. The mean time of first hit exhibits an increase with increasing radius, consistent with the expectation of a central core containing the majority of the shower energy, which is mainly deposited by prompt electromagnetic subshowers and relativistic hadrons, and a shower halo of mainly hadronic origin which, in addition to a prompt component, receives sizeable contributions from delayed signals, predominantly generated by neutron-induced processes.
The increase of the mean time of first hit at larger radii is significantly more pronounced in tungsten than in steel. This is due to the larger yield of evaporation neutrons in tungsten, and due to the substantially shorter radiation length and the larger ratio of $\lambda I$ to $X_0$ ($\sim 27$ compared to $\sim 10$) for tungsten compared to steel. At a radius of $\sim 40$cm, the mean TofH is 2.8 times larger for tungsten than for steel (10.8 ns vs. 3.9 ns). In the shower center, this relative timing difference amounts to only 370 ps, which is of a similar order to the systematic uncertainties, as discussed in detail in section 6.1.

### 6.4 Comparison of data to Monte Carlo simulations

To determine the accuracy of shower timing in GEANT4, the T3B data are compared to simulations based on different hadronic physics models, as introduced in section 5. Figure 7 shows the time distribution of the first hits in steel and tungsten absorbers compared to the three physics lists. While QBBC and QGSP\(_{\text{BERT}}\)\(_{\text{HP}}\) reproduce the distribution well for both absorbers, QGSP\(_{\text{BERT}}\) shows some discrepancy with the data. In steel, the shower activity in the intermediate time period from 10 ns to 60 ns is slightly underestimated, while in tungsten the late component $>50$ ns is overestimated by up to a factor of four.

Figure 8 shows the energy dependence of the mean time of first hit, which is well reproduced by all hadronic models considered here in steel, but deviates substantially for QGSP\(_{\text{BERT}}\) in tungsten. Although the functional form is similar to the one from data, the mean TofH turns out to be between 2 ns and 0.5 ns too large over a wide hit energy range of 0.4 MIP to 3.5 MIP, showing that the physics list without high precision neutron tracking produces too many late energy depositions in particular in the lower energy range below 3 MIP (2.5 MeV).

The radial timing profile of the shower, shown compared to simulations in figure 9, further confirms these observations. For steel, all physics lists agree with each other and with data within 1 ns. For tungsten, QGSP\(_{\text{BERT}}\) overestimates the delayed shower contribution, and with that the mean time of first hit at all radii. The discrepancy is seen to increase with increasing distance from the shower axis. While the difference to data in the mean TofH amounts to only 2.0 ns at a radius of
Figure 8. Comparison of the energy dependence of the mean time of first hit of Monte Carlo and test beam data for hadrons in steel (left) and tungsten (right) absorbers. The grey band shows the systematic uncertainties.

Figure 9. Comparison of the radial profile of the mean time of first hit of Monte Carlo and test beam data for hadrons in steel (left) and tungsten (right) absorbers. The grey band shows the systematic uncertainties.

9.2 cm, it increases up to 7.8 ns in the outer shower region at 40.2 cm. For the high precision lists, in general the timing profile agrees well with data, with a slight overestimation of the TofH at the 1–2 ns level for radii larger than 10 cm.

7 Conclusion

The time structure of hadronic showers, and the level of accuracy with which it can be simulated in GEANT4, is highly relevant for calorimeters at future collider experiments. This applies in particular in conditions with high background levels and high repetition rates, such as at CLIC, where tungsten is considered for the absorber material of the hadron calorimeter. The T3B experiment studies the time structure of hadronic showers on a statistical basis with large event samples in hadron calorimeters with steel and tungsten absorbers collected in conjunction with the CALICE imaging calorimeter prototypes. T3B is based on 15 small scintillator tiles with SiPMs and fast
USB oscilloscope readout arranged in a strip to provide full radial sampling of the showers with high granularity and sub-ns time resolution over an acquisition window of 2.4 µs.

The data show late components of hadronic showers, which are substantially more pronounced in tungsten than in steel. The late component is predominantly concentrated at lower hit energies, but also extends up to several MIP-equivalents in tungsten. The importance of the late energy depositions increases with increasing distance from the shower axis, due to the wide lateral spread of late activity driven by neutrons in contrast to the more concentrated evolution of the prompt electromagnetic subshowers and relativistic hadrons. The comparison of detailed detector simulations with the data shows that the time structure is generally quite well modelled in steel. In contrast, the tungsten data is only reproduced by models with a dedicated treatment of low-energy neutrons, such as the high-precision neutron package in QGSP_BERT_HP, or alternative implementations used in the QBBC model. The QGSP_BERT physics list, which is widely used for LHC and linear collider detector simulations, substantially overestimates the amount of late energy depositions in tungsten.
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