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Abstract

This thesis concerns itself with the analytic structure of scattering amplitudes in strongly coupled $\mathcal{N} = 4$ super Yang-Mills theory (abbreviated $\mathcal{N} = 4$ SYM) in the multi-Regge limit. Through the AdS/CFT-correspondence observables in strongly coupled $\mathcal{N} = 4$ SYM are accessible via dual calculations in a weakly coupled string theory on an $\text{AdS}_5 \times \text{S}^5$-geometry, in which observables can be calculated using standard perturbation theory. In particular, the calculation of the leading order of the n-gluon amplitude in $\mathcal{N} = 4$ SYM at strong coupling corresponds to the calculation of a minimal surface embedded into $\text{AdS}_5$. This surface ends on the concatenation of the gluon momenta, which is a light-like curve. The calculation of the minimal surface area can be reduced to finding the solution of a set of non-linear, coupled integral equations, which have no analytic solution in arbitrary kinematics. In this thesis, we therefore specialise to the multi-Regge limit, the n-particle generalisation of the Regge limit. This limit is especially interesting as even in the description of scattering amplitudes in weakly coupled $\mathcal{N} = 4$ SYM in this limit a certain set of Feynman diagrams has to be resummed. This description organises itself into orders of logarithms of the energy involved in the scattering process. In this expansion each order in logarithms includes terms from every order in the coupling constant and therefore contains information about the strong coupling sector of the theory, albeit in a very specific way. This raises the central question of this thesis, which is how much of the analytic structure of the scattering amplitudes in the multi-Regge limit is preserved as we go to the strong coupling regime. We show that the equations governing the area of the minimal surface simplify drastically in the multi-Regge limit, which allows us to obtain analytic results for the scattering amplitudes. We develop an algorithm for the calculation of scattering amplitudes in the multi-Regge limit and apply it to the special cases of the 6- and 7-gluon amplitude. Our results show that for the cases under study the factorisation of the amplitude as predicted by Regge theory is also preserved in the strong coupling limit.
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1. Introduction

Quantum field theory is the pillar on which modern physics rests. It is an indispensable tool from condensed matter physics to cosmology to particle physics and its success in describing nature has only recently again been demonstrated in the discovery of a Higgs-like boson at the LHC [1,2]. But still, eighty years after quantum field theories have first been studied, no four-dimensional, interacting quantum field theory has ever been solved exactly. The lack of exact solutions is partly explained by that fact that standard methods for the perturbative computation of observables using Feynman diagrams work nicely in principle, but quickly become cumbersome beyond the simplest examples, making it difficult to generate exact data. However, the final result is often much simpler than intermediate expressions. The prime example for this is the Parke-Taylor formula [3], describing a colour-ordered $n$-gluon maximally helicity violating (MHV) scattering amplitude\(^1\) at tree level, which, written in spinor helicity variables, is given by

\[
A_{n}^{\text{tree}}(1^+, \ldots, i^−, \ldots, j^−, \ldots, n^+) = \frac{\langle ij \rangle^4}{\langle 12 \rangle \cdots \langle n1 \rangle}. \tag{1.1}
\]

This formula is valid for any number $n$ of gluons. The simplicity of this one-line formula is to be compared with the effort of calculating and summing up $O(n!)$ Feynman diagrams, every single one being more complicated than the final result. This formula begs for another, simpler description.

Over the last decade new powerful methods were developed that allow the calculation of scattering amplitudes without resorting to Feynman diagrams. In fact, the proof of the Parke-Taylor formula Eq.(1.1) is by now textbook material (see, for example, [4]). This progress is mostly due to calculations performed in a special theory, $\mathcal{N} = 4$ supersymmetric Yang-Mills theory with gauge group $SU(N)$, which we abbreviate as $\mathcal{N} = 4$ SYM. This theory is conformally invariant even at the quantum level and is currently the best candidate for being a completely solvable quantum field theory, at least in the planar limit $N \to \infty$. In fact, the scaling dimension of certain operators in $\mathcal{N} = 4$ SYM can by now be calculated efficiently using integrability techniques at all values of the coupling constant [5-10] and it would be desirable to understand how this success can be lifted to more complicated observables.

After scaling dimensions, scattering amplitudes are the simplest quantities characterising a theory. They are of course richer objects than operator dimensions because they are functions of the kinematical invariants and not just numbers, but they still depend solely on on-shell degrees of freedom. Another observable closely related to scattering amplitudes are form factors, which are basically scattering amplitudes with operator insertions and therefore mixtures between off-shell and on-shell degrees of freedom. While

\(^1\)MHV amplitudes describe the scattering of $n$ outgoing gluons with $n - 2$ gluons having positive helicity and 2 gluons having negative helicity. Accordingly, amplitudes with $k$ gluons having negative helicities are called $N^{k-2}$MHV.
these observables are studied, as well (see for example [11–20]), it is fair to say that the main focus still lies on the determination of scattering amplitudes. Correlation functions, being completely off-shell objects are even more complicated and are not part of this review. It should be noted that $\mathcal{N} = 4$ SYM is not realised in nature, of course, but it is certainly a non-trivial gauge theory and understanding any four-dimensional gauge theory non-perturbatively would be a great success. The hope connected with the programme of solving $\mathcal{N} = 4$ SYM certainly is that the obtained results and the techniques developed along the way have validity beyond this particular theory.

The way research on scattering amplitudes developed over the last years typically proceeded along the following steps: a difficult calculation was performed, a simple result was obtained and once the result was understood properly, the result became almost obvious. An example of this, similar in spirit to the Parke-Taylor formula, is a calculation performed by Bern, Dixon and Smirnov [21]. In [21], the authors calculate the 4-gluon MHV amplitude at three loops by standard methods and find that the amplitude exponentiates. More precisely, generalising their result to the $n$-gluon MHV amplitude they find that

$$\log M_n(\varepsilon) := \log \frac{A_n}{A_{n,\text{tree}}} = \sum_{l=1}^{\infty} a^l \left( \frac{\gamma_K^{(l)}}{(\varepsilon)^2} + \frac{\gamma_{\text{col}}^{(l)}}{(\varepsilon)} \right) \sum_{i=1}^{n} \left( \frac{\mu^2}{-(p_i + p_{i+1})^2} \right)^l e^\varepsilon + \gamma_K(a) F_n^{(1)}(\varepsilon) + C_n(a) + O(\varepsilon),$$

(1.2)

In this expression, $\mu$ is the renormalisation scale of the coupling constant $a = \frac{\alpha_s N}{2\pi} (4\pi e^{-\gamma})^\varepsilon$ and the $C_n(a)$ are functions with a fixed transcendental weight (for explicit expressions see [21]). Furthermore, $\gamma_K^{(l)}$ and $\gamma_{\text{col}}^{(l)}$ are the $l$-loop coefficients of the cusp and collinear anomalous dimension, respectively. Most notably, all kinematical dependence in the IR-finite piece is stored in $F_n^{(1)}$ whose coupling dependence is determined solely by the overall factor of the cusp anomalous dimension $\gamma_K(a)$, which is known to all orders in perturbation theory [22]. This finite piece can therefore be determined from a one-loop calculation.

The BDS ansatz is remarkable since not only the IR-divergent part, but also the finite pieces of the amplitude exponentiate and it was conjectured that this is the answer to all loop orders. As it turns out, this conjecture is wrong as was shown by an explicit Wilson loop calculation [23], a calculation at strong coupling [24] and considerations in the multi-Regge limit [25]. However, it was soon found that $\mathcal{N} = 4$ SYM has a dual conformal symmetry. This is another conformal symmetry, unrelated to the space-time conformal symmetry of $\mathcal{N} = 4$ SYM, which is not obvious from the Lagrangian and which was found both in weak [26] and strong coupling [27] calculations. Once the presence of this symmetry was understood it became clear that scattering amplitudes have to satisfy an anomalous Ward identity for dual conformal symmetry [28] for which the finite piece of the BDS ansatz provides the solution to the anomalous part. This allows us to write any MHV amplitude as

$$A_{n,\text{MHV}} = A_{n,\text{MHV}}^{\text{tree}} e^{A_{\text{BDS}} + R},$$

(1.3)

where the remainder function $e^R$ must be a function of dual conformal invariants, so-called cross ratios. Those are only available for more than five gluons, which in turn means that the BDS ansatz in fact gives the full answer for the MHV amplitude for four and five gluons, again nurturing the hopes that scattering amplitudes in $\mathcal{N} = 4$ SYM indeed can be solved completely. In hindsight, it is therefore clear that the BDS ansatz is, up to the remainder function, the only possible solution consistent with dual conformal symmetry.
nicely showing the transition of very difficult calculations becoming almost trivial in the course of a few years.

The main goal then is, of course, the determination of the remainder functions. For the simplest case, namely the 6-point MHV amplitude, the remainder function is by now known to four-loop order [29–31]. Reference [31] nicely shows the current state of art of the field as no reference to any loop integration is made in the calculation. Rather, the answer is fully fixed by understanding the class of functions that can appear in the result, as well as using certain kinematical limits. Whether this programme can easily be lifted to higher loop orders is still an open question, but it certainly shows the superiority of these modern approaches over standard QFT methods.

It is important to note that the study of scattering amplitudes in $\mathcal{N} = 4$ SYM certainly goes beyond just simplifying calculational methods, it has led to conceptual insights. As a specific example, let us mention colour-kinematics duality [32]. Roughly speaking, this duality relates $L$-loop integrands in gravity theories with two $L$-loop integrands of a gauge theory in a specific way, see for example [4] for a proper description. While this duality is so far only proven at tree level [33] (steps towards a proof at one-loop level are presented in [34, 35]), it shows that gravity amplitudes might be conceptually much simpler than is expected from a standard Feynman graph analysis and no more difficult than amplitudes of a gauge theory. In fact, this relation to gauge theory can be used to improve the power-counting analysis of supersymmetric gravity theories which is typically too pessimistic when using Feynman graphs [36]. It also provides a tool for performing high-loop integrals in gravity theories, which might settle the interesting question whether $\mathcal{N} = 8$ SUGRA is a finite theory or not [37–39].

**Scattering amplitudes at strong coupling**

The enormous progress described in the previous paragraphs, however, is not limited to weak coupling calculations. Through the AdS/CFT-correspondence [40], we have access to the strong coupling regime of $\mathcal{N} = 4$ SYM, which, in fact, is the main focus of this thesis. As we will explain in much more detail in chapter 2, AdS/CFT relates strongly coupled $\mathcal{N} = 4$ SYM with a weakly coupled string theory on an AdS$_5 \times$S$^5$ background, which is amenable to a standard perturbative treatment. Specialising further to the planar limit of $\mathcal{N} = 4$ SYM, the theory is related to the supergravity limit of classical string theory on this particular background, which means that observables in strongly coupled $\mathcal{N} = 4$ SYM are determined by classical calculations on the string side of the correspondence. In this framework, scattering amplitudes have first been studied in [27] and a solution is developed in a series of papers [41–44] which relate a scattering amplitude of strongly coupled $\mathcal{N} = 4$ SYM to the area of a minimal surface which is embedded into AdS$_5$ and ends on the concatenation of the gluon momenta on the boundary of AdS$_5$. Using integrability, the area of this minimal surface can be calculated through the solution of a set of complicated non-linear, coupled integral equations. These particular equations have the form of a thermodynamic Bethe ansatz which usually appears in quantum integrable models. In fact, it is known that the sigma model describing classical string theory on AdS$_5 \times$S$^5$ is classically integrable, i.e. that an infinite amount of conserved charges exists [45], supporting the suspicion that $\mathcal{N} = 4$ SYM is integrable for every value of the coupling constant. In a similar way to the scattering amplitudes, form factors were studied in strongly coupled $\mathcal{N} = 4$ SYM in [24] and progress towards a full solution is made in [46,47].

It should be remarked that $\mathcal{N} = 4$ SYM is not the only theory whose strong coupling
behaviour can be described by a gravity dual. Another well-studied example is ABJM theory [48], which is a three-dimensional Chern-Simons theory arising from the duality with a string theory on $AdS_4 \times CP^3$. However, very little is known about scattering amplitudes at strong coupling in this theory, mostly because it is not clear how to realise a fermionic T-duality at strong coupling in a similar way to $\mathcal{N} = 4$ SYM (see for example the discussion in [49]).

If we want to move from high-loop order calculations at weak coupling to an all-loop order ansatz, the strong coupling expressions derived from AdS/CFT will provide strong constraints on a possible ansatz and it is therefore vital to carefully study strong coupling amplitudes. In the same way, the solution to the operator dimensions in $\mathcal{N} = 4$ SYM was only found after taking into account strong coupling input.

While a full solution for scattering amplitudes at strong coupling exists as mentioned before, this is not the end of the story: the strong coupling description consists of a set of implicit integral equations which do not allow an analytic solution for arbitrary kinematics. This makes a comparison with weak coupling results very difficult. In this thesis, we therefore try to solve a simpler problem by specialising to a special high-energy regime, called the multi-Regge limit (abbreviated MRL).

Other kinematical choices are, of course, possible. For example, in [50–52] the external momenta are restricted to a two-dimensional subspace, which in the strong coupling picture corresponds to a minimal area embedded into an $AdS_3$-subspace of the full $AdS_5$. Furthermore, the limit in which the boundary polygon becomes regular is studied in [53–56]. Another natural kinematical limit to consider is the collinear limit, which gives rise to an OPE-like expansion for light-like Wilson loops [57–60]. From this approach, first all-loop proposals emerged [61–63] based on integrability techniques for the GKP string [64, 65] which, for example, helped to constrain the four-loop remainder function for the 6-point amplitude in [31].

The multi-Regge limit

The multi-Regge limit is by definition the limit for a $2 \to n - 2$ particle amplitude in which the rapidities of the outgoing particles are strongly ordered. This is the natural generalisation of the well-known Regge limit $s \gg -t$ for four-particle scattering. This limit has received a lot of attention as it describes high-energy scattering in QCD and is therefore of phenomenological importance, see for example [66]. The multi-Regge limit is special as it naturally reorganises the perturbative expansion. In fact, even if calculations are performed at weak coupling $\alpha_s$, loop integrals can lead to large compensating factors such that the dominant part of the $n$-loop contribution is proportional to $\alpha_s^n \log^n s \sim \mathcal{O}(1)$, where $s$ is the energy involved in the scattering process. Since this is not a small parameter, these contributions have to be resummed. Summing the dominant diagrams leads to the so-called leading logarithmic approximation (abbreviated LLA). The resummation of all dominant diagrams works out in such a way that the answer looks like an effective particle with $t$-dependent spin, a so-called Reggeon, is exchanged. Remarkably, if one allows for several Reggeons to be exchanged, their evolution is described by the Hamiltonian of an integrable spin chain [67–69]. This is already true for multi-colour QCD. How this spin chain integrability relates to the integrability seen in $\mathcal{N} = 4$ SYM is a very interesting and still open question.

The multi-Regge limit has also been studied in $\mathcal{N} = 4$ SYM, both employing methods similar to those in QCD and using the modern methods developed in the last years. The
class of functions governing the multi-Regge limit is identified in [70]. It is a special class of harmonic polylogarithms and this basis turns out to be restrictive enough to easily determine the expansion in the coupling constant at a given logarithmic accuracy. Such an expansion can provide strong constraints on a general ansatz for an amplitude and was indeed used to bootstrap the four-loop remainder function in the 6-point case. Furthermore it is shown in [71] that this class of functions can be used to analytically determine the coefficients in the Mueller-Navelet dijet cross section to any loop order in LLA. In LLA, QCD and $\mathcal{N} = 4$ SYM give the same results, showing that the methods developed in $\mathcal{N} = 4$ SYM can have direct impact in phenomenological applications. If and how this analysis extends to NLLA in either QCD or $\mathcal{N} = 4$ SYM is an open problem.

Further studies in the multi-Regge limit include the study of the Wilson line picture [72] and the study of the multi-Regge limit in colour-kinematics duality [73, 74]. In this thesis we will focus on results obtained in [25, 75] which are based on the factorisation of amplitudes in the multi-Regge limit. By studying the BDS ansatz in various kinematical regimes which are defined by the signs of the Mandelstam invariants, it is shown in [25] that the BDS ansatz does not have the correct analytic structure starting from six gluons to be compatible with the expected factorisation of the amplitude. Practically, this means that another term has to be present to fix the analytic structure, which is just the remainder function mentioned before. From this framework it is furthermore possible to derive a dispersion relation-like expression for the remainder function [76]. Physically, these contributions arise from a Regge cut generated by the bound state of two Reggeons. Finding the strong coupling equivalent of these Regge cut contributions will be a main aspect of this thesis. Since they will play a major role in our investigations, we will describe these factorisation-based methods in some detail in chapter 3.

As remarked before, due to the necessary resummation of the large logarithms, every logarithmic order contains all-loop information in the coupling constant, albeit in a very specific way. Hence it is a very natural question to ask how much of the all-loop information as obtained from a weak coupling calculation in the multi-Regge limit survives as we go to the strong coupling regime. This is the central question of this thesis and will guide us through the following chapters.
Organisation of this thesis

Some comments on the organisation of this thesis are in order. As explained in the last sections, the results we find are ultimately results about the structure of a gauge theory at strong coupling. However, the methods which lead us to these results are purely string-theoretic. We therefore focus on the description of the string theory side and introduce the gauge-theoretic description along the way to an extent which allows a comparison with our results. In detail, this thesis is organised as follows:

- In chapter 2 we provide a self-contained introduction to the calculation of scattering amplitudes via AdS/CFT, showing the relation to the calculation of minimal surfaces and a review of the integrability techniques that lead to the set of integral equations governing the amplitudes.

- Chapter 3 then introduces the multi-Regge limit. After a proper definition and the introduction of the kinematical invariants we use, we derive some necessary kinematical identities and briefly review the methods and results from weak coupling to which we want to compare our results in later chapters.

- In chapter 4 we then combine the two subjects and study the equations governing the strong coupling amplitudes in the multi-Regge limit. We find that the integral equations simplify drastically and allow us to obtain analytic results for the scattering amplitudes. The results we find provide a clear path towards an explicit algorithm which determines the amplitudes in the multi-Regge limit. These results are originally obtained in [77].

- This algorithm is worked out in detail for a general number of gluons in chapter 5. We will find that there exists a set of Bethe ansatz equations which determine the amplitude. In order to find the correct solution of the Bethe ansatz we have to perform numerical calculations which are also explained.

- Following [78–80] this algorithm is then applied to the calculation of the 6- and 7-point amplitudes in chapters 6 and 7, respectively. Our results are nicely consistent with gauge theory calculations at weak coupling, which we review, as well.

- We conclude in chapter 8 and highlight opportunities for future work. Technical details are collected in several appendices.
2. \( \mathcal{N} = 4 \) super Yang-Mills

2.1. Field theory

The theory under investigation in this thesis is maximally supersymmetric \( \mathcal{N} = 4 \) Yang-Mills theory with gauge group \( SU(N) \). Its field content is fully fixed by extended supersymmetry \([81]\) and consists of a vector field \( A_\mu \), 4 Weyl fermions \( \psi_{aA}, \bar{\psi}_{\dot{a}}^A \) with \( a, \dot{a} = 1, 2 \) and \( A = 1, \ldots, 4 \) and 6 real scalars \( \phi^{AB} \) with antisymmetric superscript. In total these are \( 2 + 6 \) bosonic and \( 4 \cdot 2 \) fermionic degrees of freedom. All fields are in the adjoint representation of \( SU(N) \), which means that we can write them as matrices \( X = t_a X^a \) with \( t_a, a = 1, \ldots, N^2 - 1 \), being a set of traceless anti-Hermitian \( N \times N \) matrices which generate the fundamental representation of the gauge group \( SU(N) \). The Lagrangian of this theory can be obtained by dimensional reduction of ten-dimensional \( \mathcal{N} = 1 \) super Yang-Mills theory, which results in

\[
S = \frac{1}{g_{YM}^2} \int d^4x \text{Tr} \left( -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - (D_\mu \phi_{AB}) (D^\mu \phi^{AB}) - \frac{1}{2} [\phi_{AB}, \phi_{CD}] [\phi^{AB}, \phi^{CD}] \\
+ i \bar{\psi}_{\dot{a}}^A \sigma^a_\mu D_\mu \psi_a A - \frac{i}{2} \bar{\psi}_{\dot{a}}^A [\phi^{AB}, \psi_a B] - \frac{i}{2} \bar{\psi}_{\dot{a}}^A [\phi_{AB}, \bar{\psi}_{\dot{a}} B] \right),
\]

(2.1)

with two free parameters, \( g_{YM} \) and \( N \), the covariant derivative \( D_\mu \) and some matrices \( \sigma^a_\mu \), see \([82]\) for details. This theory has the remarkable property that the coupling constant \( g_{YM} \) does not run \([83, 84]\), which implies that the classical conformal symmetry of the theory is maintained also at the quantum level and the theory is ultraviolet finite. Since this is a massless gauge theory, it still contains infrared divergences which we will discuss later on.

From the Lagrangian Eq.(2.1) we could in principle deduce the Feynman rules and start calculating scattering amplitudes or other observables. However, as already explained in the introduction, research of the last ten years shows that there are much smarter ways to perform calculations, which include different choices of variables, the use of symmetries and knowledge about the class of functions governing a given observable. As we will not perform any perturbative field theory calculation in this thesis, we refrain from going into more details. Recent reviews of this beautiful subject include \([4, 82]\).

2.2. AdS/CFT

The framework which allows us to go beyond pure field-theoretic weak coupling calculations in \( \mathcal{N} = 4 \) SYM is the AdS/CFT-correspondence \([40, 85, 86]\). Let us therefore briefly introduce the main ideas, for detailed reviews we refer the reader to \([87, 88]\).

AdS/CFT is a duality between a string theory and a field theory and arises from the study of D-brane solutions. Let us therefore consider type IIB string theory with a stack of \( N \) D3-branes in flat ten-dimensional Minkowski space. The excitations of this theory
contain open strings which end on the branes, as well as closed strings from the excitations of the flat space. Furthermore, the open and closed strings can interact, so that the total effective action for this setting in the low-energy limit schematically reads

\[ S = S_{\text{brane}} + S_{\text{bulk}} + S_{\text{int}}, \quad (2.2) \]

where \( S_{\text{bulk}} \) describes the massless excitations of the closed strings, which is just type IIB supergravity. \( S_{\text{brane}} \) describes the low-energy limit of the world-volume theory on the D3-branes which is \( U(N) \mathcal{N} = 4 \) SYM with higher-derivative corrections. Finally, \( S_{\text{int}} \) describes the interaction between the two systems. However, taking the low-energy limit in which all dimensionless quantities are held fixed while \( \alpha' \to 0 \), Maldacena shows in [40] that the interaction part of Eq.(2.2) vanishes and the bulk and the brane sectors decouple. Furthermore, this limit suppresses all higher-derivative terms in the world-volume theory and we end up with pure \( U(N) \mathcal{N} = 4 \) SYM.

On the other hand, the branes can be interpreted as solitonic solutions of the classical supergravity equations of motion. In fact, the solution for the case at hand is known and the backreaction of the stack of branes on the metric is given by

\[ ds^2 = H^{-\frac{1}{2}} \eta_{\mu \nu} dx^\mu dx^\nu + H^{\frac{1}{2}} \left( dr^2 + r^2 d\Omega_5^2 \right), \quad \text{where} \quad H = 1 + \frac{R^4}{r^4} \quad (2.3) \]

and \( R^4 = 4\pi g_s \alpha'^2 N \), with the string coupling constant \( g_s \). For large \( r \) this reduces to flat ten-dimensional space. To see what happens close to the branes, we make a change of variables \( z := \frac{R^2}{r} \) and find

\[ ds^2 = \frac{R^2}{z^2} \left( \eta_{\mu \nu} dx^\mu dx^\nu + dz^2 \right) + R^2 d\Omega_5^2 \quad (2.4) \]

in the limit \( r \ll R \), which is the metric of the product space \( \text{AdS}_5 \times \mathbb{S}^5 \). One can then wonder which excitations an observer at infinity would see in the low-energy limit. Firstly, the massless excitations for \( r \gg R \) contribute, which is just the field content of type IIB supergravity. However, excitations from the region \( r \ll R \) are highly redshifted due to the redshift factor calculated from Eq.(2.3) and an observer at infinity would measure the energy

\[ E_\infty = E_0 \sqrt{\frac{g_{tt}(r)}{g_{tt}(\infty)}} \approx E_0 \frac{r}{R} \quad (2.5) \]

Therefore, massive excitations from the region \( r \ll R \) survive the low-energy limit and an observer at infinity would see the full spectrum of type IIB string theory on \( \text{AdS}_5 \times \mathbb{S}^5 \). As it turns out, the two regions \( r \ll R \) decouple because of the gravitational potential close to \( r \sim 0 \).

We see that in both interpretations of the brane system, we find a decoupled system of type IIB supergravity. Since we started from the same situation and just interpreted the D-brane system differently, this result suggests that we should also identify the other decoupled systems, which gives rise to the idea that \( \mathcal{N} = 4 \) SYM is equivalent to type IIB string theory on \( \text{AdS}_5 \times \mathbb{S}^5 \). This is a remarkable idea as it postulates the equivalence of a field theory with a theory of quantum gravity.

Keeping track of the parameters in the above considerations, one finds the following correspondence,

\[ g_{YM}^2 = g_s, \quad R^4 = 4\pi g_s N \alpha'^2. \quad (2.6) \]
CHAPTER 2. $\mathcal{N} = 4$ SUPER YANG-MILLS

In its strongest form the AdS/CFT hypothesis proposes the equivalence of the two models for any value of $g_s$ and $N$. However, arbitrary values of $g_s$ and $N$ include very quantum regimes of either theory and it is difficult to make any progress beyond comparing static elements such as the symmetry groups or the mapping of states. But even classical limits lead to very non-trivial statements. Using Eq. (2.6) we see that the limit

$$N \to \infty, \text{ with } \lambda := g_{YM}^2 N \text{ fixed},$$

(2.7)

where $\lambda$ is called 't Hooft coupling, identifies the planar limit of the field theory with a free string theory. Taking the $\lambda \to \infty$ limit, we end up with the identification of the infinite coupling limit of planar $\mathcal{N} = 4$ SYM with the SUGRA approximation of classical string theory on $\text{AdS}_5 \times \text{S}^5$, which is the weakest form of the hypothesis. This is a very interesting regime, as it provides access to the strong coupling regime of a field theory which is not accessible from standard perturbation theory. Turning this around, the AdS/CFT duality relates a non-perturbative string theory with a perturbative field theory, which might actually serve as a non-perturbative definition of string theory. Of course, this virtue of the duality also reflects the enormous difficulty in proving it - we have to face non-perturbative effects on at least one side of the correspondence. In the $N \to \infty$ limit progress is made using integrability techniques (for a review see [89]), some of which we will review below. In this thesis, we will use AdS/CFT as a computational tool, which provides the strong coupling analogue of scattering amplitudes and compare our results to weak coupling field theory computations. In fact, one might interpret our results as a non-trivial check of the hypothesis in its weakest form.

2.3. Amplitudes at strong coupling

2.3.1. Finding the correct prescription

We now want to find the description of a gluon scattering amplitude in strongly coupled $\mathcal{N} = 4$ SYM via AdS/CFT. The results presented below are derived in a series of papers [24, 27, 41–44] and we closely follow those references and the review [90] in this section.

We start from the brane picture of AdS/CFT, in which $\mathcal{N} = 4$ SYM arises as the world-volume theory on a stack of $N$ D3-branes. The matter content of the theory is represented by open strings attached to the branes, where the branes on which the open string ends determine the colour indices of the corresponding gluon in the low-energy limit. To calculate a gluon scattering amplitude we therefore face the problem of calculating the scattering of open strings which end on D3-branes. Since we are calculating the scattering amplitude of massless particles in a gauge theory, we will necessarily find IR-divergences. We therefore introduce an IR-regulator by moving the brane on which the strings end\footnote{To be more general, one should consider the possibility that the strings end on different branes. In this case, one would move all $k$ branes to which a string is attached away from the stack, effectively breaking $SU(N + k) \to SU(N) \times U(k)$. However, the central results can be obtained already for the case $k = 1$, which we therefore use in the main text.} a finite distance from the stack of the remaining D3-branes. We then take the large-$N$ and the decoupling limit for the remaining branes on the stack, which generates the $\text{AdS}_5 \times \text{S}^5$ background, as discussed before. We remain with a probe D3-brane embedded into the background

$$ds^2 = \frac{R^2}{z^2} \left( \eta_{\mu\nu} dx^\mu dx^\nu + dz^2 \right),$$

(2.8)
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\[ k_1, k_4, k_2 \]

\[ z = \infty \]

\[ z = z_{IR} \]

Figure 2.1.: Initial setup for the calculation of a colour-ordered amplitude at strong coupling. We separate one D3-brane from the stack to regulate IR-divergences and scatter strings on this brane, giving rise to a world-sheet with the topology of a disk with vertex operator insertions.

with a fixed \( z \)-coordinate \( z = z_{IR} \) and we neglected the \( S^5 \)-part of the metric. As the branes are originally located at \( z = \infty, z_{IR} \) is a large but finite quantity and removing the IR-regulator would correspond to sending \( z_{IR} \to \infty \). The asymptotic states we scatter then are the open strings attached to the IR-brane. From a world-sheet perspective we have the topology of a disk with vertex operator insertions on the boundary. Each ordering of the vertex operators corresponds to a colour-ordered amplitude. This setup is shown in figure 2.1.

A crucial observation is that for any value of the field theory momentum \( k \) of a particle we are scattering, the proper momentum of the corresponding string \( k_{Str} = k \frac{z_{IR}}{R} \) is very large. This means that all inner products \( k_i, Str \cdot k_j, Str \) become large, which corresponds to the regime of high-energy, fixed-angle string scattering. This regime is studied in flat space in [91,92] with the result that the string scattering amplitude in this kinematical situation is dominated by a saddle point of the classical action. As shown in [91,92] this result is largely independent of the string states which are scattered and the particular string theory under consideration, since the dominant terms come from the universal bosonic part. Classically, these bosonic terms just describe the area of the world-sheet, which the saddle point then extremises. We therefore see that the leading contribution to the amplitude we want to calculate is given by a minimal area. We now perform a coordinate transformation

\[ \partial_\alpha y^\mu = i \frac{R^2}{z^2} \epsilon_{\alpha \beta} \partial_\beta x^\mu, \]  

(2.9)

which formally looks like a T-duality transformation, but of course the \( x^i \) are not periodic directions. We furthermore invert the radial coordinate, \( r := \frac{R^2}{z} \), after which the metric
reads
\[ ds^2 = \frac{R^2}{r^2} \left( \eta_{\mu\nu} dy^\mu dy^\nu + dr^2 \right), \]
(2.10)
which again is an $\text{AdS}_5$ space with the same radius as before but the IR-brane is now located at $r_{IR} = \frac{R^2}{z_{IR}}$, close to the boundary of the $\text{AdS}_5$ space. Since this dual $\text{AdS}_5$ space again has an $SO(2,4)$ isometry group which is not the isometry group of the original $\text{AdS}_5$ space, this coordinate transformation hints at a hidden symmetry\(^2\), which we now know to be dual conformal symmetry. At the time of publication these results, together with similar observations at weak coupling\(^2\), were the first hints of the covariance of amplitudes in $\mathcal{N} = 4$ SYM under dual conformal symmetry\(^3\).

To find the boundary conditions in the new metric, recall that a T-duality interchanges Neumann and Dirichlet boundary conditions so that the boundary of the world-sheet will be located at fixed values in the four T-dualised directions. Furthermore, T-duality interchanges momentum with winding, so that the boundary condition that the original coordinates $X^\mu$ carry momentum $k_i$ near the operator insertions translates into the statement that the boundary of the world-sheet gets shifted by an amount
\[ \Delta y^\mu = 2\pi k_i^\mu, \]
(2.11)
every time an operator with momentum $k_i$ is inserted. This naturally introduces the dual variables $y_i$ which parametrise the positions of the cusps of the boundary curve and are defined by the relations
\[ k_i = y_{i-1} - y_i, \]
(2.12)
with adjacent $y_i$ being null-separated, $(y_{i-1} - y_i)^2 = 0$. These intuitive arguments can be verified explicitly by following [95], as is nicely shown in [96]. This shows that the correct boundary conditions for our problem in the new variables are such that the minimal area ends on the contour of the concatenated momenta of the scattered particles. This contour is closed because of momentum conservation and every edge is light-like since we are scattering massless gluons. Furthermore, colour-ordering is reflected in the way the gluon momenta are attached to each other. An example of such a contour is shown in figure 2.2.

We have reached a remarkable conclusion. The leading contribution to a gluon scattering amplitude in $\mathcal{N} = 4$ SYM is given by the area of a minimal surface, which is embedded into $\text{AdS}_5$ and ends on the boundary of $\text{AdS}_5$ on a closed polygon with light-like edges,
\[ \text{Amp.} \sim e^{-\frac{\sqrt{\lambda}}{\pi} \text{Area}(k_i)}, \]
(2.13)
where the full coupling dependence is in the prefactor of the exponent. Note again that this is the leading contribution for any scattering amplitude and that information such as the helicity of the gluons are subleading in $\sqrt{\lambda}$. The first subleading order would give rise to a $\lambda$-independent prefactor in Eq.(2.13), which can be zero (as it must, for example, for the case of amplitudes with all gluons having the same helicity). To find this prefactor, one would have to include quantum effects in the calculation. First steps in this direction are made for Wilson loops in [97].

\(^2\)In fact, in [93] it is shown that some of the dual conformal generators correspond to the non-local conserved quantities that appear due to the integrability of the original sigma model [45].

\(^3\)We only consider bosonic coordinates in the main text. However, by defining a suitable transformation for the fermionic directions of the superstring sigma model, this result can be lifted to account for dual superconformal symmetry, as well [93], [94].
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The prescription Eq.(2.13) is formally the same as the one given for the calculation of the expectation value of a Wilson loop via AdS/CFT [98, 99]. Note, however, that the boundary in the case of the scattering amplitude lives in the dual AdS$_5$ space, not in the original AdS$_5$ space. This shows that at strong coupling amplitudes are equivalent to the expectation value of a light-like Wilson loop in a dual AdS$_5$ space. After this result was first obtained in [27], a similar result was verified also in weak coupling calculations [26] and by now the equivalence between scattering amplitudes and light-like Wilson loops is expected to hold at any value of the coupling [100, 101], with caveats explained in [102]. Furthermore, this amplitude ↔ Wilson loop duality was extended to a triality which also includes correlation functions of local operators in the limit where all insertion points become light-like separated [103–108].

While we found a very nice geometric prescription of how to determine an amplitude in strongly coupled $\mathcal{N} = 4$ SYM, it turns out to be very difficult to obtain explicit results. In [27], the 4-point amplitude is obtained. To compare their result with the BDS ansatz, the authors employ the strong coupling analogue of dimensional reduction, which amounts to considering a Dp-brane with $p = 3 - 2\varepsilon$. This introduces a regularisation parameter $\varepsilon$, as well as an IR-cutoff scale $\mu$, which appears since the analytic continuation of the coupling constant $\lambda$ to an arbitrary dimension is no longer dimensionless, see [27] for details. Using these parameters the exponent of Eq.(2.13) for the 4-point amplitude is given by

$$-\frac{\sqrt{\lambda}}{2\pi} \text{Area} = \left( -\frac{1}{\varepsilon^2} \frac{\lambda \mu^{2\varepsilon}}{(-s)^\varepsilon} - \frac{1}{\varepsilon} \frac{1}{2\pi} (1 - \log 2) \sqrt{\frac{\lambda \mu^{2\varepsilon}}{(-s)^\varepsilon}} + (s \leftrightarrow t) \right)$$

$$+ \frac{\sqrt{\lambda}}{8\pi} \log^2 \frac{s}{t} + \frac{\sqrt{\lambda}}{4\pi} \left( \frac{\pi^2}{3} + 2 \log 2 - \log^2 2 \right).$$

(2.14)

Noting that at strong coupling, the leading term for the cusp anomalous dimension is given by $\gamma_K = \frac{\sqrt{\lambda}}{\pi} + \ldots$ [85], this result nicely matches the BDS ansatz Eq.(1.2) evaluated
at strong coupling. In [24], a large number of light-like edges is used to mimic a space-like Wilson loop for which the result at strong coupling is known [98,99]. In fact, the result of this calculation is not in accord with the BDS ansatz and was one of the first hints that the BDS ansatz fails for a large number of gluons at the time of publication. However, other than these two results, analytic solutions for the minimal area problem are hard to obtain and the general solution of the problem is found using integrability techniques, as we will show in the following. Before closing, let us remark that the above results have been generalised to include fundamental particles by incorporating a D7-brane in the background [96, 109, 110], to amplitudes at finite temperature by adding a black hole in the background [111, 112] and to \( \beta \)-deformed \( N = 4 \) SYM in [113].

2.3.2. General solution for AdS\(_3\)

In this section we will present the general solution of the minimal area problem for the case in which the minimal surface can be embedded into an AdS\(_3\)-subspace, following [90]. This is a simpler problem, but will contain the relevant ideas for the solution of the general case.

We start by embedding AdS\(_3\) into \( \mathbb{R}^{2,2} \) as the surface
\[
\vec{X}.\vec{X} := -X_{1,1}^2 - X_{0,0}^2 + X_{1,0}^2 + X_{0,1}^2 = -1. \tag{2.15}
\]
In terms of these coordinates, the world-sheet equations of motion and Virasoro constraints in conformal gauge are given by
\[
\partial \bar{\partial} \vec{X} - \left( \partial \vec{X}.\partial \vec{X} \right) \vec{X} = 0, \quad \partial \vec{X}.\partial \vec{X} = \bar{\partial} \vec{X}.\bar{\partial} \vec{X} = 0. \tag{2.16}
\]
The boundary curve on which the minimal surface shall end is determined by the \( N \) positions \( x_i \) of the cusps, with adjacent cusps being null separated, \( x_{i,i+1}^2 = 0 \). Due to the two-dimensional geometry of the boundary the polygon has to have an even number of edges \( N = 2n \), because we demand it to be closed. The polygon can then be specified by \( n \) light-cone coordinates \( x_i^+ \) and \( n \) light-cone coordinates \( x_i^- \), where the first cusp is at the position \( (x_1^+, x_1^-) \) and we alternately change the \( x^+ \) or \( x^- \)-component. The second cusp, for example, is at \( (x_2^+, x_2^-) \), the third at \( (x_3^+, x_3^-) \) and so on. Below we will introduce a regularised area Eq.(2.24), which is invariant under dual conformal symmetry. Therefore, it can only depend on conformal cross ratios,
\[
\chi_{ijkl}^\pm := \frac{x_{i,j}^\pm x_{k,l}^\pm}{x_{i,j}^\pm x_{k,l}^\pm}, \tag{2.17}
\]
where \( x_{i,j}^\pm = x_i^\pm - x_j^\pm \), of which there are \( N - 6 \), since we have \( 2N \) coordinates \( x_i^\pm \), \( N \) relations \( x_{i,i+1}^2 = 0 \) and 6 generators of global conformal symmetry in two dimensions.

We now perform a change of variables\(^4\)
\[
\alpha(z, \bar{z}) = \log \partial \vec{X}.\bar{\partial} \vec{X}, \quad p^2(z) = \partial^2 \vec{X}.\partial^2 \vec{X}. \tag{2.18}
\]
Using Eq.(2.16) it is easy to show that \( p(z) \) is a holomorphic quantity, while \( \alpha(z, \bar{z}) \) satisfies a generalised Sinh-Gordon equation,
\[
\partial \bar{\partial} \alpha - e^\alpha + p\bar{p}e^{-\alpha} = 0. \tag{2.19}
\]
\(^4\)Note that the function \( p(z) \) is defined differently in [42], both definitions are, however, equivalent.
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To get a feeling for the new variables, we can express the explicitly known four-cusp solution [27] in terms of these variables to find

\[ p(z) = 1, \quad \alpha(z, \bar{z}) = 0. \]  (2.20)

Note that the four-cusp solution corresponds to the simplest possible case. For the case of \(2n\) cusps, we generalise these observations by choosing \(p(z)\) to be a polynomial of degree \(n - 2\),

\[ p(z) = z^{n-2} + a_{n-4}z^{n-4} + \cdots + a_0, \]  (2.21)

since this choice is consistent with the four-cusp result Eq.(2.20) and it is the simplest possible choice which contains the same number of parameters as we have cross ratios, namely \(n - 3\) complex coefficients. In Eq.(2.21) we have used scaling and translation invariance to set the first and second parameter to 1 and 0, respectively.

This entails that \(\alpha \to \frac{1}{2} \log \frac{p}{\bar{p}}\) as \(z \to \infty\) because this behaviour is both consistent with the 4-point result Eq.(2.20) and satisfies Eq.(2.19). Using the polynomial \(p(z)\) we can furthermore define the variable \(w\) by the relation

\[ dw = \sqrt{p(z)} dz. \]  (2.22)

The area we want to calculate is given in terms of these variables by

\[ A = \int e^\alpha \sqrt{p} \bar{p} d^2 w, \]  (2.23)

which is just the original action written in terms of the new coordinates. In fact, we know that this area will diverge as it approaches the boundary because the metric diverges. To define a regularised area, we simply subtract the boundary behaviour with \(\alpha = \frac{1}{2} \log \frac{p}{\bar{p}}\) and denote

\[ A_{\text{reg}} = \int \left( \frac{e^\alpha}{\sqrt{p} \bar{p}} - 1 \right) d^2 w. \]  (2.24)

We focus on the regularised area in the following, the regularisation of the boundary behaviour is explained in [42]. The virtue of the new variables is that they allow us to introduce an integrable structure, i.e. a one-parameter family of flat connections, into the problem, as we shall see in the following. To begin, we write down two linear auxiliary problems, called left and right problem, for spinor fields on the world-sheet

\[ (d + A^L) \psi^L_{\dot{a}} = 0, \quad (d + A^R) \psi^R_{\dot{a}} = 0, \]  (2.25)

in which the new variables appear in the connections

\[ A^L_z = \left( \begin{array}{cc} \frac{1}{4} \alpha & \frac{1}{\sqrt{2}} e^{\frac{1}{2} \alpha} \\ \frac{1}{\sqrt{2}} p e^{-\frac{1}{2} \alpha} & -\frac{1}{4} \partial \alpha \end{array} \right), \quad A^L_{\bar{z}} = \left( \begin{array}{cc} -\frac{1}{4} \partial \alpha & \frac{1}{\sqrt{2}} \bar{p} e^{-\frac{1}{2} \alpha} \\ \frac{1}{\sqrt{2}} e^{\frac{1}{2} \alpha} & \frac{1}{4} \partial \alpha \end{array} \right), \]  (2.26)

\[ A^R_z = \left( \begin{array}{cc} \frac{1}{4} \partial \alpha & -i \frac{1}{\sqrt{2}} e^{\frac{1}{2} \alpha} \\ -i \frac{1}{\sqrt{2}} p e^{-\frac{1}{2} \alpha} & -\frac{1}{4} \partial \alpha \end{array} \right), \quad A^R_{\bar{z}} = \left( \begin{array}{cc} -\frac{1}{4} \partial \alpha & i \frac{1}{\sqrt{2}} \bar{p} e^{-\frac{1}{2} \alpha} \\ i \frac{1}{\sqrt{2}} e^{\frac{1}{2} \alpha} & \frac{1}{4} \partial \alpha \end{array} \right). \]  (2.27)

After finding a solution to these linear equations, we can reconstruct a solution to the original equations using

\[ X_{a, \dot{a}} := \left( \begin{array}{cc} X_{-1} + X_2 & X_1 - X_0 \\ X_{-1} + X_2 & X_{1} + X_0 \end{array} \right) = \psi^L_{\alpha, \dot{a}} \delta^\alpha \beta \psi^R_{\beta, \dot{a}}, \]  (2.28)
where indices $a, \dot{a}$ denote the two independent solutions to each of the auxiliary problems and $\alpha, \beta$ denote their components. Near the boundary, the connections simplify since $\alpha \sim \frac{1}{2} \log \rho \bar{\rho}$ and $p \sim z^{-2}$. With these simplifications we can explicitly solve the linear problems for large $z$ and schematically find

$$
\psi^L_a \sim \lambda^+ a e^{w + \bar{w}} + \lambda^- a e^{-(w + \bar{w})},
$$

(2.29)

$$
\psi^R_{\dot{a}} \sim \tilde{\lambda}^+ \dot{a} e^{-i(w - \bar{w})} + \tilde{\lambda}^- \dot{a} e^{i(w - \bar{w})},
$$

(2.30)

where $w \sim z^{\frac{3}{2}}$ at large $z$. The first solution to the left problem grows exponentially for $\Re(w) > 0$, while the second grows in the other half-plane. Similarly, each of the solutions of the right problem dominates in one of the half-planes $\Im(w) \lesssim 0$. Put together, this shows that in each quadrant of the $w$-plane one solution of both $\psi^L$ and $\psi^R$ diverges as $z \to \infty$. Using Eq.(2.28) we see that this translates into the statement that for the first quadrant of the $w$-plane the space-time solution behaves like $X_a, \dot{a} \sim \lambda^+_a \lambda^n a e^{w + \bar{w} - i(w - \bar{w})}$ and diverges in the direction specified by the spinor product, i.e. it approaches a point at the boundary. As we change quadrants in the $w$-plane the dominant solution of either the left or the right problem changes, which means that the direction along which the space-time solution approaches the boundary changes. The fact that only one spinor changes when changing the quadrant can be related to the result that the space-time solution approaches a light-like curve at the boundary, as desired [42]. Since $w \sim z^{\frac{3}{2}}$ we encircle the $w$ plane $\frac{n}{2}$ times during one rotation in the $z$-plane, giving rise to the $2n$ cusps of the boundary curve.

We have seen before that for each of the two linear problems the $w$-plane splits into two halves, leading to $n$ such regions, as we have $\frac{n}{2}$ sheets for the $w$-plane. In each region we have one solution which grows and one which decays exponentially, called large and small solution, respectively. The small solution will play a key role in the following, because it is well-defined up to an overall factor, while the large solution can be contaminated with contributions from the small solution. We therefore define $s^L_R$ to be the solution to the linear problem indicated in the superscript with the fastest decay as $w \to \infty$ in region $i$. We then define the quantity

$$
\psi^L_a \wedge \psi^L_b := \epsilon^{\alpha \beta} \psi^L_{\alpha, a} \psi^L_{\beta, b}
$$

(2.31)

and similarly for the solutions of the right problem. Using the linear problem equations Eq.(2.25) it is easy to see that this product is independent of the location on the worldsheet and can be set to any value by normalising the solutions $\psi$ accordingly. In particular, we can choose $\psi^L_a \wedge \psi^L_b = \epsilon_{ab}$. With this product we can project out the large component in a given region by

$$
\psi^L_a \wedge s^L_i \sim \lambda^i a,
$$

(2.32)

where we neglected unimportant prefactors. This is a very useful identity, as it allows us to relate the space-time boundary polygon with the quantities appearing in the linear problems. To see this, let us introduce Poincaré coordinates on AdS$_3$, which are related to the embedding coordinates via

$$
\frac{1}{r} = X_{-1} + X_2, \quad x^\pm = \frac{X_1 \pm X_0}{X_{-1} + X_2}.
$$

(2.33)
Comparing with Eq.(2.28) we find that
\[ x_i^+ = \frac{\lambda_i}{\lambda_1}, \quad x_i^- = \frac{\bar{\lambda}_i}{\bar{\lambda}_1}. \] (2.34)

Using Eq.(2.34) and expanding out the inner products in the numerator, we see that
\[ x_i^+ - x_j^+ = -\frac{s_i^L \wedge s_j^L}{(\psi_i^L \wedge s_j^L)(\psi_j^L \wedge s_i^L)}. \] (2.35)

From several such differences we can reconstruct the conformal cross ratios Eq.(2.17) and obtain
\[ \frac{x_{i,j}^+ x_{k,l}^-}{x_{i,k}^- x_{j,l}^+} = \frac{(s_i^L \wedge s_j^L)(s_k^L \wedge s_l^L)}{(s_i^L \wedge s_k^L)(s_j^L \wedge s_l^L)}. \] (2.36)

Note that in such an expression, the overall normalisation of the small solutions, as well as the denominator in Eq.(2.35), drop out. A similar relation with \(+ \leftrightarrow -\) holds when we replace \(L \leftrightarrow R\) in Eq.(2.36). This completes the dictionary between boundary objects and quantities of the linear problem.

A central insight is that we can introduce a spectral parameter \(\zeta\) in the connection,
\[ A_\zeta(\zeta) = \frac{1}{4} \begin{pmatrix} \partial\alpha & 0 \\ 0 & -\partial\alpha \end{pmatrix} + \frac{1}{\zeta} \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & e^{\frac{i\alpha}{2}} \\ pe^{-\frac{i\alpha}{2}} & 0 \end{pmatrix} \],
\[ A_\bar{\zeta}(\zeta) = \frac{1}{4} \begin{pmatrix} -\bar{\partial}\alpha & 0 \\ 0 & \bar{\partial}\alpha \end{pmatrix} + \zeta \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & \bar{p}e^{-\frac{i\alpha}{2}} \\ e^{\frac{i\alpha}{2}} & 0 \end{pmatrix} \],
\[ (\partial A_\zeta(\zeta) - \bar{\partial}A_\bar{\zeta}(\zeta) + [A_\zeta(\zeta), A_\bar{\zeta}(\zeta)] = 0. \] (2.39)

Note that the two connections introduced before are special cases of this deformed connection with \(A^L = A(\zeta = 1), A^R = A(\zeta = i)\). We hence drop the superscript from now on, as the left and right problem are just special cases of this more general problem.

This deformation allows us to study the linear problems with an additional dependence on the spectral parameter \(\zeta\),
\[ (d + A(\zeta)) s_i(\zeta) = 0, \] (2.40)
which also leads to a \(\zeta\)-dependence of the cross ratios. Using the explicit form of the deformed connection Eqs.(2.37,2.38) it is easy to check that
\[ A(e^{i\pi\zeta}) = \sigma_3 A(\zeta) \sigma_3, \] (2.41)
with \(\sigma_3 = \text{diag}(1,-1)\). From Eq.(2.40) we immediately see that this entails \(s_{i+1}(\zeta) = \sigma_3 s_i(e^{i\pi\zeta})\), because a rotation by \(i\pi\) shifts the region by one. More importantly, it follows that
\[ (s_i \wedge s_j) (e^{i\pi\zeta}) = (s_{i+1} \wedge s_{j+1}) (\zeta), \] (2.42)
relating inner products at different values of \(\zeta\). Normalising \(s_1\) in such a way that \(s_1 \wedge s_2 \equiv 1\), Eq.(2.42) leads to \(s_i \wedge s_{i+1} = 1\). We can now write down a Schouten identity for a particular combination of small solutions,
\[ (s_{k+1} \wedge s_{-k})(s_k \wedge s_{-k-1}) + (s_{k+1} \wedge s_{-k-1})(s_{-k} \wedge s_k) + (s_{k+1} \wedge s_k)(s_{-k-1} \wedge s_{-k}) = 0. \] (2.43)
Introducing the objects \( T_s := (s_0 \wedge s_{s+1}) \left( e^{-i(s+1)\frac{\pi}{2}} \zeta \right) \) for \( s = 0, \ldots, n-2 \) and the notation \( T_s(\zeta)^\pm := T_s \left( e^{\pm i\frac{\pi}{2}} \zeta \right) \), as well as using our choice of normalisation we see that Eq.(2.43) leads to

\[
T_s^+ T_s^- = T_{s+1} T_{s-1} + 1, \tag{2.44}
\]

which are called Hirota equations. Going one step further, we define the quantities \( Y_s := T_s T_{s+1} \) with \( s = 1, \ldots, n-3 \), which, by their definition in terms of the small solutions, can be thought of as generalisations of the physical cross ratios to all values of \( \zeta \). For these objects we obtain the equations

\[
Y_s^+ Y_s^- = (1 + Y_{s+1})(1 + Y_{s-1}), \tag{2.45}
\]

which relate Y-functions at different values of \( \zeta \) through a functional relation. However, this relation was obtained from a Schouten identity, which follows from the rather trivial statement that in two dimensions at most two vectors can be linearly independent and therefore Eq.(2.45) cannot fully determine the Y-functions.

Instead, we consider the limits \( \zeta \to 0, \infty \), in which the linear problem simplifies and can be analysed by means of a WKB approximation. Without going into details, it is shown in [42] that in these limits the Y-functions are well approximated by

\[
\log Y_s \cong -m_s \cosh \theta + \ldots, \tag{2.46}
\]

where \( \zeta = e^\theta \), and furthermore that the combination

\[
l_s := \log \left( \frac{Y_s}{e^{-m_s \cosh \theta}} \right) \tag{2.47}
\]

is analytic in the strip \( |\text{Im} \theta| \leq \frac{\pi}{2} \). The quantities \( m_s \) in Eq.(2.46) are in general \( n-3 \) complex parameters, matching the number of independent cross ratios. In Eqs.(2.46, 2.47) we choose them to be real for simplicity, the generalisation to the complex case will be discussed in the next section. Technically, the \( m_s \) arise as integrals of \( \sqrt{p(z)} dz \) along certain cycles. In this way the information about the polygon which is stored in the polynomial \( p(z) \) enters the Y-functions.

Taking the logarithm of the functional relation Eq.(2.45) and adding zero cleverly, we find that

\[
l_s^+ + l_s^- = \log ((1 + Y_{s+1})(1 + Y_{s-1})). \tag{2.48}
\]

Convolving the left-hand side with the kernel

\[
K(\theta) = \frac{1}{2\pi} \frac{1}{\cosh \theta} \tag{2.49}
\]

and choosing \( \theta \) such that \( |\text{Im} \theta| < \frac{\pi}{2} \) we obtain

\[
K \ast (l_s^+ + l_s^-) := \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \frac{l_s(\theta' + i\frac{\pi}{2}) + l_s(\theta' - i\frac{\pi}{2})}{\cosh(\theta - \theta')} = \oint_C \frac{d\theta'}{2\pi i \sinh(\theta - \theta')} l_s(\theta') = l_s(\theta), \tag{2.50}
\]

To see this, note that we have set some of the inner products of small solutions to one by our choice of normalisation.
where the contour $C$ is the rectangle with the long sides $(-\infty - i\frac{\pi}{2})\ldots(+\infty - i\frac{\pi}{2})$ and $(\infty + i\frac{\pi}{2})\ldots(-\infty + i\frac{\pi}{2})$, and we have used that the $l_s$ are analytic in that region in that we have only picked up the pole of the denominator. The small sides of the rectangle can be neglected since we know from Eq.(2.46) that $l_s \equiv 0$ along these edges. Using Eq.(2.48) and Eq.(2.50), we have

$$\log Y_s = -m_s \cosh \theta + K * \log ((1 + Y_{s+1})(1 + Y_{s-1})),$$

which is a set of coupled, non-linear integral equations, which determines the $Y$-functions and is therefore called the $Y$-system. It is easy to see that the expressions Eq.(2.51) satisfy the functional relations Eq.(2.45). These equations have the form of thermodynamic Bethe ansatz (TBA) equations which usually arise in quantum integrable models (for a review on T- and Y-systems in integrable models see [114]). The fact that such equations arise here shows that there is an auxiliary one-dimensional quantum integrable system which is designed exactly in such a way that its ground state energy Eq.(2.53) calculates the regulated area. The physical meaning of this auxiliary system is, however, unclear.

To find the value of the physical cross ratios for given values of the $m_s$ we can evaluate the $Y$-functions at $\zeta = 1, i$. Typically, we would like to solve the inverse problem - prescribing values for the cross ratios and solve the $Y$-system at this kinematical point. This is more difficult and will be a key question in chapter 5, although it should be mentioned that there is a different version of the $Y$-system in which the physical cross ratios enter as parameters [57].

We still need to evaluate the area of the minimal surface. The area is independent of the spectral parameter $\zeta$ and again the problem simplifies when considering the limits $\zeta \to 0, \infty$. As is shown in [44], similar cycle integrals appear as in the definition of $m_s$. Therefore, the contributions can be extracted from a $\zeta$-expansion of the integral equations Eq.(2.51), with the final result given by

$$A_{\text{reg}} = A_{\text{per}} + A_{\text{free}}$$

$$= A_{\text{per}}(m_s) + \sum_s \frac{m_s}{2\pi} \int d\theta \cosh \theta \log(1 + Y_s(\theta)),$$

where $A_{\text{per}}$ is a function of the $m_s$ which we do not spell out explicitly. This determines the area in terms of the parameters $m_s$ and the $Y$-functions and solves the problem of finding the area of the minimal surface. More details on the derivation can be found in the original papers [42–44]. Note that nowhere in this derivation the explicit form of the space-time solution entered. The integrability-based method computes the area without knowing the surface, just using the information on the boundary polygon.

2.3.3. General solution for AdS$_5$

The general solution for the AdS$_5$ case is more difficult to obtain because the number of parameters is larger and the shape of the boundary curve is more complicated, of course. The idea, however, still is to reformulate the problem using a linear auxiliary problem, introducing a spectral parameter which generates a symmetry of the problem and studying the behaviour of the small solutions of the linear problem as a function of the spectral parameter. In this way, one again obtains a set of $Y$-functions $Y_{a,s}(\theta)$ which satisfy a
set of integral equation, which we describe in the following. A derivation can be found in [43, 44].

The general answer for the area of the minimal surface ending on an arbitrary light-like curve is given by several terms,

\[
\text{Area} = A_{\text{div}} + A_{\text{BDS-like}} + A_{\text{per}} + A_{\text{free}}.
\]

The first two terms encode the IR divergences. More specifically,

\[
A_{\text{div}} = \frac{1}{8} \sum_{i=1}^{n} \log^2 \left( \epsilon^2 x_{i,i+2}^2 \right),
\]

where \( \epsilon \) is a small radial cutoff of AdS\(_5\) and \( x_i \) are the dual variables defined by

\[
p_i = x_{i-1} - x_i,
\]

which we saw already in the construction of the boundary polygon in figure 2.2. Furthermore,

\[
A_{\text{BDS-like}} = -c_n \sum_{i=1}^{n} \left( \log^2 x_{i,i+2}^2 + \sum_{k=0}^{2K} (-1)^{k+1} \log x_{i,i+2}^2 \log x_{i+2k+1,i+2k+3}^2 \right),
\]

where

\[
c_n = \begin{cases} 
\frac{1}{8} & n = 4K + 2 \\
\frac{1}{4} & n = 4K + 2 \pm 1
\end{cases}
\]

We have neglected the case \( n = 4K \) in the above formula, the reason being a complication due to a monodromy at infinity that shows up in the linear auxiliary problem. Since we will not consider the 8-gluon amplitude in this thesis, we will not go into any detail, the case is worked out in [115]. The BDS-like term is in fact a solution to the anomalous conformal Ward identity [28]. To compare strong coupling results with weak coupling field theory results, it is customary add and subtract the one-loop finite part of the BDS ansatz in Eq.(2.54), which introduces a new quantity

\[
\Delta(u_i) := A_{\text{BDS-like}} - A_{\text{BDS}}.
\]

As both \( A_{\text{BDS-like}} \) and \( A_{\text{BDS}} \) satisfy the anomalous part of the conformal Ward identity, their difference can only be a function of the conformal cross ratios. We will spell out the explicit formulas when studying particular amplitudes in chapters 6 and 7.

We then turn to the most relevant piece for our studies, \( A_{\text{free}} \). We begin by introducing 3n - 15 Y-functions \( Y_{a,s}(\theta) \) with \( a = 1, 2, 3 \) and \( s = 1, \ldots, n - 5 \), which depend on a complex spectral parameter \( \theta \). These Y-functions have to satisfy a set of non-linear, coupled integral equations, the so-called Y-system, similar to Eq.(2.51),

\[
\log Y_{1,s} = -m_s \cosh \theta - C_s - \frac{1}{2} K_2 \ast \beta_s - K_1 \ast \alpha_s - \frac{1}{2} K_3 \ast \gamma_s,
\]

\[
\log Y_{2,s} = -\sqrt{2} m_s \cosh \theta - K_2 \ast \alpha_s - K_1 \ast \beta_s,
\]

\[
\log Y_{3,s} = -m_s \cosh \theta + C_s - \frac{1}{2} K_2 \ast \beta_s - K_1 \ast \alpha_s + \frac{1}{2} K_3 \ast \gamma_s,
\]
where $3n - 15$ auxiliary parameters appear, namely $n - 5$ complex mass parameters $m_s$ and $n - 5$ chemical potentials $C_s$, which, in $(3, 1)$-signature, are purely complex. For simplicity, we choose the parameters $m_s$ to be real in Eqs. (2.60-2.62) and discuss the general case later on. Furthermore, we introduced the notation $K \ast f$, which denotes the convolution integral

$$ (K \ast f)(\theta) := \int_{-\infty}^{\infty} d\theta' K(\theta - \theta') f(\theta'), $$

(2.63)

the kernel functions

$$ K_1 = \frac{1}{2\pi} \frac{1}{\cosh \theta}, \quad K_2 = \frac{\sqrt{2}}{\pi} \frac{\cosh \theta}{\cosh 2\theta}, \quad K_3 = \frac{i}{\pi} \tanh 2\theta, $$

(2.64)

as well as certain combinations of $Y$-functions,

$$ \alpha_s = \log \frac{(1 + Y_{1,s})(1 + Y_{3,s})}{(1 + Y_{2,s-1})(1 + Y_{2,s+1})}, $$

(2.65)

$$ \beta_s = \log \frac{(1 + Y_{2,s})^2}{(1 + Y_{1,s-1})(1 + Y_{1,s+1})(1 + Y_{3,s-1})(1 + Y_{3,s+1})}, $$

(2.66)

$$ \gamma_s = \log \frac{(1 + Y_{1,s-1})(1 + Y_{3,s+1})}{(1 + Y_{1,s+1})(1 + Y_{3,s-1})}. $$

(2.67)

The integral equations Eqs. (2.60-2.62) are only valid within the fundamental strip $|\text{Im} \theta| \leq \frac{\pi}{4}$. Beyond those bounds, some of the kernels become singular along the line of integration and we have to pick up residue contributions of those poles. Instead of picking up the poles by hand, it is also possible to use functional relations similar to Eq. (2.45), which relate $Y$-functions with different imaginary parts:

$$ Y_{a,s}^{[r]} = \frac{(1 + Y_{a,s}^{[r+1]}) \left(1 + Y_{4-a,s-1}^{[r+1]}\right)}{Y_{a,s}^{[r+2]} \left(1 + Y_{4-a,s}^{[r+1]}\right) \left(1 + \frac{1}{Y_{a-1,s}^{[r+1]}}\right)}, $$

(2.68)

where $Y_{a,s}^{[r]}(\theta) = Y_{a,s}(\theta + ir\frac{\pi}{4})$ denotes a shift in $\theta$ by a multiple of $i\frac{\pi}{4}$. When using the recursion relations, it should be noted that we have boundary conditions $Y_{0,s} = Y_{4,s} = \infty$, as well as $Y_{a,0} = Y_{a,n-4} = 0$.

Once we allow the mass parameters to be complex, $m_s = |m_s|e^{i\phi_s}$, it is convenient to introduce shifted $Y$-functions $\hat{Y}_{a,s}(\theta) := Y_{a,s}(\theta + i\phi_s)$. Using these functions, all changes in the $Y$-system can be accounted for by replacing

$$ m_s \rightarrow |m_s|, \quad Y_{a,s}(\theta) \rightarrow \hat{Y}_{a,s}(\theta), \quad K_{s,s'}^{a,a'}(\theta - \theta') \rightarrow K_{s,s'}^{a,a'}(\theta - \theta' + i(\phi_s - \phi_{s'})) $$

(2.69)

in Eqs. (2.60-2.62). A special case is the 6-point case, for which there is only one phase $\phi$. In this case, there are no relative phases in the kernels of Eq. (2.69) and it is sometimes more convenient to work with the unshifted $Y$-functions $Y(\theta)$ and to account for the
complex mass parameter by a shift in the driving term and a shifted integration contour, schematically

\[ \log Y_a(\theta) = -|m| \cosh(\theta - i\phi) + C + \sum_{\alpha'} \int_{\mathbb{R} + i\phi} d\theta' K^{a,\alpha'}(\theta - \theta') \log \left(1 + Y_{a'}(\theta')\right). \] (2.70)

We see from Eq. (2.69) that the phases \( \phi_a \) can also lead to a singular behaviour of the kernels. Again, we need to pick up the residues if the differences of the phases becomes too large. The pattern under which the Y-system changes is very interesting and has close connections to the wall crossing phenomenon of [116]. Picking up appropriate residue contributions will be of fundamental importance in chapter 4 and we will explain this procedure in detail there. As in the AdS\(_3\) case, the cross ratios can be obtained from the Y-functions at special values of \( \theta \). We will spell out these relations when needed later on.

Once we have solved the Y-system, we can finally calculate the free energy contribution to the amplitude as

\[ A_{\text{free}} = \sum_s \frac{|m_s|}{2\pi} \int_{\mathbb{R}} d\theta \cosh \theta \left[ \left(1 + \tilde{Y}_{1,s}(\theta)\right) \left(1 + \tilde{Y}_{3,s}(\theta)\right) \left(1 + \tilde{Y}_{2,s}(\theta)\right) \right]^{\sqrt{2}}. \] (2.71)

The last remaining piece of the amplitude, \( A_{\text{per}}(m_s) \), is a function of the complex mass parameters introduced in the free energy part. General expressions are given in [44]. We refrain from spelling them out here and rather present the expressions for the necessary cases in later chapters.

Having assembled all pieces of the amplitude, we define the remainder function at strong coupling as

\[ \text{Amp.} \sim e^{-\frac{\sqrt{\lambda}}{2\pi}(A_{\text{div}} + A_{\text{BDS}} + \Delta + A_{\text{per}} + A_{\text{free}})} = : e^{-\frac{\sqrt{\lambda}}{2\pi}(A_{\text{div}} + A_{\text{BDS}}) + R}. \] (2.72)

This closes our general discussion of scattering amplitudes at strong coupling and we will start using the Y-system in chapter 4 after discussing the kinematics relevant to our studies.
3. The multi-Regge limit

As we have seen in the last chapter, the Y-system which describes scattering amplitudes at strong coupling is a rather complicated set of equations and it is not possible to find an analytic solution in general kinematics. We therefore specialise our choice of kinematics to the multi-Regge limit. So far, we have identified this somewhat sloppily with the high-energy regime. Since our special choice of kinematics will play a key role in this thesis, we will now present a proper definition of the limit, some kinematical considerations as well as a brief review of weak coupling results in the multi-Regge limit to which we want to compare our strong coupling results later on.

3.1. Definition

We are interested in $2 \rightarrow n - 2$ production amplitudes of gluons, for which we have two incoming momenta $-p_1, -p_2$ and $n - 2$ outgoing momenta $p_3, \ldots, p_n$, as shown in figure 3.1. For a $n$-particle amplitude there are $3n - 10$ independent Mandelstam variables\(^1\). Since we will only be interested in $\mathcal{N} = 4$ SYM, we describe the independent Mandelstam invariants in terms of dual variables,

$$p_i = x_{i-1} - x_i,$$

which are also indicated in figure 3.1. The dual variables are cyclic, $x_{i+n} = x_i$ and, defining the quantities $x_{i,j} := x_i - x_j$, we have the identity

$$x^2_{i,j} = (p_{i+1} + \cdots + p_j)^2,$$

providing the connection between the dual variables and the Mandelstam invariants. Due to momentum conservation and cyclicity we also have that $x^2_{i,j} = x^2_{j,i}$. These are of course the same variables used before in chapter 2. Furthermore, we have the constraints $x^2_{i,i+1} = 0$ because of our light-like configuration. In terms of the dual variables, we define the following basis of Mandelstam invariants:

$$s_r = x^2_{r+1,r+3},$$
$$t_r = x^2_{1,r+2},$$
$$\eta_p = \frac{x^2_{p-2,p} x^2_{p-1,p+1}}{x^2_{p-2,p+1}},$$

where $r = 1, \ldots, n - 3$ labels the t-channels and $p = 4, \ldots, n - 1$ labels the produced particles. As we discussed before, the remainder function of $\mathcal{N} = 4$ SYM is invariant under dual conformal symmetry, i.e. conformal symmetry acting on the dual variables $x_i$.

\(^1\)We have $4n$ momentum components, subject to $n$ relations $p_i^2 = 0$ and we have $10$ symmetry generators of the Poincaré group. Note that momentum conservation is accounted for by the generators of translation.
Figure 3.1.: Left: standard parametrisation of a $2 \rightarrow n - 2$ scattering process, together with the location of Mandelstam invariants $t_i = q_i^2$ and the multi-indexed $s_{i...j} = (p_i + \cdots + p_j)^2$. Right: parametrisation in terms of the dual variables $x_i$, together with the location of the Mandelstam invariants we use, cf. Eq.(3.3).

Figure 3.2.: Graphical representation of the conformal cross ratios Eq.(3.4) for the 6-point case.

Therefore, our set of variables Eq.(3.3) is actually too large and we just need $3n - 15$ conformal cross ratios$^2$. For these, we choose the following basis:

$$
\begin{align*}
u_{1\sigma} &= \frac{x_{\sigma+1,\sigma+5}^2}{x_{\sigma+2,\sigma+5}^2}, \\
u_{2\sigma} &= \frac{x_{1,\sigma+2}^2}{x_{n,\sigma+2}^2}, \\
u_{3\sigma} &= \frac{x_{2,\sigma+3}^2}{x_{1,\sigma+3}^2},
\end{align*}
$$

(3.4)

where $\sigma = 1, \ldots, n - 5$. A convenient representation of the cross ratios is depicted in figure 3.2. An important symmetry used later on is target-projectile symmetry, which, as the name suggests, reflects the fact that the amplitude should be invariant when the two incoming particles are swapped. In terms of the graphical representation in figure 3.2 this symmetry amounts to a reflection on the central vertical axis of each blob. It is easy to

$^2$The counting is: $4n$ coordinates for the $x_i$, subject to $n$ constraints $x_{i,i+1}^2 = 0$ and we have 15 symmetry generators of the dual conformal group in four dimensions.
verify that under this symmetry the cross ratios are interchanged as
\[ u_{1\sigma} \leftrightarrow u_{1n-4-\sigma}, \quad u_{2\sigma} \leftrightarrow u_{3n-4-\sigma}. \] (3.5)

The primary goal of section 3.3 is to understand the behaviour of this choice of cross ratios in the multi-Regge limit, but first let us properly define this limit. To do so, we define the subenergies
\[ s_{i-j} := (p_i + \cdots + p_j)^2 = x_{i-j}^2. \] (3.6)

Note that this definition includes the total energy \( s = s_{3-n}, \) as well as our basis elements \( s_r = s_{r+2r+3}, \) which are just two-particle subenergies. In terms of these variables we define the multi-Regge limit to be the kinematical regime in which the \( t_i \) remain fixed and negative, while all subenergies go to infinity with the hierarchy
\[ s \gg s_{3-n-1}, s_{4-n} \gg s_{3-n-2}, \ldots, s_{5-n} \gg \cdots \gg s_{34}, \ldots, s_{n,n-1} \gg -t_1, \ldots, -t_{n-3}. \] (3.7)

A formally more precise definition is that in the multi-Regge limit the rapidities of the produced particles are strongly ordered with their transverse momenta being of the same order. However, in terms of Mandelstam invariants this just entails our definition Eq.(3.7), see [117] for details. In this sense, the multi-Regge limit is the generalisation of the more familiar Regge limit \( s \gg -t \) for \( 2 \rightarrow 2 \) scattering. In terms of our basis Eq.(3.3), the multi-Regge limit corresponds to sending all \( s_r \) to infinity, while keeping both the \( t_r \) and \( \eta_p \) fixed.

### 3.2. Kinematical Identities

As a preparation for the analysis of the cross ratios in the multi-Regge limit, we need some kinematical identities, which we obtain in the centre-of-mass system of the two incoming particles. We introduce two light-like reference vectors \( \hat{p}_1 = -p_1, \hat{p}_2 = -p_2, \) for which \( 2\hat{p}_1\hat{p}_2 = s \) holds, and use them to parametrise the transferred momenta (cf. figure 3.1) as
\[ q_r = \delta_r \hat{p}_1 + \gamma_r \hat{p}_2 + q_{r\perp}, \] (3.8)

where \( q_{\perp} \) is a vector pointing in the plane perpendicular to the two reference vectors. Therefore \( \hat{p}_1 q_{r\perp} = \hat{p}_2 q_{r\perp} = 0. \) This is called Sudakov parametrisation. It should be noted that by our definition of the \( t_r \) in Eq.(3.3), \( t_r = q_r^2. \) Using momentum conservation, the subenergies can be rewritten as\(^5\)
\[ s_{3-r+2} = (p_3 + \cdots + p_{r+2})^2 = (p_2 - q_1 + \cdots + q_{r-1} - q_r)^2 = (p_2 + q_r)^2, \] (3.9)
\[ s_{r+3-n} = (p_{r+3} + \cdots + p_n)^2 = (q_r - q_{r+1} + \cdots + q_{n-3} - p_1)^2 = (p_1 - q_r)^2, \] (3.10)

which we can use to determine the Sudakov parameters,
\[ s_{3-r+2} = 2q_r p_2 + t_r = -\delta_r s + t_r \quad \Rightarrow \quad \delta_r = \frac{t_r - s_{3-r+2}}{s}, \] (3.11)
and
\[ s_{r+3-n} = t_r - 2q_r p_1 \quad \Rightarrow \quad \gamma_r = \frac{s_{r+3-n} - t_r}{s}. \] (3.12)

\(^5\)Note that the first definition uses \( s_{3-n} = (p_3)^2 = 0 \) for \( r = 1. \)
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We now use the strong ordering of the subenergies Eq.(3.7) and see that this, together with the expressions Eqs.(3.11,3.12) implies a strong ordering of the Sudakov parameters

\[ 1 \gg \gamma_1 \gg \gamma_2 \gg \cdots \gg \gamma_{n-3} \]

(3.13)

and

\[ 1 \gg -\delta_{n-3} \gg -\delta_{n-4} \gg \cdots \gg -\delta_1. \]

(3.14)

The above expressions also imply that in the multi-Regge limit

\[ t_r = q_r^2 = s\gamma_r \delta_r + q_r^2 \perp \cong -\frac{s_{3-r+2s_{r+3-n}}}{s} + q_r^2 \perp \cong q_r^2 \perp, \]

(3.15)

where ‘\( \cong \)’ will always denote identities that hold strictly only in the multi-Regge limit. This means that the transverse components of \( q_r \) stay finite in the multi-Regge limit and, because of the relation \( p_{r+3} = q_r - q_{r+1} \), so do the transverse components of the momenta of the produced particles \( p_{r+3} \), where \( r = 1, \ldots, n-4 \). To calculate the magnitude of the transverse momentum, we make use of the on-shell condition for the produced gluons,

\[ 0 = p_r^2 = (q_{r-3} - q_{r-2})^2 \cong -s\gamma_{r-3} \delta_{r-2} + p_r^2 \perp \cong \frac{s_{3-r}s_{r-n}}{s} + p_r^2 \perp, \]

(3.16)

where we used the strong ordering of the Sudakov parameters in the first step. From this identity we conclude that

\[ \frac{s_{3-r}s_{r-n}}{s} \cong -p_r^2 \perp = \tilde{p}_r^2 \perp, \]

(3.17)

where we introduced the two-dimensional transverse vector \( \tilde{p}_r \perp \). Similarly to Eq.(3.16) we can now calculate the leading behaviour of the subenergies. Explicitly, we obtain

\[ s_r = (q_{r-1} - q_{r+1})^2 \cong -s\gamma_{r-1} \delta_{r+1} + (p_{r+2} + p_{r+3})^2 \perp \]

\[ \cong \frac{s_{3-r} s_{r+2-n}}{s} + (p_{r+2} + p_{r+3})^2 \perp, \]

(3.18)

where \( r = 2, \ldots, n-4 \), and

\[ s_{p-1 p+1} = (q_{p-4} - q_{p-1})^2 \cong -s\gamma_{p-4} \delta_{p-1} + (p_{p-1} + p_{p+1})^2 \perp \]

\[ \cong \frac{s_{3-p+2p-1-n}}{s} + (p_{p-1} + p_{p+1})^2 \perp \]

(3.19)

for the three-particle subenergies with \( p = 5, \ldots, n-2 \). Looking back at our basis of Mandelstam invariants Eq.(3.3), we see that this is all we need to determine the \( \eta_p \) in the multi-Regge limit. By plugging in the leading behaviour of the subenergies and using relation Eq.(3.17) we find that

\[ \eta_p = \frac{s_{p-3} s_{p-2}}{s_{p-1} p_{p+1}} \cong -\tilde{p}_p^2 \perp = \tilde{p}_p^2 \perp, \]

(3.20)

which is indeed a finite quantity in the multi-Regge limit. We can lift our analysis to subenergies involving more particles and obtain

\[ s_{r+2 \cdots r+3} = (p_{r+2} + \cdots + p_{r+3})^2 \cong \frac{s_{r+2 \cdots r+3} s_{r+3}}{s} + (p_{r+2} + \cdots + p_{r+3})^2 \perp \]

\[ \cong \frac{s_{r} \cdots s_{r'}}{\eta_{r+3} \cdots \eta_{r'+2}}, \]

(3.21)
where the last step follows by using the leading terms of Eqs.(3.18,3.19) repeatedly. Eq.(3.21) is one of the main results of this section and will be crucial for the determination of the behaviour of the cross ratios in the multi-Regge limit.

We need one last ingredient from the kinematical analysis which is the angle between different vectors \( \vec{q}_r \), which we obtain from the relation

\[
\vec{p}_{r+3\perp}^2 = (\vec{q}_r - \vec{q}_{r+1})^2 = |t_r| + |t_{r+1}| - 2\sqrt{|t_r||t_{r+1}|} \cos \theta_{r,r+1},
\]

(3.22)
where \( r = 1, \ldots, n - 4 \). From Eq.(3.20), we see that the left-hand side of Eq.(3.22) is just equal to \( \eta_{r+3} \) and find

\[
\cos \theta_{r,r+1} = \frac{|t_r| + |t_{r+1}| - \eta_{r+3}}{2\sqrt{|t_r||t_{r+1}|}}.
\]

(3.23)
Since we will need it in the following, we spell out the sine of this angle, which is given by

\[
\sin \theta_{r,r+1} = \sqrt{1 - \cos^2 \theta_{r,r+1}} \approx \frac{\lambda(|t_r|,|t_{r+1}|,\eta_{r+3})}{2\sqrt{|t_r||t_{r+1}|}},
\]

(3.24)
where we defined

\[
\lambda^2(|t_r|,|t_{r+1}|,\eta_{r+3}) = 2|t_r||t_{r+1}| + 2\eta_{r+3}|t_r| + 2\eta_{r+3}|t_{r+1}| - |t_r|^2 - |t_{r+1}|^2 - \eta_{r+3}^2.
\]

(3.25)
From the expressions Eqs.(3.23,3.24) we can obtain the angle between any two \( \vec{q}_r \) because these are two-dimensional vectors and therefore angles are additive.

### 3.3. Cross ratios in the multi-Regge limit

We now have all the information we need to determine the behaviour of our basis of cross ratios Eq.(3.4) in the multi-Regge limit. Using Eq.(3.21) and our definition of the Mandelstam variables Eq.(3.3) we find that

\[
u_{2\sigma} = \frac{t_{\sigma} x_{\sigma+3,n}^2}{t_{\sigma+1} x_{\sigma+2,n}^2} \approx \frac{t_{\sigma} \eta_{\sigma+4}}{t_{\sigma+1} s_{\sigma+1}},
\]

(3.26)
\[
u_{3\sigma} = \frac{t_{\sigma+2} x_{\sigma+3}^2}{t_{\sigma+1} x_{\sigma+4}^2} \approx \frac{t_{\sigma+2} \eta_{\sigma+3}}{t_{\sigma+1} s_{\sigma+1}}.
\]

(3.27)
We see that both sets of cross ratios vanish in the multi-Regge limit. However, the ratios

\[
u_{2\sigma} \approx \frac{t_{\sigma} \eta_{\sigma+4}}{t_{\sigma+2} \eta_{\sigma+3}}
\]

(3.28)
are a function of quantities which remain finite in the multi-Regge limit. This leaves us with the \( u_{1\sigma} \), whose definition Eq.(3.4) we can write in terms of Mandelstam variables as

\[
u_{1\sigma} = \frac{s_{\sigma+2} \cdots s_{\sigma+5}}{s_{\sigma+3} \cdots s_{\sigma+6}}
\]

(3.29)
Plugging in Eq.(3.21), we see that all factors cancel and we get \( u_{1\sigma} \approx 1 \). However, to compare the behaviour of the \( u_{1\sigma} \) with the other cross ratios, we want the first subleading term, as well, which requires more work. To determine the subleading piece, we write
down the analogue of Eq.(3.18) for the subenergy $s_{\sigma+3\sigma+4}$ and expand by subenergies to obtain
\[
1 = \frac{s_{\sigma+2\sigma+4}s_{\sigma+3\sigma+5}}{s_{\sigma+3\sigma+5}s_{\sigma+2\sigma+5}} \left( \frac{1}{s_{\sigma+3\sigma+5}} \right) \left( \frac{1}{s_{\sigma+2\sigma+4}} \right)
\]
\[
\times \left( \frac{s}{s_{\sigma+2\sigma+5}} \right) + \left( \frac{p_{\sigma+3} + p_{\sigma+4}}{s_{\sigma+3\sigma+4}} \right)^2.
\]
(3.30)

Note that the first factor on the right-hand side is just $u_{1\sigma}^{-1}$. Inserting the leading behaviour for the three factors multiplying $u_{1\sigma}^{-1}$, we see that they are all equal to one, with corrections of the order of the first factor in each parentheses. These are all much smaller than the last term in Eq.(3.30) in the multi-Regge regime, because they involve subenergies with more particles. Therefore, we can consistently replace all factors multiplying $u_{1\sigma}^{-1}$ with one and only keep the last term to get the subleading piece. Solving for $u_{1\sigma}$ we find
\[
u_{1\sigma} = 1 + \frac{(p_{\sigma+3} + p_{\sigma+4})^2}{s_{\sigma+3\sigma+4}}.
\]
(3.31)

To write the numerator of Eq.(3.31) in terms of our basis of Mandelstam variables, we use our result from the last section that angles in the two-dimensional transverse space are additive to write
\[
\rho_{\sigma} = (\vec{p}_{\sigma+3} + \vec{p}_{\sigma+4})^2 = (\vec{q}_{\sigma} - \vec{q}_{\sigma+2})^2
\]
\[
= |t_{\sigma}| + |t_{\sigma+2}| - 2\sqrt{|t_{\sigma}||t_{\sigma+2}|} \cos (\theta_{\sigma,\sigma+1} + \theta_{\sigma+1,\sigma+2}).
\]
(3.32)

This can be rewritten with the help of Eqs.(3.23,3.24) to find the lengthy expression
\[
\rho_{\sigma} = |t_{\sigma}| + |t_{\sigma+2}| - 2\sqrt{|t_{\sigma}||t_{\sigma+2}|} \left( \frac{|t_{\sigma}| + |t_{\sigma+1}| - \eta_{\sigma+3} |t_{\sigma+1}| + |t_{\sigma+2}| - \eta_{\sigma+4}}{2\sqrt{|t_{\sigma}||t_{\sigma+1}|}} \right)
\]
\[
- \frac{\lambda(|t_{\sigma}|,|t_{\sigma+1}|,\eta_{\sigma+3}) \lambda(|t_{\sigma+1}|,|t_{\sigma+2}|,\eta_{\sigma+4})}{2\sqrt{|t_{\sigma+1}||t_{\sigma+2}|}}.
\]
(3.33)

This finishes our kinematical analysis. In the multi-Regge limit, our basis of cross ratios naturally splits into triplets. Within each triplet, the cross ratios $u_{2\sigma}$ and $u_{3\sigma}$ go to zero, while $u_{1\sigma}$ goes to one in such a way that the reduced cross ratios
\[
u_{2\sigma} = \frac{u_{2\sigma}}{1 - u_{1\sigma}}, \quad \nu_{3\sigma} = \frac{u_{3\sigma}}{1 - u_{1\sigma}}
\]
(3.34)
remain finite.

### 3.4. Weak coupling results

Until now we have treated the multi-Regge limit simply as given by the definition Eq.(3.7). In this section, we want to highlight why the multi-Regge limit is a very interesting kinematical regime and briefly review some weak coupling results. We will concentrate on those facts relevant for our studies at strong coupling and do so mostly following references [25, 75, 118]. Other general introductions of (multi-)Regge theory include [117, 119, 120].
3.4. WEAK COUPLING RESULTS

Let us begin our survey of the multi-Regge limit at weak coupling with a simple problem, the calculation of the $2 \to 2$ gluon amplitude at one-loop level in $SU(N_c)$ gauge theory. In the Regge limit we are only interested in the dominant pieces as the Mandelstam variable $s \to \infty$. As is shown in [117], the leading virtual corrections in this limit are given by the two diagrams shown in figure 3.3, which give rise to the amplitude

$$iA_{h_i}^{a_i} \cong iA_{h_i}^{a_i, \text{tree}} \log \left( \frac{s}{t} \right) \alpha(t)$$

(3.35)

where

$$\alpha(t) \cong -\frac{\alpha_s N_c}{4\pi} \log \left( \frac{-t}{\mu^2} \right)$$

(3.36)

for an IR-cutoff $\mu$. Furthermore,

$$iA_{h_i}^{a_i, \text{tree}} \cong -8\pi i \alpha_s \frac{s}{t} f^{a_2 a_3 c} g_{\mu_2 \mu_3} g_{\mu_1 \mu_4} \epsilon_{h_1}^{\mu_1} (p_1) \epsilon_{h_2}^{\mu_2} (p_2) \epsilon_{h_3}^{\mu_3} (p_3) \epsilon_{h_4}^{\mu_4} (p_4)$$

(3.37)

is the tree level amplitude with $a_i$ and $h_i$ being the colour indices and helicities of the scattered gluons, respectively. Note that the suppression of the one-loop amplitude relative to the tree level result comes with a factor $\alpha_s \log s$. While $\alpha_s$ will be small in a perturbative expansion, we are interested in the regime $s \to \infty$, in which the large logarithm can compensate the smallness of the coupling constant such that $\alpha_s \log s \sim O(1)$. Then, however, we cannot stop at one-loop level. In fact, we know that the leading contribution to the $n$-loop amplitude will be $\sim \alpha_s^n \log^n s$, which means that we have to identify the relevant subset of diagrams contributing to this leading behaviour and then resum those. This expansion is known as the leading logarithmic approximation (abbreviated LLA). Subleading terms $\sim \alpha_s^n \log^{n-1} s$ are collected in the next-to-leading logarithmic approximation (NLLA), with an obvious generalisation to $N^k$LLA. Note that every logarithmic order contains information from all loop orders in the coupling constant $\alpha_s$.

It turns out that the relevant diagrams are given by a specific set of ladder diagrams, which, once resummed, give the following form for the scattering amplitude of two particles with colour indices $a_1, a_2$ and helicities $h_1, h_2$ in $SU(N_c)$ Yang-Mills theory in dimensional regularisation,

$$A_{2\to2} = -2g_s \delta_{h_2, h_3} T^c_{a_2 a_3} \frac{s^{1+\omega(t)}}{-t} T^c_{a_1 a_4} g_s \delta_{h_1, h_4},$$

(3.38)

To be more precise, one should note that neglecting self-energy graphs and vertex corrections only gives the correct leading contributions when working in a physical gauge.

Figure 3.3.: Dominant one-loop diagrams in the Regge limit $s \to \infty$ for $2 \to 2$ gluon scattering in $SU(N_c)$ gauge theory.
where $g_s^2 = 4\pi\alpha_s$, $T^{c}_{ab}$ are the generators of the gauge group $SU(N_c)$ and

$$\omega(t) = -\frac{\alpha_s N_c}{4\pi^2} \frac{\bar{q}^2}{k^2(q-k)^2} \approx \frac{\alpha_s N_c}{2\pi} (4\pi e^{-\gamma})^\epsilon \left( \log \frac{-t}{\mu^2} - \frac{1}{\epsilon} \right) \tag{3.39}$$

is the called the gluon Regge trajectory. In writing Eq.(3.39) we used that $t = -\bar{q}^2$ and introduced $\mu$ to be the renormalisation scale of the 't Hooft coupling constant $\lambda = \frac{\alpha_s N_c}{2\pi} (4\pi e^{-\gamma})^\epsilon$. This is a remarkable result, as it shows that the resummation of an infinite number of diagrams combines in such a way that it mimics the exchange of a particle with $t$-dependent spin, called a Reggeon. This process is also called reggeisation of the gluon. One way of showing the above result Eq.(3.38) uses unitarity in the form of the Cutkosky rules, which relate the imaginary part of the desired amplitude with products of lower loop amplitudes (see [121]). From the imaginary part, the amplitude can then be reconstructed using a dispersion relation. The building blocks from which the LLA of the desired amplitude can be constructed are given by production amplitudes in the multi-Regge limit shown in figure 3.4, which take the factorised form

$$A_{2\rightarrow n} = -2sg_s\delta_{h_1,h_4}T^{c}_{a_1a_4} \frac{g_s}{(-t_1)} g_s C(q_1,q_2,k_1) T^{c}_{c_1c_2} \frac{g_s}{(-t_2)} \cdots \frac{g_s}{(-t_n)} g_s \delta_{h_2,h_3} T^{c}_{a_2a_3}, \tag{3.40}$$

where the propagators are those for reggeised gluons and the vertices $C(q_i,q_{i+1},k_i)$ are effective vertices describing the coupling of two Reggeons to a normal gluon, see [122]. These production amplitudes will be explored from the strong coupling perspective in later chapters. Note that both the gluon Regge trajectory $\omega(t_i)$ and the so-called Lipatov vertices $C(q_i,q_{i+1},k_i)$ are universal quantities. Once calculated for amplitudes with a small number of gluons as e.g. $2 \rightarrow 2$ and $2 \rightarrow 3$ gluon scattering, they can be used to build up the $2 \rightarrow n$ gluon amplitude as in Eq.(3.40).

As mentioned before, the MRL production amplitudes can be used to build up the $2 \rightarrow 2$ amplitude Eq.(3.38), with the Reggeon being a composite state of reggeised gluons.
3.4. WEAK COUPLING RESULTS

If the Reggeon carries vacuum quantum numbers, it is called a Pomeron. The evolution of the Pomeron in transverse space is governed by the BFKL equation \[121,123,124\], which is a Schrödinger-like equation for the Pomeron wave function whose ground state determines the intercept of the Pomeron \[\Delta = \omega_P(0)\], which in LLA is given by \[\Delta = \frac{1}{4} \alpha_s N_c \log 2\]. The intercept in turn determines the total cross section \[\sigma_{\text{tot}} \sim s^\Delta\]. Since this quantity in LLA is positive, the cross section violates the Froissart bound \[\sigma < \log^2 s\], which signals a violation of unitarity. To restore unitarity, multi-Reggeon exchanges have to be taken into account. This modifies the BFKL equation to the BKP equation, which governs the evolution of a colourless \(n\)-Reggeon state \[125,126\]. Remarkably, in the limit \(N_c \to \infty\), the BKP Hamiltonian is that of a spin chain and is therefore integrable \[67–69\]. Historically, this was one of the first instances that spin chain integrability entered high-energy physics.

Having at our disposal an exact expression for the \(2 \to 2\) and \(2 \to 3\) amplitude in \(\mathcal{N} = 4\) SYM through the BDS ansatz, it is a natural question to ask how the BDS ansatz behaves in the multi-Regge regime and whether it is compatible with the factorised form Eq.(3.40). Indeed, as shown in \[25\], the \(2 \to 2\) BDS amplitude in dimensional regularisation can be written as

\[
M_{2\to2} = \Gamma(t) \left( \frac{-s}{\mu^2} \right) \omega(t) \Gamma(t),
\]

up to higher corrections in \(\epsilon\), from which the gluon Regge trajectory \(\omega(t)\) and the vertices \(\Gamma(t)\) can be extracted to all-loop order in the ’t Hooft coupling \(\lambda\). These formulas, however, are lengthy and we refrain from spelling them out. They are given in \[25\]. As before, \(\mu^2\) is the renormalisation point for \(\lambda\).

Going from the elastic amplitude to the first production amplitude, \[25\] show that the \(2 \to 3\) BDS amplitude can be written as

\[
M_{2\to3} = \Gamma(t_1) \left( \frac{-s_1}{\mu^2} \right) \omega(t_1) \Gamma(t_1, t_2, \eta_4) \left( \frac{-s_2}{\mu^2} \right) \omega(t_2) \Gamma(t_2). \tag{3.42}
\]

As explained before, the quantities \(\Gamma(t)\) and \(\omega(t)\) are universal and are therefore the same as in Eq.(3.41). The new ingredient in Eq.(3.42) is the Reggeon-Reggeon-gluon vertex \(\Gamma(t_1, t_2, \eta_4)\) which again can be extracted to all-loop order from the general BDS ansatz. Both Eq.(3.41) and Eq.(3.42) are originally derived for the kinematical region in which all invariants \(s_i, t_i\) are negative, called the Euclidean region. This is a nice kinematical regime as all singularities in the \(s_i\)-planes are on the right-hand side. Therefore the amplitude is real and it factorises nicely as in the above equations. From Eq.(3.42) it is then possible to study expressions in other kinematical regions where some of the Mandelstam invariants \(s_i\) are positive. These so-called Regge regions will be investigated in more detail in chapter 5. To study the other kinematical regions, we analytically continue in the \(s_i\) to reach regions where all or some of the \(s_i\) are positive. For such a continuation, one starts in the Euclidean regime with phases \(s_i = e^{i\pi|s_i|}\) and then continues the phase from \(\pi\) to \(\varepsilon\) to end up above the cut on the right-hand side. As it turns out, the production amplitude \(M_{2\to3}\) can, in all kinematical regimes, be written as

\[
\frac{M_{2\to3}}{\Gamma(t_1)\Gamma(t_2)} = c_1 \left( \frac{-s_1}{\mu^2} \right) \omega(t_1) \omega(t_2) \left( \frac{-s\eta_4}{\mu^4} \right) + c_2 \left( \frac{-s_2}{\mu^2} \right) \omega(t_2) \omega(t_1) \left( \frac{-s\eta_4}{\mu^4} \right) \omega(t_1). \tag{3.43}
\]

\(^5\)Recall from Eq.(1.2) that \(M_\alpha\) corresponds to the amplitude divided by the tree level expression.
with certain coefficients $c_i$. These coefficients can be fixed by making an ansatz as in Eq.(3.43) and then comparing to the BDS ansatz in the given kinematical regime. The form of the amplitude Eq.(3.43) can be represented graphically as in figure 3.5. This is called an analytic representation of the amplitude in [25], because the discontinuities of the amplitude in the $s$-variables can be easily read off from Eq.(3.43). Eq.(3.43) is an example of a much more general principle, namely that an amplitude in the multi-Regge limit can only display discontinuities in non-overlapping channels. As is shown in [127, 128], this has connections with the so-called Steinmann relations [129]. Physically, this is the statement that a produced gluon cannot be in a bound state with two different particles simultaneously. We now move on the $2 \to 4$ amplitude. Assuming for now that the BDS ansatz gives the full answer, the amplitude in the Euclidean region reads

$$M_{2\to4} = \Gamma(t_1) \left( -\frac{s_1}{\mu^2} \right)^{\omega(t_1)} \Gamma(t_1, t_2, \eta_4) \left( -\frac{s_2}{\mu^2} \right)^{\omega(t_2)} \Gamma(t_2, t_3, \eta_5) \left( -\frac{s_3}{\mu^2} \right)^{\omega(t_3)} \Gamma(t_3).$$  (3.44)

One can then write down an ansatz for an analytic representation of the $2 \to 4$ amplitude, similar to Eq.(3.43). The number of terms that have to be included in such an ansatz for the $2 \to n - 2$ MHV gluon amplitude quickly grows with $n$ and is given by the Catalan number $C_n$ since we are counting non-overlapping subsets. The ansatz for the $2 \to 4$ amplitude is then given by

$$\frac{M_{2\to4}}{\Gamma(t_1)\Gamma(t_3)} = d_1 \left( -\frac{s_1}{\mu^2} \right)^{\omega(t_1)-\omega(t_2)} \left( -\frac{s_{345}\eta_4}{\mu^4} \right)^{\omega(t_2)-\omega(t_3)} \left( -\frac{s\eta_4\eta_5}{\mu^6} \right)^{\omega(t_3)} + d_2 \left( -\frac{s_2}{\mu^2} \right)^{\omega(t_3)-\omega(t_2)} \left( -\frac{s_{456}\eta_5}{\mu^4} \right)^{\omega(t_2)-\omega(t_1)} \left( -\frac{s\eta_4\eta_5}{\mu^6} \right)^{\omega(t_1)} + d_3 \left( -\frac{s_2}{\mu^2} \right)^{\omega(t_2)-\omega(t_1)} \left( -\frac{s_{345}\eta_4}{\mu^4} \right)^{\omega(t_1)-\omega(t_3)} \left( -\frac{s\eta_4\eta_5}{\mu^6} \right)^{\omega(t_3)} + d_4 \left( -\frac{s_2}{\mu^2} \right)^{\omega(t_2)-\omega(t_3)} \left( -\frac{s_{456}\eta_5}{\mu^4} \right)^{\omega(t_3)-\omega(t_1)} \left( -\frac{s\eta_4\eta_5}{\mu^6} \right)^{\omega(t_1)} + d_5 \left( -\frac{s_3}{\mu^2} \right)^{\omega(t_3)-\omega(t_2)} \left( -\frac{s_1}{\mu^2} \right)^{\omega(t_1)-\omega(t_2)} \left( -\frac{s\eta_4\eta_5}{\mu^6} \right)^{\omega(t_2)}.$$  (3.45)
This ansatz should be valid in all kinematical regimes. However, comparing this ansatz to the BDS expression once we go to the mixed region in which

\[ s, s_2 > 0, \quad s_1, s_3, s_{345}, s_{456} < 0, \]  

(3.46)

there is no solution for the parameters \( d_i \) as is shown in [25]. This means that the BDS ansatz in this kinematical region is not compatible with Regge factorisation. In fact, in this region the BDS ansatz has the asymptotic form

\[
\frac{M_{2\to4}}{\Gamma(t_1)\Gamma(t_3)} = C \left( -\frac{s_1}{\mu^2} \right)^{\omega(t_1)} \frac{\Gamma(t_1, t_2, \eta_4)}{\mu^2} \left( -\frac{s_2}{\mu^2} \right)^{\omega(t_2)} \frac{\Gamma(t_2, t_3, \eta_5)}{\mu^2} \left( -\frac{s_3}{\mu^2} \right)^{\omega(t_3)},
\]

(3.47)

with an additional phase \( C \), which reads

\[
C = e^{i\frac{\pi}{4} \gamma_K(\lambda)} \left( \log \left( \frac{q_1^2 q_2^2}{s_1 s_3} \right) - \frac{1}{2} \right),
\]

(3.48)

The appearance of this phase explains the wrong analytic structure of the BDS ansatz. As explained in [25], this phase is the one-loop approximation of a Regge cut contribution, which appears because the BDS ansatz is one-loop exact. However, an explicit calculation in [75] shows that starting from two loops this Regge cut piece is not contained in the BDS ansatz. We now know that this failure starting from two loops is due to the appearance of the remainder function, which then accounts for the Regge cut. Physically, the BDS ansatz accounts correctly for the Regge poles. However, starting from the \( 2 \to 4 \) amplitude, two Reggeons can form a bound state in the \( s_2 \)-channel which then gives rise to a Regge cut contribution.

A precise study of the Regge cut piece is carried out in [75,76] and amounts to finding a solution to the BFKL equation in the colour octet channel, with the result that the remainder function in the mixed region Eq.(3.46) for the \( 2 \to 4 \) amplitude can be written as

\[
e^{R + i\delta} \bigg|^{MRL} = \cos \pi \omega_{ab} + i \frac{\lambda}{2} \sum_n (-1)^n \left( \frac{r}{r^*} \right)^2 \int \frac{d\nu}{\nu^2 + \gamma^2} \left| r \right|^{2\nu} \Phi_{\text{Reg}}(\nu, n) \left( -(1 - u_1) \sqrt{u_2 u_3} \right)^{-\omega(\nu, n)},
\]

(3.49)

where

\[
\delta = \gamma_K(\lambda) \frac{\pi}{4} \log \left( \sqrt{u_2 u_3} \right)
\]

(3.50)

is a phase and

\[
\omega_{ab} = \frac{1}{8} \gamma_K(\lambda) \log \frac{\bar{u}_3}{u_2}
\]

(3.51)

is the Regge pole contribution, which both include the cusp anomalous dimension \( \gamma_K \). Furthermore, we have introduced the complex quantity \( r \) which, for the \( n \)-point amplitude, is defined as

\[
\frac{u_{2\sigma}}{1 - u_{1\sigma}} = \frac{1}{1 + r_{\sigma}^2}, \quad \frac{u_{3\sigma}}{1 - u_{1\sigma}} = \frac{|r_{\sigma}|^2}{1 + r_{\sigma}^2},
\]

(3.52)

Note that in the weak coupling literature this quantity is usually called \( w_\sigma \), cf. [130]. We choose a different letter here to avoid confusion with the strong coupling variable \( w_\tau \) which we introduce in the next chapter, as they are not equivalent.
where $\sigma = 1, \ldots, n-5$ and we omit the index in Eq.\((3.49)\) since $\sigma = 1$ is the only possibility. The universal quantities that feed into Eq.\((3.49)\) are the BFKL eigenvalue $\omega(\nu, n)$ and the regularised impact factor $\Phi_{\text{Reg}}(\nu, n)$, which allow a perturbative expansion,

\begin{equation}
\omega(\nu, n) = -\lambda(E_{\nu,n} + \lambda E^{(1)}_{\nu,n} + O(\lambda^2)), \tag{3.53}
\end{equation}

\begin{equation}
\Phi_{\text{Reg}}(\nu, n) = 1 + \lambda \Phi^{(1)}_{\text{Reg}}(\nu, n) + O(\lambda^2). \tag{3.54}
\end{equation}

Note that the regularised impact factor $\Phi_{\text{reg}}(\nu, n)$ is in fact an effective quantity, being the product of two impact factors,

\begin{equation}
\frac{\Phi_{\text{reg}}(\nu, n)}{\nu^2 + \frac{n^2}{4}} = \Phi^*(\nu, n)\Phi(\nu, n), \tag{3.55}
\end{equation}

see [75, 76]. To show the class of functions that appear, we write out their explicit form to NLLA accuracy [75, 76, 130]:

\begin{equation}
E_{\nu,n} = -\frac{1}{2} \frac{|n|}{\nu^2 + \frac{n^2}{4}} + \psi \left(1 + i\nu + \frac{|n|}{2}\right) + \psi \left(1 - i\nu + \frac{|n|}{2}\right) - 2\psi(1), \tag{3.56}
\end{equation}

\begin{equation}
E^{(1)}_{\nu,n} = -\frac{1}{4} \left(\psi'' \left(1 + i\nu + \frac{|n|}{2}\right) + \psi'' \left(1 - i\nu + \frac{|n|}{2}\right) - \psi'(1 + i\nu + \frac{|n|}{2}) - \psi'(1 - i\nu + \frac{|n|}{2})\right)
- \zeta_2 E_{\nu,n} - 3\zeta_3 - \frac{|n|}{4} \frac{(\nu^2 - \frac{n^2}{4})^3}{(\nu^2 + \frac{n^2}{4})^3} \tag{3.57}
\end{equation}

and

\begin{equation}
\Phi^{(1)}_{\text{Reg}}(\nu, n) = -\frac{1}{2} E^{(1)}_{\nu,n} - \frac{3}{8} \frac{n^2}{(\nu^2 + \frac{n^2}{4})^2} - \zeta_2, \tag{3.58}
\end{equation}

with the digamma function $\psi(z) = \Gamma'(z)/\Gamma(z)$ and the zeta values $\zeta_n = \zeta(n)$. By now, the BFKL eigenvalue is known to $N^2\text{LLA}$ accuracy, while the impact factor is known to $N^3\text{LLA}$ accuracy [31]. Furthermore, there is a proposal for all-loop expressions [131] for both quantities from an ansatz built on the similarity of Eq.\((3.49)\) with the OPE-expansion of [61]. Eq.\((3.49)\) is the form of the remainder function for which we want to find an analogue at strong coupling.
4. The Y-system in the multi-Regge limit

We now combine the two preceding chapters by studying how the Y-system behaves in the multi-Regge limit. We will find that there is a specific choice of the Y-system parameters which represents the multi-Regge limit. Finding the values of the Y-system parameters requires a careful analysis of the Y-system equations and possible modifications which arise from residue contributions. However, our result will be worth the effort, as the Y-system is shown to simplify drastically in this special kinematical limit.

4.1. Cross ratios and Y-functions

To begin, we need to be more explicit about the relation between our basis of cross ratios Eq.(3.4) and the Y-functions evaluated at special values of $\theta$. This relation is worked out in [44] and can be easily stated by introducing the functions

$$ U_s^{[r]} := 1 + \frac{1}{Y^{[r]}_{2,s}} := 1 + \frac{1}{Y_{2,s}^{[r]} |_{\theta = i\pi r/4}} = 1 + \frac{1}{Y_{2,s}^{[r]} |_{\theta = 0}}, $$

where we introduced the italic $Y^{[r]}_{2,s}$ to denote the Y-functions evaluated at a multiple of $i\pi/4$. The cross ratios of pairs of adjacent points in dual space are then given by

$$ U_{2k-2}^{[2p]} = \frac{x_{-k+p,k+p-1,k+p-1}^2}{x_{-k+p-1,k+p-1}^2} $$

if the number of cusps $2k-2$ between $x_{-k+p}$ and $x_{k+p-1}$ is even and

$$ U_{2k-1}^{[2p+1]} = \frac{x_{-k+p,k+p+1,k+p-1,k+p}^2}{x_{-k+p-1,k+p+1}^2} $$

if the number of cusps $2k-1$ between $x_{-k+p}$ and $x_{k+p}$ is odd. Since our basis of cross ratios only connects pairs of points with adjacent indices, we can immediately write down the relations with the Y-functions, which read

$$ u_{1\sigma} = \frac{x_{\sigma+1,\sigma+5}^2}{x_{\sigma+2,\sigma+5}^2} = \left( U_{1}^{[2\sigma+7]} \right)^{-1} = \frac{Y_{1}^{[2\sigma+7]}}{1 + Y_{1}^{[2\sigma+7]}}, $$

$$ u_{2\sigma} = \frac{x_{\sigma+3,\sigma+2}^2}{x_{\sigma+4,\sigma+3}^2} = \left( U_{\sigma}^{[\sigma+4]} \right)^{-1} = \frac{Y_{\sigma}^{[\sigma+4]}}{1 + Y_{\sigma}^{[\sigma+4]}}, $$

$$ u_{3\sigma} = \frac{x_{\sigma+3,\sigma+4}^2}{x_{\sigma+4}^2} = \left( U_{\sigma}^{[\sigma+6]} \right)^{-1} = \frac{Y_{\sigma}^{[\sigma+6]}}{1 + Y_{\sigma}^{[\sigma+6]}}. $$
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The idea of our following analysis is simple. The right-hand side of the equations (4.4-4.6) depends on the Y-system parameters $|m_s|, C_s$ and $\phi_s$. If we demand that the cross ratios on the left-hand side of Eqs.(4.4-4.6) show multi-Regge behaviour, i.e. the behaviour worked out in section 3.3, this will give rise to constraints on the values the Y-system parameters can take. We will see that these constraints are indeed powerful enough to fix $2n - 10$ of the Y-system parameters.

For a large number of gluons, the upper indices in Eqs.(4.4-4.6) will also become large. Fortunately, we can make use of the symmetry

$$U_s[l] = U_s[l\pm n]$$

which originates in the $Z_4$ symmetry of the Hitchin system underlying the Y-system. Using this symmetry we can always decrease the absolute value of the upper index to be smaller than or equal to $\lfloor n/2 \rfloor$. From there, we can use the recursion relations Eq.(2.68) to express the cross ratios in terms of Y-functions in the fundamental strip $|\text{Im} \theta| < \frac{\pi}{4}$. Applying the symmetry twice, we find that

$$U_s[l] = U_s[l\pm 2n].$$

This relation is in fact necessary to be consistent with the cyclicity of the dual variables $x_i = x_{i+n}$.

4.2. The multi-Regge limit of the Y-system

4.2.1. The 6-point case

We will begin with the simplest case of six gluons, which was first analysed in [78]. We review the results here to spell out some quantities which we will try to generalise in the following. Note that in the 6-point case, the index $s$ of the Y-functions is fixed to one and will be dropped in the following. The three cross ratios and their associated Y-functions are

$$u_1 = \frac{x_{2,3,5}^2 x_{2,6}^2}{x_{2,3,6}^2 x_{2,5}^2} = \frac{Y_{2}^{-3}}{1 + Y_{2}^{-3}},$$
$$u_2 = \frac{x_{2,1,3}^2 x_{2,4,6}^2}{x_{2,1,4}^2 x_{2,3,6}^2} = \frac{Y_{2}^{-1}}{1 + Y_{2}^{-1}},$$
$$u_3 = \frac{x_{2,1,5}^2 x_{2,4}^2}{x_{2,1,4}^2 x_{2,5}^2} = \frac{Y_{2}^{1}}{1 + Y_{2}^{1}}. \quad (4.9)$$

We know from our kinematical analysis that $u_1$ has to go to one, while the other two cross ratios have to approach zero. From Eqs.(4.4-4.6) it is clear that if a cross ratio vanishes, the associated Y-function has to go to zero, as well, while a cross ratio going to one forces the corresponding Y-function to go to infinity. Writing out schematically the equation governing $Y_{2}^{1}$,

$$\log Y_{2}\left(\frac{\pi}{4}\right) = -\sqrt{2}|m| \cos \left(\frac{\pi}{4} - \phi\right) + \sum_{a'} K^2 a' \star \log (1 + Y_{a'}), \quad (4.10)$$

we see that $\log Y_{2}^{1}$ has to be large and negative to make $u_3$ small. This can certainly be achieved if we take $|m| \to \infty$, as long as $\phi \in (-\frac{3\pi}{4}, \frac{\pi}{4})$. This limit has the further virtue that the leading contribution of the integral terms will schematically be given by

$$\int_{-\infty}^{\infty} d\theta' K(\theta - \theta') \log (1 + Y(\theta')) \approx \int_{-\infty}^{\infty} d\theta' K(\theta - \theta') \log \left(1 + e^{-|m| \cosh(\theta' - i\phi)}\right) \to 0, \quad (4.11)$$
which is negligible compared to the term $\sim |m|$ in Eq.(4.10) in the large $|m|$ limit. Indeed, in [78] it is shown that the parameter choice

$$|m| \to \infty, \quad \phi \to 0, \quad C = \text{const.} \quad (4.12)$$

reproduces the multi-Regge limit. Since we can neglect the integrals in the Y-system equations in the fundamental strip $|\text{Im} \theta| < \frac{\pi}{4}$ as we saw in Eq.(4.11) above, the Y-functions simplify drastically and read

$$Y_1(\theta) \cong e^{-|m| \cosh(\theta - i\phi) - C}, \quad Y_2(\theta) \cong e^{-\sqrt{2}|m| \cosh(\theta - i\phi)}, \quad Y_3(\theta) \cong e^{-|m| \cosh(\theta - i\phi) + C}. \quad (4.13)$$

Using these expressions and the recursion relation Eq.(2.68), we can determine the cross ratios and find

$$u_1 = 1 - \left( w + \frac{1}{w} + 2 \cosh C \right) \varepsilon + \mathcal{O}(\varepsilon^2), \quad u_2 = w \varepsilon + \mathcal{O}(\varepsilon^2), \quad u_3 = \frac{\varepsilon}{w} + \mathcal{O}(\varepsilon^2), \quad (4.14)$$

where we have introduced the quantities

$$\varepsilon = e^{-|m| \cosh \phi}, \quad w = e^{|m| \sin \phi},$$

which have the limits $\varepsilon \to 0$ and $w \to \text{const.}$ in the multi-Regge limit. Eq.(4.14) shows exactly the behaviour we have found from a purely kinematical analysis in section 3.3. We now turn to the 7-point case to see how this result extends to more gluons.

### 4.2.2. The 7-point case

In the 7-point case, we now have six cross ratios given by

$$u_{11} = \frac{x_2^2 x_5^2}{x_3^2 x_4^2}, \quad u_{21} = \frac{x_3^2 x_6^2}{x_4^2 x_7^2}, \quad u_{31} = \frac{x_4^2 x_7^2}{x_5^2 x_8^2}, \quad u_{22} = \frac{x_5^2 x_8^2}{x_6^2 x_9^2}, \quad u_{32} = \frac{x_6^2 x_9^2}{x_7^2 x_10^2},$$

$$u_{23} = \frac{x_7^2 x_{10}^2}{x_8^2 x_{11}^2} = \frac{Y_{2,2}}{1 + Y_{2,2}}, \quad u_{33} = \frac{x_8^2 x_{11}^2}{x_9^2 x_{12}^2} = \frac{Y_{3,3}}{1 + Y_{2,2}}.$$

It is to be expected that the multi-Regge limit for the 7-point case still connected with the large $|m_s|$-regime\(^1\). For the moment, let us assume that we can still neglect the integrals in the fundamental strip as described in Eq.(4.11). We will justify this once we have determined all parameters.

To determine the correct limit, let us start by analysing the cross ratio $u_{11}$ which approaches one in the multi-Regge limit. Using the recursion relation Eq.(2.68) for the associated Y-function, we find that

$$Y_{2,2} \cong \frac{1 + e^{-\sqrt{2}|m_1| \cos(\frac{\pi}{4} - \phi_1)}}{e^{-\sqrt{2}|m_2| \cos \phi_2} \left( 1 + e^{|m_2| \cos(\frac{\pi}{4} - \phi_2) - C_2} \right) \left( 1 + e^{|m_2| \cos(\frac{\pi}{4} + \phi_2) + C_2} \right)} \to \infty. \quad (4.17)$$

\(^1\)For example, we can return to the 6-point case by taking a collinear limit.
This Y-function can only diverge if every term in the denominator vanishes. Expanding
the denominator as
\[ e^{-\sqrt{2|m_2|}\cos \phi_2} + e^{\sqrt{2|m_2|}\sin \phi_2} + 2 \cosh C_2 e^{-|m_2|\cos \left(\frac{\pi}{4} + \phi_2\right)}, \tag{4.18} \]
this forces \( \phi_2 \) to lie in the interval
\[ \phi_2 \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \cap (-\pi, 0) \cap \left(-\frac{3\pi}{4}, \frac{\pi}{4}\right) = \left(-\frac{\pi}{2}, 0\right). \tag{4.19} \]
In writing the intersection, we have assumed that \( \phi_2 \) stays at least in the range \(-\pi \leq \phi_2 \leq \pi\). To determine the exact value of \( \phi_2 \) we analyse the fraction \( \frac{u_{21}}{u_{31}} \), which we know stays finite in the multi-Regge limit. Since both cross ratios go to zero individually, we see that the leading term for this fraction in terms of the Y-functions is given by
\[ \frac{u_{21}}{u_{31}} \approx \frac{Y_{2,2}^{[-2]} \cos \phi_2}{Y_{2,2}^{[0]} \cos \phi_2} \frac{1 + e^{-\sqrt{2|m_1|}\cos \left(\frac{\pi}{4} + \phi\right)}}{1 + e^{\sqrt{2|m_2|}\cos \left(\frac{\pi}{4} + \phi_2\right) - C_2}} \rightarrow \text{const} \]
\[ \tag{4.20} \]
As before, we can expand the denominator. If this expression shall converge to a constant, at least one of the terms in the denominator has to remain finite, with all other terms going to zero. This allows the two choices \( \phi_2 \rightarrow -\frac{\pi}{4} \) or \( \phi_2 \rightarrow \frac{\pi}{4} \), of which the latter is excluded by Eq.(4.19). A similar analysis determines \( \phi_1 \). Instead of presenting all equations and the constraints we derive from them, it is an easier task to just show that the parameter choice
\[ |m_s| \rightarrow \infty, \quad C_s = \text{const}, \]
\[ \phi_1 \rightarrow 0, \quad \phi_2 \rightarrow -\frac{\pi}{4} \tag{4.21} \]
leads to the correct behaviour for the cross ratios. For completeness, we spell out the remaining constraint equations in appendix B.

To check that Eq.(4.21) is indeed the correct choice of parameters, we start by defining
\[ \varepsilon_1 = e^{-|m_1|\cos \phi_1}, \quad w_1 = e^{|m_1|\sin \phi_1}, \]
\[ \varepsilon_2 = e^{-|m_2|\cos \left(\frac{\pi}{4} + \phi_2\right)}, \quad w_2 = e^{|m_2|\sin \left(\frac{\pi}{4} + \phi_2\right)} \tag{4.22} \]
which have the limits \( \varepsilon_s \rightarrow 0 \) and \( w_s \rightarrow \text{const} \) in the multi-Regge limit. From the Y-functions in the fundamental strip we obtain the relations
\[ u_{32} = \frac{Y_{2,1}^{[1]} \cos \phi_1}{1 + Y_{2,1}^{[-1]} \cos \left(\frac{\pi}{4} + \phi_1\right)} \approx \frac{e^{-\sqrt{2|m_1|}\cos \left(\frac{\pi}{4} - \phi_1\right)}}{1 + e^{-\sqrt{2|m_1|}\cos \left(\frac{\pi}{4} - \phi_1\right)}} = \frac{\varepsilon_1}{w_1} = \frac{\varepsilon_1}{w_1} + \mathcal{O}(\varepsilon^2), \tag{4.23} \]
\[ u_{22} = \frac{Y_{2,1}^{[-1]} \cos \phi_1}{1 + Y_{2,1}^{[-1]} \cos \left(\frac{\pi}{4} + \phi_1\right)} \approx \frac{e^{-\sqrt{2|m_1|}\cos \left(\frac{\pi}{4} + \phi_1\right)}}{1 + e^{-\sqrt{2|m_1|}\cos \left(\frac{\pi}{4} + \phi_1\right)}} = \frac{\varepsilon_1 w_1}{1 + \varepsilon_1 w_1} = \varepsilon_1 w_1 + \mathcal{O}(\varepsilon^2), \tag{4.24} \]
\[ u_{31} = \frac{Y_{2,2}^{[0]} \cos \phi_2}{1 + Y_{2,2}^{[-1]} \cos \phi_2} \approx \frac{e^{-\sqrt{2|m_2|}\cos \phi_2}}{1 + e^{-\sqrt{2|m_2|}\cos \phi_2}} = \frac{\varepsilon_2}{w_2} = \frac{\varepsilon_2}{w_2} + \mathcal{O}(\varepsilon^2). \tag{4.25} \]
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To obtain the other cross ratios we have to employ the recursion relation Eq.(2.68) and find

\[ Y_{2,2}^{[-2]} = \frac{1 + Y_{2,1}^{[-1]}}{Y_{2,2}^{[0]} \left( 1 + \frac{1}{Y_{3,2}^{[-3]}} \right) \left( 1 + \frac{1}{Y_{1,2}^{[-3]}} \right)} \approx \frac{1 + \varepsilon_1 w_1}{\varepsilon_2 w_2 \left( 1 + \frac{\varepsilon_1}{\varepsilon_2} \right) \left( 1 + \frac{\varepsilon_2}{\varepsilon_2} \right)} = \varepsilon_2 w_2 + O(\varepsilon^2), \quad (4.26) \]

from which we conclude that

\[ u_{21} = \frac{Y_{2,2}^{[-2]}}{1 + Y_{2,2}^{[-2]}} \approx \frac{\varepsilon_2 w_2}{1 + \varepsilon_2 w_2} = \varepsilon_2 w_2 + O(\varepsilon^2). \quad (4.27) \]

Similarly, we get

\[ Y_{2,2}^{[2]} \approx \frac{1 + \varepsilon_1 w_1}{\varepsilon_2 w_2 \left( 1 + w_2 e^{-C_2} \right) \left( 1 + w_2 e^{C_2} \right)}, \quad (4.28) \]

which leads to

\[ u_{11} = \frac{Y_{2,2}^{[2]}}{1 + Y_{2,2}^{[2]}} \approx 1 - \left( w_2 + \frac{1}{w_2} + 2 \cosh C_2 \right) \varepsilon_2 + O(\varepsilon^2). \quad (4.29) \]

For the last cross ratio, \( u_{11} \), we have to use the recursion relation Eq.(2.68) several times and find after a straightforward calculation that

\[ Y_{2,1}^{[-3]} = \frac{1 + Y_{2,2}^{[-2]}}{Y_{2,1}^{[-1]} \left( 1 + \frac{1}{Y_{3,1}^{[-3]}} \right) \left( 1 + \frac{1}{Y_{1,1}^{[-3]}} \right)} \approx \frac{1 + \varepsilon_1 w_1}{\varepsilon_1 w_1 \left( 1 + \frac{\varepsilon_1}{1 + \varepsilon_2 w_2} \right) \left( 1 + \frac{\varepsilon_1}{1 + \varepsilon_2 w_2} \right)}, \quad (4.30) \]

from which we calculate the cross ratio to be given by

\[ u_{12} = \frac{Y_{2,1}^{[-3]}}{1 + Y_{2,1}^{[-3]}} \approx 1 - \left( w_1 + \frac{1}{w_1} + 2 \cosh C_1 \right) \varepsilon_1 + O(\varepsilon^2). \quad (4.31) \]

We see that we can again find the correct values of the Y-system parameters for the multi-Regge limit. Making this parameter choice, the cross ratios split into two triplets, which resemble a ‘double copy’ of the 6-point case. To obtain this result, it is essential that \( \phi_2 \) is non-zero, as one can nicely see from Eq.(4.25). Pushing on to more gluons, again assuming that all integrals can just naively be neglected, we see hints that in general \( \phi_s = (1 - s) \frac{\pi}{4} \) seem to be the values for the phases in the multi-Regge limit. However, as was explained in section 2.3.3, the Y-system has to be modified once large phases enter the game. We will therefore analyse when residue contributions from the kernels have to be picked up before we can prove our suspicion for the values of \( \phi_s \).
4.3. Large phases and residue contributions

In this section, we will make the following ansatz for the Y-system parameters:

$$|m_s| \to \infty, \ C_s = \text{const.}, \ \phi_s \to (1 - s) \frac{\pi}{4}. \quad (4.32)$$

Furthermore, we introduce parameters

$$\varepsilon_s := e^{-|m_s| \cos((s - 1) \frac{\pi}{4} + \phi_s)}, \ w_s := e^{i|m_s| \sin((s - 1) \frac{\pi}{4} + \phi_s)}, \quad (4.33)$$

where $s = 1, \ldots, n - 5$ and as before we have that $\varepsilon_s \to 0$ and $w_s \to \text{const.}$ in the multi-Regge limit. Our goal is to show that for this choice of parameters we indeed find the correct behaviour of the cross ratios. As mentioned before, the reason this is non-trivial is that large phases appear in our ansatz Eq.(4.32). Let us therefore begin by spelling out the relevant Y-system formula for complex mass parameters again:

$$\log \tilde{Y}_{2,s}(\theta) = -\sqrt{2}|m_s| \cosh \theta + \sum_{a',s'} \int_{\mathbb{R}} d\theta' K_{s,s'}^{2,a'}(\theta - \theta' + i\phi_s - i\phi_{s'}) \log(1 + \tilde{Y}_{a',s'}(\theta')) \label{4.34},$$

where, as before, $\tilde{Y}_{2,s}(\theta) = Y_{2,s}(\theta + i\phi_s)$. The kernels that appear in Eq.(4.34) have simple poles along the lines $\text{Im} (\theta + i\phi_s - i\phi_{s'}) = ik \frac{\pi}{4}$, where $k = 2(2n + 1)$ for $K_1$ and $k = 2n + 1$ for $K_2, K_3$ for $n \in \mathbb{Z}$. Whenever we cross such a line, we have to pick up a residue contribution. However, note that the line actually has to be crossed, for $\theta = ik \frac{\pi}{4}$ we can still use an $i\varepsilon$-prescription to avoid the singularities (for more details see [44] and section 5.3). Once we have accounted for all crossed poles, our Y-system equations schematically read

$$\log \tilde{Y}_{2,s}(\theta) = -\sqrt{2}|m_s| \cosh \theta + \sum_{a',s'} \int_{\mathbb{R}} d\theta' K_{s,s'}^{2,a'}(\theta - \theta' + i\phi_s - i\phi_{s'}) \log(1 + \tilde{Y}_{a',s'}(\theta'))$$

$$+ \sum_{\nu} n_{\nu} \log \left(1 + \tilde{Y}_{a',s'} \left(\theta + i\phi_s - i\phi_{s'} - ik_{\nu} \frac{\pi}{4}\right)\right), \quad (4.35)$$

where we have introduced an index $\nu$ that counts all crossed poles. The coefficient $n_{\nu}$ allows for a sign factor which depends on which kernel the crossed pole belongs to and where it was crossed.

Since we integrate along the real axis, the Y-functions which appear in the integrand of Eq.(4.34) are always evaluated at real values of $\theta'$. Note that due to the structure of the Y-system Eqs.(2.60-2.62) kernels are only non-zero if $s' = s \pm 1$ or $s' = s$. However, for those values of $s'$ the phase difference is always equal to $\pm i\frac{\pi}{4}$ or zero due to our ansatz Eq.(4.32). For those imaginary parts in the kernels we can still use an $i\varepsilon$-prescription, which in turn implies that for real values of $\theta$ we never have to pick up residue contributions and can keep on using the standard form Eq.(4.34). This means that as we go to the region of large mass parameters, we can always use the asymptotic form

$$\tilde{Y}_{1,s}(\theta) \cong e^{-|m_s| \cosh \theta - C_s}, \ \tilde{Y}_{2,s}(\theta) \cong e^{-\sqrt{2}|m_s| \cosh \theta}, \ \tilde{Y}_{3,s}(\theta) \cong e^{-|m_s| \cosh \theta + C_s}, \quad (4.36)$$

without any additional residue contributions, allowing us to use the argument spelled out in Eq.(4.11) to conclude that the integral contributions can always be neglected in the large
mass limit. Still, the integrals can leave their imprint on the Y-functions for arguments with a non-vanishing imaginary part through the residue terms, which we have to pick up before neglecting the integrals.

As the cross ratios are given in terms of the $Y_{2,s}$-functions and not the $\tilde{Y}_{2,s}$-functions, we shift the argument in Eq.(4.35) and find

$$\text{log} Y_{2,s}(\theta) = -\sqrt{2}|m_s| \cosh (\theta - i\phi_s) + \sum_{\nu} n_{\nu} \log \left(1 + Y_{a_{\nu},s_{\nu}}(\theta - ik_{\nu} \frac{\pi}{4})\right),$$

(4.37)

where we already dropped the integral contributions. Our main task is now to figure out which $Y_{2,s}$-functions are modified by residue terms and how the cross ratios are affected by this.

4.3.1. The 8-point case

To fill the formulas presented in the last section with some life, let us analyse the 8-point amplitude. As a specific example, let us study $Y_{[−2]}^{[−2]}$, which is connected with the cross ratio $u_{22}$. Note that due to our choice of phases, this is equivalent to calculating $\tilde{Y}_{[−1]}^{[−1]}$. To find the residue contributions, imagine starting from $\theta = 0$ where Eq.(4.34) holds without residue terms because $\theta = 0$ is a real value (cf. the discussion around Eq.(4.36)) and then moving $\theta \to -i\pi /4$. Looking at the kernels $K_{2,s'}^{2,s''}(\theta - \theta' + i\phi_2 - i\phi_{s''})$, we see that only for $s' = 1$ do we cross $\text{Im}(\theta + i\phi_2 - i\phi_{s''}) = -i\pi /4$. The only kernel with both a singularity at $-i\pi /4$ and a coefficient with $s' = 1$ is $K_{2,1}^{2,2}$. Therefore we need to pick up a residue and get a contribution $\sim \text{log} \left(1 + Y_{2,1}^{[−1]}(-i\pi /4)\right)$, which, after shifting back to the Y-functions, leads to

$$Y_{[−2]}^{[−2]} = e^{-\sqrt{2}|m_2| \cos \left(\frac{\pi}{4} + \phi_2\right)} \left(1 + Y_{2,1}^{[−1]}\right) \approx \epsilon_2 w_2 \left(1 + Y_{2,1}^{[−1]}\right).$$

(4.38)

Note that for this specific example, the residue contribution is negligible since $Y_{2,1}^{[−1]} \approx \epsilon_1 w_1$. However, it serves to show how residue contributions can affect our equations and that we have to be careful in taking them into account.

In the same way we analyse the remaining Y-functions relevant for the evaluation of the cross ratios and present a graphical representation of our results in figure 4.1. Every node in figure 4.1 corresponds to the three possible values $Y_{d_s}^{[k]}$ with $s$ and $k$ fixed. Encircled nodes correspond to Y-functions which receive no residue contributions. Arrows point to nodes in which a given Y-function shows up as a residue contribution. Y-functions not indicated above have a more complicated residue structure and should be evaluated using the recursion relation Eq.(2.68). However, since we need it later, we explain how to read off the residue contribution for those functions in appendix C.

Now that we have understood the residue structure, we can go ahead and calculate the cross ratios. The quickest way to do this is to note from figure 4.1 that all $Y_{d_s}^{[−1]}$ do not receive any corrections from residues and that with their help we can determine the $Y_{d_s}^{[0]}$. We then use the recursion relation to express all cross ratios through these six Y-functions.
After a quick calculation, we find that the cross ratios are given by

\[
\begin{align*}
\sigma_1 &= 1 - \left( w_{n-4-\sigma} + \frac{1}{w_{n-4-\sigma}} + 2 \cosh C_{n-4-\sigma} \right) \varepsilon_{n-4-\sigma} + O(\varepsilon^2), \\
\sigma_2 &= \varepsilon_{n-4-\sigma} w_{n-4-\sigma} + O(\varepsilon^2), \\
\sigma_3 &= \frac{\varepsilon_{n-4-\sigma}}{w_{n-4-\sigma}} + O(\varepsilon^2),
\end{align*}
\]

and nicely show the expected behaviour (cf. section 3.3). Note that target-projectile symmetry Eq.(3.5) interchanges the parameters above as

\[
\varepsilon_\sigma \leftrightarrow \varepsilon_{n-4-\sigma}, \quad w_\sigma \leftrightarrow \frac{1}{w_{n-4-\sigma}}, \quad \cosh C_\sigma \leftrightarrow \cosh C_{n-4-\sigma},
\]

and this prescription will turn out to carry over to higher-point cases, as well.

### 4.3.2. The \(n\)-point case

After all the preparatory work, we are now able to tackle the general \(n\)-gluon case. As stated before, we want to show that the cross ratios have multi-Regge behaviour if we assume that \(\phi_s = (1-s)\frac{\pi}{2}\). We use the fact that kernels in the Y-system are only non-vanishing if \(s' = s \pm 1\) or \(s' = s\), which means that the imaginary parts in the arguments of the kernels due to phase differences are always given by \(\pm i\frac{\pi}{2}\) or zero. This allows us to lift the analysis of the residues of the 8-point case to the general case, with results shown in figure 4.2. Figure 4.2 looks similar to figure 4.1 with some changes. Grey boxes, just like Y-functions not shown in the figure, have a more complicated residue structure, as explained in appendix C. If a cross ratio is determined by a given function \(Y_{2,s}^{[k]}\) we have
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\[ Y^{[-4]}_{a,1} \quad u_{1n-6} \quad Y^{[-2]}_{a,1} \quad u_{1n-5} \quad Y^{[0]}_{a,1} \quad u_{3n-5} \quad Y^{[2]}_{a,1} \]

\[ Y^{[-3]}_{a,2} \quad u_{2n-6} \quad Y^{[-1]}_{a,2} \quad u_{3n-6} \quad Y^{[1]}_{a,2} \]

\[ Y^{[-4]}_{a,3} \quad u_{2n-7} \quad Y^{[-2]}_{a,3} \quad u_{3n-7} \quad Y^{[0]}_{a,3} \]

\[ Y^{[4-n]}_{a,n-5} \quad u_{21} \quad Y^{[6-n]}_{a,n-5} \quad u_{31} \quad Y^{[8-n]}_{a,n-5} \quad u_{11} \quad Y^{[9-n]}_{a,n-5} \quad u_{12} \]

Figure 4.2.: Structure of residue contributions for the \( n \)-point case. Every node corresponds to the three values \( Y^{[k]}_{a,s} \) with \( s \) and \( k \) fixed. Encircled nodes correspond to \( Y \)-functions which receive no residue contributions. Arrows point to nodes in which a given \( Y \)-function shows up as a residue contribution. Grey boxes and \( Y \)-functions not indicated above have a more complicated residue structure. If a cross ratios is determined by a given function \( Y^{[k]}_{2,s} \) we have indicated this by putting the cross ratio in the box instead of the \( Y \)-function.

indicated this by putting the cross ratio in the box instead of the \( Y \)-function. Note that we have employed the shift symmetry Eqs. (4.7, 4.8) to have the cross ratios \( u_{1\sigma} \) in the first row at negative values of \( \theta \).

In the central region of figure 4.2 something remarkable happens. Along the diagonals on which all cross ratios \( u_{2\sigma} \) and \( u_{3\sigma} \) lie the ‘residue flow’ is very simple. First of all, there are two functions which do not receive any residue corrections and can be evaluated immediately. From our general formulas

\[
\begin{align*}
u_{2\sigma} &= \frac{Y^{[-n-4-\sigma]}_{2,n-4-\sigma}}{1 + Y^{[-n-4-\sigma]}_{2,n-4-\sigma}}, & u_{3\sigma} &= \frac{Y^{[-(n-6-\sigma)]}_{2,n-4-\sigma}}{1 + Y^{[-(n-6-\sigma)]}_{2,n-4-\sigma}}. \\
\end{align*}
\]

\[ (4.41) \]

we find that

\[
\begin{align*}
u_{31} &= \frac{\varepsilon_{n-5}}{w_{n-5}}, & u_{2n-5} &= \varepsilon_{1}w_{1}. \\
\end{align*}
\]

\[ (4.42) \]

Furthermore, every \( Y^{[k]}_{2,s} \)-function (except for the two functions discussed above) along those diagonals gets a correction by only one residue term involving \( Y^{[k+1]}_{2,s+1} \) and the \( Y \)-function itself appears as a residue correction for the function \( Y^{[k+1]}_{2,s+1} \), where the upper sign is valid for the \( u_{2\sigma} \)-diagonal and the lower sign is valid for the \( u_{3\sigma} \)-diagonal. This allows an iterative determination of the cross ratios. Ignoring the residue contributions for a moment, we see that the \( Y \)-functions along the \( u_{2\sigma} \)-diagonal are given by

\[
Y^{[-s]}_{2,s} = e^{-\sqrt{2}|m_{s}| \cos \left( \frac{\pi}{4} + (s-1) \frac{\pi}{4} \right) \phi_{s}} \cdot (\text{Residue Terms}) = \varepsilon_{s}w_{s} \cdot (\text{Residue Terms}). \]

\[ (4.43) \]
\[ Y^{[-s+2]}_{2,s} = e^{-\sqrt{2|m_s|\cos(-\frac{s}{2}+(s-1)\frac{\pi}{4}+\phi_s)}} \cdot \text{(Residue Terms)} = \frac{\varepsilon_s}{w_s} \cdot \text{(Residue Terms)}. \] (4.44)

This allows us to obtain the first non-trivial element along the \( u_{2\sigma} \)-diagonal. We find
\[ Y^{[-2]}_{2,2} = \varepsilon_2 w_2 \cdot (1 + Y^{[-1]}_{2,1}) = \varepsilon_2 w_2 \cdot (1 + \varepsilon_1 w_1) = \varepsilon_2 w_2 + O(\varepsilon^2). \] (4.45)

Due to the simple residue structure along the two diagonals, this structure repeats itself and we can conclude that
\[ u_{2\sigma} = \varepsilon_{n-4-\sigma} w_{n-4-\sigma}, \quad u_{3\sigma} = \frac{\varepsilon_{n-4-\sigma}}{w_{n-4-\sigma}}. \] (4.46)

We are left with the large cross ratios \( u_{1\sigma} \) which lie along the first row and therefore have a more complicated residue structure. To determine those, consider adding another gluon to a \( n \)-point amplitude. This introduces another triplet of \( Y \)-functions. Furthermore, all cross ratios \( u_{1\sigma} \) in the first row are shifted to the left by two boxes and a new cross ratio \( u_{1(n+1)-5} \) appears which is connected to \( Y^{[-3]}_{2,1} \). However, in the multi-Regge limit where all integral contributions are negligible, the only way the new functions can influence the values of the \( n \)-point \( Y \)-functions is through residue contributions. If a given \( n \)-point \( Y \)-function is not affected by residues of the three new \( Y \)-functions, it will keep its old value. Since the functions that appear in a residue term could, of course, also be affected by the new \( Y \)-functions, the question which \( Y \)-functions keep their value is a bit subtle. Following our analysis of the grey boxes in appendix C it turns out that a \( Y \)-function keeps its value if it lies in or on the triangle spanned by the \( u_{2\sigma} \) diagonal and the diagonal starting from \( u_{22} \) going to the upper left in the \((n+1)\)-point analogue of figure 4.2. This diagonal intersects the first row at the node \( Y^{[13-2n]}_{a,1} \), which, comparing with Eq.(4.4), means that the last \( u_{1\sigma} \) which is not affected by the new \( Y \)-functions is \( u_{13} \). In turn, this means that all cross ratios \( u_{1\sigma} \) with \( \sigma \geq 3 \) take the values of the \( n \)-point cross ratios \( u_{1\kappa} \) with shifted indices. The two remaining undetermined cross ratios \( u_{11}, u_{12} \) can be fixed using target-projectile symmetry Eq.(3.5), which relates them with \( u_{1(n+1)-5} \) and \( u_{1(n+1)-4} \), respectively. This fixes all cross ratios. Since we have shown explicitly for the 7- and 8-point amplitude that the cross ratios show multi-Regge behaviour, we can now conclude that this is true for an arbitrary number of gluons. Explicitly, the cross ratios \( u_{1\sigma} \) are given by
\[ u_{1\sigma} = 1 - \left( w_{n-4-\sigma} + \frac{1}{w_{n-4-\sigma}} + 2 \cosh C_{n-4-\sigma} \right) \varepsilon_{n-4-\sigma}. \] (4.47)

Comparing the results Eqs.(4.46, 4.47) with the definition of the weak coupling parameter \( r_{\sigma} \), Eq.(3.52), we find the relation
\[ r_{\sigma} = \frac{1}{w_{n-4-\sigma}} e^{iC_{n-4-\sigma}}. \] (4.48)

between the various parameters.

Summing up, we showed that there is a particular choice of the \( Y \)-system parameters which leads to the behaviour expected from multi-Regge kinematics. Furthermore, we see that the \( n \)-point multi-Regge limit is given by a \((n-5)\)-fold copy of the 6-point case.
Before we close this chapter, let us mention a point that we skimmed over before. In section 4.2.2 we analysed the 7-point case and just assumed we could neglect the integrals without considering any residue terms. Looking at figure 4.2, we see that we were indeed justified in doing so, as the Y-functions at $\theta = -\frac{\pi}{4}$ and $\theta = 0$ for the 7-point case do not receive residue contributions for our choice of phases and all other Y-functions were obtained using the recursion relation Eq.(2.68).
5. Calculating amplitudes in the multi-Regge limit

In the last chapter, we have seen that the Y-system simplifies drastically in multi-Regge kinematics. However, this simplification was only analysed on the level of the Y-system equations and not on the level of the amplitude. In this chapter we will therefore outline our method for the computation of the amplitudes and comment on the numerical algorithms used before applying our programme to the 6- and 7-point amplitude in the following chapters.

5.1. Excited states and Bethe ansatz

In this section, we will study the Y-system and the free energy contribution to the amplitude more carefully. The other contributions are rather simple and will be discussed once we do actual calculations.

We start from the schematic form of the Y-system equations

$$\log \tilde{Y}_{a,s}(\theta) = -p_{a,s}(\theta) + \sum_{a',s'} \int_{R} d\theta' K_{a,a'}^{s,s'}(\theta, \theta') \log (1 + \tilde{Y}_{a',s'}(\theta')),$$

(5.1)

where we have allowed for a general dependence of the kernels on the variables $\theta, \theta'$ for reasons which become clear in section 5.2. $p_{a,s}(\theta)$ will be called driving term in the following. Once we have solved the Y-system equations, we get the free energy contribution to the amplitude by calculating

$$A_{\text{free}} = \sum_{s} \frac{|m_{s}|}{2\pi} \int_{R} d\theta \cosh \theta \log \left( (1 + \tilde{Y}_{1,s}(\theta))(1 + \tilde{Y}_{3,s}(\theta))(1 + \tilde{Y}_{2,s}(\theta))^{\frac{1}{\sqrt{2}}} \right).$$

(5.2)

As we showed in chapter 4, in the multi-Regge limit the Y-functions simplify and are well approximated by

$$\log \tilde{Y}_{a,s}(\theta) \cong -p_{a,s}(\theta),$$

(5.3)

at least in the vicinity of the real axis. In principle, we could use this form of the Y-functions to calculate the free energy contribution and we will do so in section 6.2 for the 6-point case. However, in this setup the free energy will be zero in the multi-Regge limit. We therefore need to be more general. In particular, we want to be able to incorporate the idea of changing the kinematical regions as discussed in section 3.4 into our calculations. As we explained there, changing the so-called Regge region amounts to changing the sign of some of the Mandelstam invariants. We achieve these sign changes by an analytic continuation in the Mandelstam invariants or, in $\mathcal{N} = 4$ SYM, an analytic continuation in the cross ratios. To map this onto the strong coupling formulation recall that the kinematical configuration of our scattering problem is parametrised by the Y-system parameters. Therefore, an
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Figure 5.1.: A solution of $Y(θ) = -1$ (red dashed line) approaches the integration contour (green dashed line). Right before a solution crosses the real axis, we can deform the integration contour to keep the functional form of the Y-system fixed with a more complicated integration contour. However, once we rewrite the Y-system in standard form with integration along $\mathbb{R}$, we have to pick up a residue contribution as displayed above.

analytic continuation in the cross ratios will correspond to an analytic continuation in the parameters $|m_s|, \phi_s$ and $C_s$.

For a given Y-function $\tilde{Y}_{a,s}(θ)$ there are positions $θ_0$ where

$$\tilde{Y}_{a,s}(θ_0) = -1. \quad (5.4)$$

The location of these solutions of course depends on the values of the Y-system parameters. Therefore, the points $θ_0$ where Eq.(5.4) is satisfied will move in the $θ$-plane as we analytically continue the Y-system parameters. It can happen that the position of such a solution comes close to the integration contour in Eq.(5.1). Of course, at a point where Eq.(5.4) holds the integrand of Eq.(5.1) has a pole. Hence, if such a solution crosses the integration contour we have to pick up the residue of the pole as depicted in figure 5.1. A nice way to parametrise these residues is obtained by introducing objects

$$-2\pi i K_{s,s',θ,θ'}^{α,α'} =: θ_{θ'} \log S_{s,s',θ,θ'}^{α,α'}, \quad (5.5)$$

which we call S-matrices, for reasons that will become clear later. For example, the S-matrices for the kernels Eq.(2.64), which depend only on one variable, are given by

$$S_1(θ) = i \frac{1 - ie^θ}{1 + ie^θ}, \quad S_2(θ) = \frac{2i \sinh θ - \sqrt{2}}{2i \sinh θ + \sqrt{2}}, \quad S_3(θ) = \cosh 2θ. \quad (5.6)$$
We list the S-matrices for the various Y-systems we use in appendix D. Every time such a crossing occurs, we have to modify the Y-system equations. Integrating by parts a schematic integral contribution we find

\[
\int d\theta' K(\theta,\theta') \log(1 + \tilde{Y}(\theta')) = -\frac{1}{2\pi i} \int d\theta' \partial_{\theta'} \log S(\theta,\theta') \log(1 + \tilde{Y}(\theta'))
\]

\[
= \frac{1}{2\pi i} \int d\theta' \log S(\theta,\theta') \frac{\partial_{\theta'} \tilde{Y}(\theta')}{1 + \tilde{Y}(\theta')},
\]

(5.7)

where we neglected the boundary terms since we know that the \(\tilde{Y}\)-functions decay exponentially as \(\theta' \to \pm \infty\), cf. Eq.(2.46). From the result of Eq.(5.7) it is clear that a solution of \(\tilde{Y}(\theta_0) = -1\) on the integration contour is a simple pole with residue

\[
\text{Res}_{\theta' = \theta_0} \left( \frac{\partial_{\theta'} \tilde{Y}(\theta')}{1 + \tilde{Y}(\theta')} \right) = 1.
\]

(5.8)

Picking up such a pole in Eq.(5.7) will therefore lead to residue contributions

\[
\pm \log S(\theta - \theta_0).
\]

(5.9)

Going back to the full Y-system, we can enumerate the positions of the crossed solutions by \(\theta_{0,\nu}\) and write the modified Y-system as

\[
\log \tilde{Y}_{a,s}'(\theta) = -p_{a,s}'(\theta) + \sum_{a',s'} \int d\theta' K_{a,s,a',s'}(\theta,\theta') \log(1 + \tilde{Y}_{a',s'}(\theta')) + \sum_{\nu} (-\text{sgn}(\text{Im}(\theta_{0,\nu}))) \log S_{a,s,a',\nu}(\theta,\theta_{0,\nu}),
\]

(5.10)

where the prime just indicates that the equations we consider have changed due to the crossing. It should be noted that the location of a crossed solution \(\theta_{0,\nu}\) of course still changes after crossing the real axis until it reaches its endpoint at the end of the analytic continuation. Furthermore, note that the sign of the contribution depends on whether a solution crosses into the positive or negative half-plane, as should be clear from figure 5.1.

Since the same kind of integrand appears in the free energy Eq.(5.2), it undergoes similar modifications,

\[
A_{\text{free}}' = \sum_{s} \frac{|m_s |'}{2\pi} \int d\theta \cosh \theta \log \left( (1 + \tilde{Y}_{1,s}'(\theta))(1 + \tilde{Y}_{3,s}'(\theta))(1 + \tilde{Y}_{2,s}'(\theta))^{\sqrt{2}} \right) + \sum_{\nu} \text{sgn}(\text{Im}(\theta_{0,\nu}))i|m_s|' \sinh \theta_{0,\nu}.
\]

(5.11)

Note that after analytic continuation the quantities \(|m_s|'\) are no longer necessarily real. As mentioned before, the free energy contribution in Eq.(5.2) calculates the ground state energy of the auxiliary one-dimensional quantum integrable system. We see from Eq.(5.11) that the free energy has changed and now receives contributions of excited states of the auxiliary system\(^1\). This idea is formulated in the context of integrable models in [133,134].

\(^1\)The idea that the contributions come from excited states is, roughly speaking, that the functional form of the eigenvalue problem we solve for the 1D-auxiliary quantum integrable system does not change if we follow a closed path in the space of the system parameters. If we then find an eigenstate of the system at the end of the continuation and the energy has changed, it must correspond to an excited state of the original theory, cf. [132].
At the endpoint of our continuation we always want to go back to the multi-Regge regime, where the integrals can be dropped and the equations simplify to
\[
\log \tilde{Y}_{a,s}(\theta) = -p'_{a,s}(\theta) + \sum_{\nu} (-\text{sgn}(\text{Im}(\theta_{0,\nu}))) \log S_{s,s'}^{a,a'}(\theta, \theta_{0,\nu}).
\] (5.12)

We see that changing the Regge region can leave a clear signature in the equations through the contributions of the S-matrices. In fact, in the multi-Regge limit the free energy is dominated by the contributions of the excited states,
\[
A'_{\text{free}} = \sum_{\nu} \text{sgn}(\text{Im}(\theta_{0,\nu})) i|s| \sinh \theta_{0,\nu},
\] (5.13)
as we show in detail in chapter 6. We still have to determine the endpoints of the crossed solutions, which explicitly enter Eqs.(5.12,5.13). To do so, we evaluate the Y-system equations for which a solution has crossed at \(\theta_{0,i}\) and use that, by definition, \(\tilde{Y}'_{a_i,s_i}(\theta_{0,i}) = -1\):
\[
i\pi = \log \left(\tilde{Y}'_{a_i,s_i}(\theta_{0,i})\right) = -p'_{a_i,s_i}(\theta_{0,i}) + \sum_{\nu} (-\text{sgn}(\text{Im}(\theta_{0,\nu}))) \log S_{s_i,s_i'}^{a_i,a'}(\theta_{0,i}, \theta_{0,\nu}).
\] (5.14)

Exponentiating and rearranging these equations a bit we find
\[
-e^{p'_{a_i,s_i}(\theta_{0,i})} = \prod_{\nu} S_{s_i,s_i'}^{a_i,a'}(\theta_{0,i}, \theta_{0,\nu})^{-\text{sgn}(\text{Im}(\theta_{0,\nu}))},
\] (5.15)
which is a set of Bethe ansatz equations. For this reason, the \(\theta_{0,i}\) will also be called Bethe roots. In its original context, the Bethe ansatz enforces single-valuedness of the wave function of a magnon propagating on a spin-chain. The driving term represents the momentum of the magnon, while the S-matrix factors represent the scattering of the magnon with the particles on the spin-chain sites, thus explaining the name. The set of equations (5.15) are called endpoint conditions in the following. Since we always end up in a regime where the driving terms \(p'_{a_i,s_i}\) have a large absolute value, we already see from Eq.(5.15) that the endpoints \(\theta_{0,i}\) need to approach zeros or poles of the S-matrices to show the same behaviour as the driving term.

We conclude that for the scattering amplitudes we are after, there exists a set of Bethe ansatz equations which encodes essential information for the calculation of the remainder function. Finding the correct Bethe ansatz equations for a given amplitude will be the crucial aspect of our programme. We will provide explicit examples in later chapters.

5.2. An alternative Y-system

In the last section, we have explained that the central part of our calculations will be the determination of the solutions of the equations \(\tilde{Y}_{a,s}(\theta) = -1\) which cross the integration contour. Following these solutions through the \(\theta\)-plane will be done numerically, using the algorithm described in section 5.3. In this subsection, we prepare this discussion by presenting an alternative form of the Y-system which is better suited for the numerical evaluation.

A major problem in performing the analytic continuation of the Y-system is that the paths of the Y-system parameters \(|m_s|, \phi_s, C_s\) are a priori unknown. We will therefore
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rewrite the Y-system in such a way that only quantities related to the cross ratios enter, as was first proposed in [57]. To begin, note that the Y-functions related our choice of cross ratios can always be expressed through the functions

\[
\hat{Y}_{a,s}(0) := \begin{cases} 
  Y_{a,s}(0) & a + s \text{ even} \\
  Y_{a,s}(-i\frac{\pi}{4}) & a + s \text{ odd}
\end{cases}
\]  

(5.16)

using the recursion relation Eq.(2.68). We can now evaluate the Y-system equations at the points \(\hat{Y}(0)\) and solve for the original parameters. For simplicity, we will keep the phase parameters \(\phi_s\) fixed to their limiting values in the multi-Regge limit (cf. Eq.(4.32)). We will relax this condition in the 6-point case later. This leaves us with 2\(n - 10\) parameters to solve for. Solving the \(\tilde{Y}\)-functions at the points Eq.(5.16) for the auxiliary parameters we find

\[
C_s = \frac{1}{2} \log \left( \frac{\tilde{Y}_{3,s}(0)}{\tilde{Y}_{1,s}(0)} \right) - \frac{1}{2} K_3 \ast \gamma_s|_{\theta=0},
\]

and

\[
|m_s| = -\frac{1}{2} \log \left( \tilde{Y}_{1,s}(0)\tilde{Y}_{3,s}(0) \right) - \frac{1}{2} K_2 \ast \beta_s|_{\theta=0} - K_1 \ast \alpha_s|_{\theta=0}.
\]  

(5.17)

These expressions can now be plugged into the original Y-system equations and we end up with expressions for the Y-functions whose driving terms are functions of the cross ratios only:

\[
\log \tilde{Y}_{1,s}(\theta) = \frac{1}{2} \log \left( \tilde{Y}_{1,s}(0)\tilde{Y}_{3,s}(0) \right) \cosh \theta - \frac{1}{2} \log \left( \frac{\tilde{Y}_{3,s}(0)}{\tilde{Y}_{1,s}(0)} \right) + \sum_{a',s'} \int d\theta' K_{1,s,s'}(\theta,\theta') \log \left( 1 + \tilde{Y}_{a',s'}(\theta') \right),
\]

(5.18)

\[
\log \tilde{Y}_{2,s}(\theta) = \frac{1}{\sqrt{2}} \log \left( \tilde{Y}_{1,s}(0)\tilde{Y}_{3,s}(0) \right) \cosh \theta + \sum_{a',s'} \int d\theta' K_{2,s,s'}(\theta,\theta') \log \left( 1 + \tilde{Y}_{a',s'}(\theta') \right),
\]

(5.19)

\[
\log \tilde{Y}_{3,s}(\theta) = \frac{1}{2} \log \left( \tilde{Y}_{1,s}(0)\tilde{Y}_{3,s}(0) \right) \cosh \theta + \frac{1}{2} \log \left( \frac{\tilde{Y}_{3,s}(0)}{\tilde{Y}_{1,s}(0)} \right) + \sum_{a',s'} \int d\theta' K_{3,s,s'}(\theta,\theta') \log \left( 1 + \tilde{Y}_{a',s'}(\theta') \right).
\]  

(5.20)

Note that it was necessary to introduce the functions \(\hat{Y}(0)\) to ensure that the new driving terms can be expressed through our choice of cross ratios. The relations between our cross ratios and the \(\hat{Y}(0)\) will typically be solved numerically, analytic expressions are only available in special cases. In fact, note that the relevant quantities in Eq.(5.17) are \(\tilde{Y}_{1,s}(0)\) and \(\tilde{Y}_{3,s}(0)\). Starting from 8 gluons, the functions \(\tilde{Y}_{1/3,3}(0)\) will not be part of the set \(\hat{Y}_{a,s}(0)\) because of our choice of phases. This, however, is not an in principle obstruction to the construction above, as we can always determine the \(\tilde{Y}_{1/3,3}(0) = Y_{1/3,3}(i\phi_s)\) numerically from the \(\hat{Y}(0)\).
5.3. **Numerical Evaluation of the Y-functions**

What we have gained is that we can easily prescribe the behaviour of the driving terms during the analytic continuation. The price to pay is that the kernels $K_{a,a'}^{s,s'}$ appearing in Eqs.(5.18-5.20) and the corresponding S-matrices are more complicated than those in the original Y-system. They are spelled out for the special case of seven gluons in appendix D. Note that, in contrast to appendix F of [57], we do not rewrite the full Y-system in terms of the functions $\hat{Y}$, because the free energy is given by a simple integral over the $\hat{Y}$-functions and not the $\tilde{Y}$-functions. We therefore stick to the former in our description of the Y-system.

5.3. **Numerical evaluation of the Y-functions**

To solve the Y-system numerically, we employ an algorithm similar to the one proposed in [44]. We start by setting the Y-function equal to its driving terms only,

$$\tilde{Y}^{(0)}_{a,s}(\theta) = e^{-p_{a,s}(\theta)}, \quad (5.21)$$

and then iterate the integral equations by plugging the solution above in the integrand:

$$\log \tilde{Y}^{(k)}_{a,s}(\theta) = -p_{a,s}(\theta) + \sum_{a',s'} \int d\theta' K_{a,a'}^{s,s'}(\theta, \theta') \log \left(1 + \tilde{Y}^{(k-1)}_{a',s'}(\theta)\right). \quad (5.22)$$

We iterate this process until the Y-function has converged. This determines the $\tilde{Y}$-functions along the integration contour. Once the $\tilde{Y}$-functions have converged we can determine the function values for any $\theta$ in the fundamental strip, again using Eq.(5.22) with the converged function on the right-hand side. For very large values of $|\text{Im} \theta|$ we employ the recursion relation Eq.(2.68). The driving terms which feed into Eqs.(5.21, 5.22) are also determined numerically by solving the recursion relations for the functions $\hat{Y}(0)$ introduced earlier in terms of the cross ratios. For the multi-Regge limit, where the driving terms are large, this convergence is rather fast. In fact, for the paths we studied so far, the driving terms alone give the correct crossing picture, although higher iterations are needed to produce continuous Y-functions at the points where solutions cross. Note that some of the kernels of our rewritten Y-system Eqs.(5.18-5.20) spelled out in appendix D have poles along the integration contour. We handle those by performing a principal value integration and add the appropriate residue contribution of the kernel.

At every point of the continuation, we determine the position of the solutions $\tilde{Y}_{a,s}(\theta) = -1$ by a standard root-finding algorithm. Whenever a solution crosses the real axis, we have to modify our equations as described in section 5.1. Since the position of a crossed solution explicitly enters the Y-functions through the S-matrices (cf. Eq.(5.10)), we have to solve the Bethe ansatz at each point during the continuation after a solution has crossed. We do so using the zeroth iteration, i.e.

$$\tilde{Y}^{(0)}_{a_0,s_0}(\theta_0) = -1, \quad (5.23)$$

which, depending on how many solutions have crossed, can be either a single equation or a set of coupled equations. Towards the end of the continuation where the integrals can be neglected, Eq.(5.23) will already give us the correct positions $\theta_0$. However, during the continuation when the integrals still give non-negligible contributions, the position of the
crossed solution as determined by Eq.(5.23) will receive corrections through the integral contributions, as well. We determine those corrections by an analogous iteration procedure as in Eq.(5.22). In chapter 7 we will find an example in which poles cross the real axis at different times during the continuation. In such a case, it turns out to be simpler to deform the integration contour such that no poles cross the contour rather than modifying the integral equations several times. Once all poles have crossed the real axis, we pull the integration contour back and pick up the appropriate residues.

In Eq.(5.10) we have shown that the contribution of the crossing solution consists of residue contributions by partial integration. However, the locations \( \tilde{Y}(\theta) = -1 \) are not just simple poles, they are branch points and we choose the branch cuts to point away from the real axis. This means that once solutions have crossed the real axis and we pull back the integration contour, the integrand in Eq.(5.10) crosses the branch cuts and we have to keep it continuous by adding the appropriate cut contributions. This gives the same result as deforming the integration contour such that no poles cross, as is easily shown. These remarks become especially important when using our rewritten \( Y \)-system Eqs.(5.18-5.20), because, as mentioned above, the kernels for this \( Y \)-system have poles on the integration contour and we have to pick up residue contributions. When pulling back the contour, one has to be careful on which sheet these residues are picked up and add compensating factors. Again, the comparison with the deformed contour will always lead to the correct result. All numerical calculations in this thesis were performed using Mathematica.

5.4. Regge regions

In section 5.1 we have discussed an algorithm to find the valid equations for the \( Y \)-system during a given analytic continuation of the cross ratios. Let us now discuss briefly how we identify the correct prescriptions for the analytic continuation of the cross ratios. We start from the amplitude in the physical region where all energies \( s_i \) are positive\(^2\). In this region all produced particles are outgoing and the energy component of the momentum of those particles is positive. For each produced particle we can then analytically continue into regions where the energy component of the momentum of the produced particle is negative, i.e. we choose the particle to be incoming. Hence, we consider \( 2^{n-4} \) so-called Regge regions for a \( 2 \rightarrow n - 2 \) amplitude. A graphical representation of a Regge region is shown in figure 5.2.

Since the amplitude is a function of the Mandelstam invariants and not the momenta, the continuation between different Regge regions must be defined in terms of Mandelstam variables. Two-particle invariants of massless particles are simply inner products of momenta \( s_{ii+1} \sim \mathbf{p}_i \cdot \mathbf{p}_{i+1} \). In the centre-of-mass system of particles \( i \) and \( i + 1 \), a sign change in the energy component of particle \( i \) will hence translate into a sign change of the Mandelstam variable \( s_{ii+1} \). The simplest continuation for a two-particle invariant is therefore along a path \( s_{ii+1} \rightarrow s_{ii+1} e^{i\varphi} \) from \( \varphi = 0 \ldots \pi \). For Mandelstam invariants including more particles, we can use that in the multi-Regge limit those invariants are products of two-particle invariants, cf. Eq.(3.21). If the numerator for a given subenergy

\(^2\)Note that the \( Y \)-system is originally derived in the Euclidean regime where all energies are negative. However, as we will see in the next chapter, none of the cross ratios change as we perform the analytic continuation from the Euclidean to the physical region with all energies being positive and we can use the \( Y \)-system without modifications also in this physical region.
Figure 5.2.: Graphical representation for the continuation from the physical regime with all energies being positive to a Regge region in which some energies are negative. Effectively, this corresponds to choosing one of the particles to be incoming. The transition between the two regions is carried out by continuing the $s$-variables indicated in the arrow as $s e^{i\phi}$ from $\phi = 0 \ldots \pi$. We denote the Regge region by $P_{6,++}$, where we indicate for each produced particle whether it is incoming (−) or outgoing (+).

$s_{i...j}$ in Eq.(3.21) contains an odd number of two-particle invariants which are continued, it will be continued as $s_{i...j} \rightarrow s_{i...j} e^{i\phi}$, as well, otherwise we keep it fixed. The $t$-variables are kept fixed during the continuation. In the graphical representation in figure 5.2 one can read off which subenergies are analytically continued by the following mnemonic: If the two particles spanning the subenergy lie on different sides of the central blob, the subenergy is continued. If they lie on the same side, the subenergy is kept fixed.

Once we have figured out which Mandelstam variables we need to continue, we can feed this information into the definition of the cross ratios Eq.(3.4) to see how the cross ratios should be analytically continued. For the example shown in figure 5.2 we find that

$$u_1 \rightarrow u_1, \quad u_2 \rightarrow u_2 e^{i\phi}, \quad u_3 \rightarrow u_3 e^{-i\phi}. \quad (5.24)$$

Note that the choice to continue along a half-circle is made because it is the simplest possible path which changes the sign of the energy variables. The Regge regions are only defined by the signs of the Mandelstam invariants and the path between two regions is somewhat ambiguous. In fact, we will see in chapter 7 that it is not always possible to stick to this choice. We will comment on these subtleties once they become relevant.
6. The 6-point amplitude

In this chapter, we perform our first computation of the remainder function for the 6-gluon amplitude. Remember that the 4- and 5-point amplitude are completely captured by the BDS ansatz and that the 6-point amplitude is the first non-trivial case where deviations from the BDS ansatz are obtained, because it is the lowest number of gluons for which we can build conformal cross ratios out of the $x_{i,j}^2$. After describing the equations governing the 6-point case, we show that the remainder function vanishes in the Euclidean regime. We then describe different Regge regions and the corresponding analytic continuations and go on to show that we indeed find a non-trivial remainder function in a particular Regge region. This calculation was first carried out in [78]. However, in [79] we reconsider the problem and identify some mistakes made in the original publication.

6.1. Equations for the 6-point case

We already discussed the general formulas and kinematics for the $n$-point case in chapters 3 and 4. However, since this is our first proper calculation of an amplitude, let us restate the relevant quantities for convenience. In the 6-point case we have three independent cross ratios which read

$$
 u_1 = \frac{x_{2,6}^2 x_{3,5}^2}{x_{3,6}^2 x_{2,5}^2} = \frac{Y_{2,1}^{[-3]}}{1 + Y_{2,1}^{[-3]}}, \quad u_2 = \frac{x_{4,6}^2 x_{5,1}^2}{x_{3,6}^2 x_{4,1}^2} = \frac{Y_{2,1}^{[-1]}}{1 + Y_{2,1}^{[-1]}}, \quad u_3 = \frac{x_{2,4}^2 x_{1,5}^2}{x_{1,4}^2 x_{2,5}^2} = \frac{Y_{2,1}^{[1]}}{1 + Y_{2,1}^{[1]}}.
$$

(6.1)

We also have three Y-functions $Y_{a,1}(\theta)$ and the corresponding Y-system parameters have to attain the values

$$
 |m| \to \infty, \phi \to 0 \text{ and } C = \text{const.}
$$

(6.2)

in the multi-Regge limit. Then the cross ratios can be parametrised using the quantities $\varepsilon$ and $w$ (cf. Eq.(4.15)) as

$$
 u_1 = 1 - \varepsilon \left( w + \frac{1}{w} + 2 \cosh C \right), \quad u_2 = \varepsilon w, \quad u_3 = \frac{\varepsilon}{w}.
$$

(6.3)

As there is only one triplet of Y-functions for the 6-point case, we will suppress the second index in the following. The connection between the cross ratios and the Y-functions has already been spelled out in Eq.(6.1). For the case at hand, we can actually use these equations and solve the recursion relations Eq.(2.68) for the driving terms of our modified Y-system Eqs.(5.18-5.20) in terms of the cross ratios analytically. We obtain

$$
 Y_1(0) = \frac{1}{2u_1} \left( 1 - u_1 - u_2 - u_3 - \sqrt{-4u_1 u_2 u_3 + (1 - u_1 - u_2 - u_3)^2} \right),
$$

(6.4)

$$
 Y_2 \left( -i \frac{\pi}{4} \right) = \frac{u_2}{1 - u_2},
$$

(6.5)

$$
 Y_3(0) = \frac{1}{2u_1} \left( 1 - u_1 - u_2 - u_3 + \sqrt{-4u_1 u_2 u_3 + (1 - u_1 - u_2 - u_3)^2} \right),
$$

(6.6)
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which we can use to prescribe the behaviour of the driving terms during the continuation to different Regge regions.

The two different sets of Y-system equations we are going to use have already been presented in sections 2.3.3 and 5.2, respectively. We will use Eqs.(5.18-5.20) for the numerical evaluation during the continuation and Eqs.(2.60-2.62) at the starting point and the endpoint of the continuation. Once we have solved for the Y-functions, we calculate the remainder function using the contributions

$$R_6 = -\frac{\sqrt{\lambda}}{2\pi} (A_{\text{free}} + A_{\text{per}} + \Delta),$$

(6.7)

where

$$A_{\text{free}} = \frac{|m|}{2\pi} \int d\theta \cosh \theta \log [(1 + \tilde{Y}_1(\theta))(1 + \tilde{Y}_3(\theta))(1 + \tilde{Y}_2(\theta))^2],$$

(6.8)

$$A_{\text{per}} = \frac{1}{4} |m|^2$$

and

$$\Delta = -\sum_{i=1}^{3} \left( \frac{1}{8} \log^2 u_i + \frac{1}{4} \text{Li}_2(1 - u_i) \right).$$

(6.9)

In the form written out above, the equations are valid in the Euclidean regime, where all Mandelstam invariants are negative, as well as in the physical regime, where all s-like variables are positive, while t-like variables are negative. The change between these two regions is an analytic continuation in all s-like variables. However, since the cross ratios always involve an even number of s-variables, the change does not affect the Y-system or the remainder function.

6.2. The remainder function $R_6$ in the Euclidean regime

Let us first study the remainder function in the Euclidean regime. To do so, we use the original Y-system Eqs.(2.60-2.62), as we do not need to perform any analytic continuation. We start with the free energy contribution,

$$A_{\text{free}} = \frac{|m|}{2\pi} \int d\theta \cosh \theta \log [(1 + \tilde{Y}_1(\theta))(1 + \tilde{Y}_3(\theta))(1 + \tilde{Y}_2(\theta))^2].$$

(6.11)

For a single Y-function, we can use that in the multi-Regge limit $\log(1 + \tilde{Y}_a(\theta)) \cong \tilde{Y}_a(\theta')$ and find that schematically (i.e. neglecting possible factors of $e^{\pm C}$ or factors of $\sqrt{2}$)

$$\frac{|m|}{2\pi} \int d\theta \cosh \theta \log (1 + \tilde{Y}_a(\theta)) \cong \frac{|m|}{2\pi} \int d\theta \cosh \theta e^{-|m| \cosh \theta}$$

$$= \frac{|m|}{2\pi} K_1(|m|),$$

(6.12)

where $K_\alpha(x)$ is the modified Bessel function of second kind (cf. [135]). Using its large x behaviour,

$$K_1(x) \sim \sqrt{\frac{\pi}{2x}} e^{-x} \text{ for } x \to \infty,$$

(6.13)
we see that the contribution of a given Y-function to the $A_{\text{free}}$-part of the amplitude is given by
\[ \frac{|m|}{2\pi} \int d\theta \cosh \theta \log \left( 1 + \tilde{Y}_a(\theta') \right) \approx \frac{1}{2} \sqrt{\frac{|m|}{\pi}} e^{-|m|} \] (6.14)
and is therefore negligible in the multi-Regge limit $|m| \to \infty$.

The periods part $A_{\text{per}}$ can be rewritten using the definitions Eq.(4.15) as
\[ A_{\text{per}} = \frac{1}{4} |m|^2 = \frac{1}{4} \left( \log^2 \varepsilon + \log^2 w \right) \] (6.15)
in the multi-Regge limit. This leaves us with $\Delta$, which was spelled out in Eq.(6.10). To compare it with the $A_{\text{per}}$-contribution, we use the multi-Regge form of the cross ratios Eq.(6.3) and expand around $\varepsilon = 0$ to find
\[ \Delta = -\frac{1}{4} \log^2 \varepsilon - \frac{1}{4} \log^2 w + \text{const.} + \mathcal{O}(\varepsilon). \] (6.16)

We can now assemble all pieces of the amplitude and find that
\[ A_{\text{free}} + A_{\text{per}} + \Delta = \text{const.} + \mathcal{O}(\varepsilon), \] (6.17)
i.e. the remainder function is constant. In fact, the constant from the $\Delta$-part comes from the series expansion of the $\text{Li}_2$-functions and therefore cancels against a term with opposite sign in the $A_{\text{BDS}}$-part. Therefore, we indeed confirm the weak coupling prediction that the remainder function is trivial in the Euclidean regime of the multi-Regge limit [25].

6.3. Regge regions

In chapter 5 we described the general algorithm for the computation of the remainder function in different Regge regions. Before we delve into any concrete calculation, let us try to gain some intuition about the necessary conditions for a crossing solution to occur. In the following, we prefer to work with the unshifted Y-functions, see the discussion around Eq.(2.70).

If a solution $Y_a(\theta) = -1$ crosses the real axis, the corresponding Y-function has to become of $\mathcal{O}(1)$ along the real axis. This, however, means that the approximation
\[ Y_a(\theta) \approx e^{-|m| \cosh(\theta - i\varphi') \pm C'} \] (6.18)
has to fail and corrections from the integrals can no longer be neglected. From the arguments given in chapter 4 it is clear that this is only possible if the driving term becomes small, which in turn implies that $C$ has to become of $\mathcal{O}(|m|)$ during the continuation, otherwise there will be no crossing solution\(^1\).

For the special case of the 6-gluon amplitude we can be more specific because of the exact relation
\[ \cosh C = \frac{-1 + u_1 + u_2 + u_3}{2u_1u_2u_3}, \] (6.19)
\(^1\)One might argue that alternatively $|m|$ could become small. However, from Eqs.(5.17, 6.4-6.6) one can see that the leading contribution to the mass parameter is $\sim \log(u_2u_3)$ which stays large throughout all continuations studied here.
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After having specified the behaviour of the cross ratios during the continuation, we have all the information we need to determine the remainder function $R_{6,--}$. For this path,
the driving terms can be inferred from Eqs.(6.4-6.6) and the behaviour we specify for the cross ratios, Eq.(6.23). The paths of the driving terms during the continuation are shown in figure 6.2.

6.4.1. Crossing solutions

We begin by checking whether crossing solutions exists for this path. We do so numerically, employing the algorithm described in section 5.3. Note again that we study paths with \( \phi \) fixed throughout the continuation for simplicity, we will release this restriction later on. In figures 6.3, 6.4 we present the results of our numerical investigations. Indeed, we see that a pair of solutions \( Y_3(\theta) = -1 \) crosses the real axis\(^2\). As described before, at this point we have to modify our equations by picking up the appropriate residues. Furthermore, a pair of solutions \( Y_2(\theta) \) approaches the origin at the end of the continuation.

Let us remark that we can calculate the paths of the original Y-system parameters using Eq.(5.17). For the path under investigation, the results are shown in figure 6.5. We see that we nicely reproduce the results of [78], who use the original Y-system equations and a different numerical method to find the path of continuation for the original Y-system parameters. While this was to be expected because the two Y-systems are equivalent, it is of course nice to see agreement in the different approaches. Note that during the continuation \( C \) reaches values \( \sim O(|m|) \). As remarked in section 6.3, this is a necessary condition for crossing solutions.

6.4.2. Symmetries of the Y-system and endpoint conditions

We now need to determine the endpoints of the solutions that have crossed the real axis. To do so, it makes sense to relax the condition \( \phi \equiv 0 \) and allow for a small deviation. For small \( \phi \) this does not spoil the picture of the crossing solutions as numerical studies confirm, while allowing a more general statement about the endpoint positions. In the

\(^2\)The reason the crossing appears in \( Y_3 \) is the starting value we choose for \( C \). Choosing \(-C\) would lead to crossing solutions of \( Y_1 \).
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Figure 6.3.: Movement of the solutions of $Y_3(\theta) = -1$ as we vary $\varphi$. The direction of growing $\varphi$ is indicated by the arrows. We switch the colour of the plot at the point where the first solution crosses the real axis. The green dots show the endpoints that enter in the calculation of the remainder function. The crossing is plotted for the specific initial values $|m| = 10$, $C = \text{arccosh} \left( \frac{3}{5} \right)$ and $\phi = 0$.

Case of non-zero $\phi$, the $Y$-system equations before any continuation read

$$
\log Y_a(\theta) = -|m_a| \cosh (\theta - i\phi) + C_a + \sum_{a'} \int_{\mathbb{R}+i\phi} d\theta' K^{aa'}(\theta - \theta') \log \left( 1 + Y_{a'}(\theta') \right), \quad (6.24)
$$

cf. Eq.(2.70), where we introduced the collective parameters

$$
|m_a| = \begin{cases} 
|m| & a = 1 \\
\sqrt{2}|m| & a = 2 \\
|m| & a = 3 
\end{cases} \quad \text{and} \quad C_a = \begin{cases} 
-C & a = 1 \\
0 & a = 2 \\
C & a = 3 
\end{cases}. \quad (6.25)
$$

These equations have a simple mirror symmetry

$$
Y_a(\theta + i\phi) = Y_a(-\theta + i\phi). \quad (6.26)
$$

To prove the above symmetry we mimic the way we solve the $Y$-system equations numerically and write

$$
\log Y_a^{(k)}(\theta) = -|m_a| \cosh (\theta - i\phi) + C_a + \sum_{a'} \int_{\mathbb{R}+i\phi} d\theta' K^{aa'}(\theta - \theta') \log \left( 1 + Y_{a'}^{(k-1)}(\theta') \right). \quad (6.27)
$$
Figure 6.4.: Movement of the solutions of $Y_2(\theta) = -1$ as we vary $\varphi$. The direction of growing $\varphi$ is indicated by the arrows. We switch the colour of the plot at the point where the first solution of $Y_3(\theta) = -1$ crosses the real axis. The crossing is plotted for the specific initial values $|m| = 10$, $C = \arccosh \left( \frac{3}{5} \right)$ and $\phi = 0$.

For the $k$-th iteration, where

$$\log Y_a^{(0)} = -|m_a| \cosh(\theta - i\phi) + C_a$$

(6.28)

is just the driving term without integral contributions. To start, it is obvious that the driving terms satisfy the symmetry. If we then assume that the $k$-th iteration satisfies the mirror symmetry, we can write the integral contribution at $\theta + i\phi$ to the $k+1$-th iteration as

$$\int_{\mathbb{R} + i\phi} d\theta' K(\theta + i\phi - \theta') \log \left( 1 + Y^{(k)}(\theta') \right) = \int_{\mathbb{R}} dx K(\theta + x) \log \left( 1 + Y^{(k)}(-x + i\phi) \right)$$

$$= \int_{\mathbb{R}} dx K(\theta + x) \log \left( 1 + Y^{(k)}(x + i\phi) \right) = \int_{\mathbb{R} + i\phi} d\theta' K(-\theta + i\phi - \theta') \log \left( 1 + Y^{(k)}(\theta') \right),$$

(6.29)

where we suppressed all indices for simplicity. In the second step, we used that $K(-x) = K(x)$, which only holds for the kernels in the 6-gluon case, as well as our assumption that $Y^{(k)}(\theta + i\phi) = Y^{(k)}(-\theta + i\phi)$. We see that the result of Eq.(6.29) is just the integral contribution for $-\theta + i\phi$. Therefore, each iteration obeys the symmetry Eq.(6.26) and so does the converged solution. Again, this symmetry is special to the 6-point case because the $Y$-system for more gluons contains integration kernels with shifted arguments.
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Figure 6.5.: Paths of the original Y-system parameters during the continuation as calculated from Eq.(5.17). The direction of increasing $\varphi$ is indicated by the arrows. The starting values for the parameters in this plot are $|m| = 10$, $C = \text{arccosh} \left( \frac{2}{3} \right)$ and $\varphi = 0$. Note that the results nicely match those obtained in [78]. Furthermore, note that while $|m|(\varphi)$ is a real quantity at the starting point, it becomes complex during the analytic continuation.

We can use this symmetry to determine the endpoints of the crossed solutions. In the following we will denote the endpoint of the crossed solution of $Y_3(\theta) = -1$ with positive (negative) imaginary part with $\theta_+$ ($\theta_-$). As we end up in a regime where the integral contributions can be neglected, the equation for $Y_3'(\theta)$ is given by

$$
\log Y_3'(\theta) = -|m'| \cosh (\theta - i\phi') + C' + \log \left( \frac{S_1(\theta - \theta_{-})}{S_1(\theta - \theta_{+})} \right),
$$

where a prime always indicates a quantity at the endpoint of the continuation. Evaluating Eq.(6.30) at the endpoint of the crossed Bethe root, we obtain the endpoint condition (cf. Eq.(5.15))

$$
-1 = Y_3'(\theta_+) = e^{-|m'| \cosh(\theta_+ - i\phi')} + C' \left( \frac{S_1(\theta_+ - \theta_{-})}{S_1(0)} \right).
$$

As explained in general in section 5.1, the two factors on the right-hand side have to combine into a finite product. Since we send $|m'| \to \infty$, this means that the Bethe roots have to approach a pole of the S-matrix factors to compensate the exponentially decreasing driving term. Specifically, we read off from Eq.(6.31) and the definition of $S_1(x)$, Eq.(5.6), that

$$
\theta_+ - \theta_- = i \frac{\pi}{2}.
$$

(6.32)

Since there are only two Bethe roots in the vicinity of the real axis and $\phi$ is small throughout the continuation, we can use the symmetry Eq.(6.26) to conclude that

$$
\theta_- = -\theta_+ + 2i\phi',
$$

(6.33)

which, together with Eq.(6.32), implies

$$
\theta_\pm = \pm i \frac{\pi}{4} + i\phi'.
$$

(6.34)
It is conceivable that the solutions $\theta_\pm$ leave the fundamental strip $|\text{Im}(\theta - i\phi')| < \frac{\pi}{4}$, in which case we would have to pick up residue terms of the form $\sim (1 + Y_{2,1}(\theta \pm iT))$ in Eq.(6.30), which in principle could also compensate the divergence of the driving term in Eq.(6.31). However, assuming that $\text{Im}(\theta_+ - i\phi') > \frac{\pi}{4}$, we immediately see that

$$\text{Im}(\theta_- - i\phi') = \text{Im}(-\theta_+ + i\phi') = -\text{Im}(\theta_+ - i\phi') < -\frac{\pi}{4}, \quad (6.35)$$

from which we conclude that Eq.(6.30) holds as it stands for $\theta_-$. An analogous statement is true for the case $\text{Im}(\theta_- - i\phi') < \frac{\pi}{4}$. Therefore, Eq.(6.30) is always the correct equation for at least one of the Bethe roots, which suffices to conclude that the endpoints must attain the values Eq.(6.34).

Let us now turn to the two solutions of $Y_2(\theta)$ which approach each other towards the end of the continuation. After neglecting the integrals, the equation governing $Y_2'(\theta)$ reads

$$\log Y_2'(\theta) = -\sqrt{2}|m'| \cosh (\theta - i\phi') + \log \left( \frac{S_2(\theta - \theta_+)}{S_2(\theta - \theta_-)} \right). \quad (6.36)$$

After inserting the values Eq.(6.34), we can use the same argument as before to conclude that the Bethe roots of $Y_2$ have to approach a pole of the function

$$\frac{S_2(\theta + i\frac{\pi}{4} - i\phi')}{S_2(\theta - i\frac{\pi}{4} - i\phi')} = \coth \left( \frac{1}{2}(\theta - i\phi') \right)^2, \quad (6.37)$$

which leads to the conclusion that both solutions have to end at the point $\theta_2 = i\phi'$. This, however, is the imaginary part of the integration contour, so that the Bethe roots pinch the contour, but never cross. Therefore, they do not give rise to additional contributions in the Y-system or the free energy. Note that this conclusion differs from [78], where a contribution of one of the Bethe roots of $Y_2(\theta)$ to the free energy was considered.

### 6.4.3. Calculation of the amplitude

Now that we have understood the crossing pattern and the endpoints of the crossed solutions, we can finally calculate the amplitude. As a first step, we use Eqs.(6.36,2.68) to calculate the cross ratios at the endpoint of the continuation and obtain

$$u_1 = \frac{Y_2^{[-3]}}{1 + Y_2^{[-3]}} = 1 - \varepsilon' \gamma \left( w' + \frac{1}{w'} - 2 \cosh C' \right) + \mathcal{O}(\varepsilon'^2), \quad (6.38)$$

$$u_2 = \frac{Y_2^{[-1]}}{1 + Y_2^{[-1]}} = \gamma \varepsilon' w' + \mathcal{O}(\varepsilon'^2), \quad (6.39)$$

$$u_3 = \frac{Y_2^{[1]}}{1 + Y_2^{[1]}} = \frac{\varepsilon'}{w'} + \mathcal{O}(\varepsilon'^2), \quad (6.40)$$

where $\gamma = -3 - 2\sqrt{2}$, $\varepsilon' := e^{-|m'| \sin \phi'}$ and $w' := e^{[m'] \cos \phi'}$. By definition of our path Eq.(6.23), the cross ratios come back to themselves at the endpoint of the continuation. We therefore identify $u'_a = u_a$ and use this identification to express the new parameters through the old ones. We find

$$\varepsilon' = \gamma^{-1} \varepsilon + \mathcal{O}(\varepsilon'^2), \quad w' = w + \mathcal{O}(\varepsilon'^2), \quad \cosh C' = - \cosh C + \mathcal{O}(\varepsilon'^2), \quad (6.41)$$
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where the last equation simply follows from our analytic formula for $C$, Eq.(6.19). Note that these equations can also be used to calculate the original Y-system parameters at the end of the calculation. For example, for the case $|m| = 10$, $\phi = \phi' = 0$ we find from Eq.(6.41)

$$|m'| = \log \gamma + |m| \approx 11.76 - i\pi,$$  
(6.42)

nicely matching our numerical result shown in figure 6.5. Since we will need it in the following, let us remark that Eq.(6.42) can be turned around and, together with the numerical result Fig.6.5 used to determine the ambiguity in the imaginary part of $\log \gamma$. For example, in this case we find

$$\log \gamma = -i\pi + \log(3 + 2\sqrt{2}).$$  
(6.43)

The free energy part of the amplitude receives contributions from the two crossing solutions,

$$A'_{\text{free}} = \frac{|m'|}{2\pi} \int_{\mathbb{R}+i\phi'} d\theta \cosh(\theta - i\phi') \log \left[ (1 + Y'_1(\theta))(1 + Y'_3(\theta))(1 + Y'_2(\theta))\sqrt{2} \right]$$

$$+ |m'| i \sinh(\theta_+ - i\phi') - |m'| i \sinh(\theta_- - i\phi').$$  
(6.44)

As we end up in a regime where the integrals can be neglected, the integral contributions drop out and after inserting the endpoint positions Eq.(6.34) we end up with

$$A'_{\text{free}} \approx -\sqrt{2}|m'| \approx \sqrt{2} \log \varepsilon'$$

$$= \sqrt{2} \log \varepsilon - \sqrt{2} \log \gamma.$$  
(6.45)

In Eq.(6.45) we used the relation $|m'| = \sqrt{\log^2 \varepsilon' + \log^2 w'} \approx -\log \varepsilon'$. The periods part at the endpoint can be evaluated easily,

$$A'_{\text{per}} = \frac{1}{4}|m'|^2 = \frac{1}{4}|m|^2 - \frac{1}{4}|m|^2 + A_{\text{per}}$$

$$\approx -\frac{1}{2} \log \gamma \log \varepsilon + \frac{1}{4} \log^2 \gamma + A_{\text{per}},$$  
(6.46)

and the $\Delta$-contribution is given by

$$\Delta' = \Delta + i\frac{\pi}{2} \left( \log u_1 - \log(1 - u_1) \right) + \frac{\pi^2}{2}$$

$$\approx -i\frac{\pi}{2} \log \varepsilon - \frac{\pi}{2} \log \left( 2 \cosh C + w + \frac{1}{w} \right) + \frac{\pi^2}{2} + \Delta,$$  
(6.47)

where in the first step we have inserted the phase from the path of continuation Eq.(6.23) and in the second step inserted the multi-Regge behaviour Eq.(6.3). Note that since the $\Delta$-contribution is given directly in terms of the cross ratios, the unprimed quantities appear in Eq.(6.47). For $\Delta$ and $A_{\text{per}}$ we have added and subtracted the respective contribution before the continuation because we know that the original contributions cancel in the full amplitude. The parts in the above expressions other than the original piece are therefore the contribution due to the continuation of the cross ratios. Assembling all pieces, we find for the pieces of the remainder function

$$A'_{\text{free}} + A'_{\text{per}} + \Delta' + i\delta' \approx e_2 \log \varepsilon - i\pi e_2 + \text{const.},$$  
(6.48)
where \( e_2 = -\sqrt{2} + \frac{1}{2} \log (3 + 2\sqrt{2}) \sim -0.533 \) and \( \delta' = \frac{\pi}{2} \log (2 \cosh C + w + \frac{1}{w}) \) is a phase that comes from the expansion of the Li_2-functions appearing in the \( \Delta \)-contribution. Since the Li_2-functions only appear in the \( A_{\text{BDS}} \)-part of \( \Delta \) (cf. Eq.(2.59)), this phase cancels with a corresponding term in the BDS ansatz and does not appear in the full amplitude. Using the relation

\[
e = (1 - u_1)\sqrt{\bar{u}_2 \bar{u}_3}
\]

we can write the remainder function in terms of the cross ratios and find our final result

\[
e^{R_6,--- + i\delta_{6,---}} \rvert_{\text{MRL}} \sim \left( -(1 - u_1)\sqrt{\bar{u}_2 \bar{u}_3} \right)^{\frac{\pi}{2\sqrt{2}} e_2}. \tag{6.50}
\]

In Eq.(6.50) the phase on the left-hand side is given by

\[
\delta_{6,---} = \frac{1}{4} \sqrt{\lambda} \log \sqrt{\bar{u}_2 \bar{u}_3} = \frac{\pi}{4} \gamma_K \log \sqrt{\bar{u}_2 \bar{u}_3}, \tag{6.51}
\]

where in the last step we used the strong coupling expansion of the cusp anomalous dimension \( \gamma_K = \sqrt{\lambda} + \ldots \) [85]. We see that the remainder function in the region \( P_{6,---} \) is indeed non-vanishing and shows nice Regge-like power-law behaviour \( \sim (1 - u_1)^\omega \).

It should be noted that our result does not vanish in the collinear limits \( \bar{u}_s \rightarrow 0 \). This is in contrast to the general argument that in the collinear limit the 6-point function reduces to a 5-point amplitude and therefore the remainder function must vanish. One might argue that after analytic continuation we have ended up on a different sheet where this is no longer true. However, all expressions given in [70] from a weak coupling expansion vanish in the collinear limit even after the analytic continuation. We are probably facing an order of limits issue here. As our numerical studies have to be performed for a generic value of \( w \), we should not make any statement about the collinear limits \( w \rightarrow 0 \) or \( w \rightarrow \infty \).

We have checked that our result persists in the range \( 10^{-1} \leq w \leq 10 \). A more detailed study on the collinear limit in the Regge region \( P_{6,---} \) is in progress.

### 6.4.4. Comparison with weak coupling

Let us take a moment to compare our result Eq.(6.50) with the weak coupling dispersion relation Eq.(3.49)

\[
e^{R_6,--- + i\delta_{6,---}} \rvert_{\text{MRL}} = \cos \pi \omega_{ab} + i \frac{\lambda}{2} \sum_{n=-\infty}^{\infty} (-1)^n \left( \frac{r}{r^*} \right)^n \int_{-\infty}^{\infty} \frac{d\nu}{\nu^2 + \frac{\nu^2}{4}} |\nu|^{2i\nu} \Phi_{\text{Reg}}(\nu, n) \left( -(1 - u_1)\sqrt{\bar{u}_2 \bar{u}_3} \right)^{-\omega(\nu, n)}. \tag{6.52}
\]

We see that both at weak and strong coupling, the remainder function shows a Regge power-law dependence \( \sim (1 - u_1)^\omega \). Furthermore, the phase \( \delta_{6,---} \) we find in Eq.(6.51) nicely matches the expression in [76] once the strong coupling expansion of \( \gamma_K \) is taken into account and the phase \( (-1)^{-\omega} \) shows up correctly.

However, there is a striking difference. While the weak coupling expression contains an integration and a summation over the conformal quantum numbers \( \nu \) and \( n \), only one term appears at strong coupling. The result Eq.(6.50) therefore suggests that at strong coupling the integral is dominated by a saddle point, which lies at \( \nu = 0 \), because we see
no factor of $|r|$ when comparing our strong coupling result Eq.(6.50) with Eq.(6.52). The exponent $e_2$ we find in Eq.(6.50) can then be interpreted as the strong coupling limit of the BFKL eigenvalue. In fact, also at weak coupling the remainder function is dominated by a saddle point at $n = 1$, $\nu = 0$. While we are not sensitive to the $n$-dependence on the strong coupling side as it is subleading in $\sqrt{\lambda}$, the strong coupling result shows that the dominant saddle point is located at $\nu = 0$ at strong coupling, as well.

The above speculations are supported by [131], where the author proposes all-loop expressions for the BFKL eigenvalue and the impact factor. Taking the strong coupling limit, he indeed finds a dominant saddle point with the BFKL eigenvalue $e_2$.

Before closing this chapter, let us remark that the strong coupling results are in very nice agreement with the analytic structure predicted at weak coupling [25] - we see a Regge cut-like contribution the region $P_{6,-}$ and no contributions in the other regions. We now move on to the 7-point amplitude to see whether this nice matching also holds for more external gluons.
7. The 7-point amplitude

In this chapter, we study the 7-gluon amplitude. The result of the last chapter nurtured the hope expressed in the introduction that the analytic structure imposed by Regge theory at weak coupling is preserved even in the strong coupling limit. The calculation of the 7-point amplitude will provide crucial input because we know from weak coupling predictions that the same BFKL eigenvalue is probed (i.e. the same number $e_2$ should appear in our remainder function) and there are four Regge regions where this number should show up. Confirming these predictions would provide very non-trivial support for our hypothesis.

We begin this chapter by highlighting the differences to the 6-point amplitude. This includes a study of the Regge regions and the analytic continuations of the driving terms, which will naturally lead us to the discussion of conformal Gram relations. We then go on to study the crossing solutions for the four relevant Regge regions and calculate the remainder function for the respective configurations. The 7-point amplitude in the multi-Regge limit has also been investigated at weak coupling recently, see [136–138]. Beyond the Regge limit, the two-loop symbol of the 7-point amplitude is determined in [139] and the part of the remainder function containing the highest-weight functions is found in [140] based on motivic amplitudes and the classification of the combinations of cross ratios which appear in the remainder function [141].

7.1. Cross ratios

In the 7-point case we have six independent cross ratios,

\[
\begin{align*}
  u_{11} &= \frac{x_2^2x_3^2}{x_2^3x_2^3} = \frac{Y_{2,2}^{[2]}}{1 + Y_{2,2}^{[2]}}, & u_{21} &= \frac{x_2^2x_3^2}{x_2^3x_2^3} = \frac{Y_{2,2}^{-[2]}}{1 + Y_{2,2}^{-[2]}}, & u_{31} &= \frac{x_2^2x_3^2}{x_2^3x_2^3} = \frac{Y_{2,2}^{[0]}}{1 + Y_{2,2}^{[0]}}; \\
  u_{12} &= \frac{x_2^2x_3^2}{x_2^3x_2^3} = \frac{Y_{2,1}^{-[2]}}{1 + Y_{2,1}^{-[2]}}, & u_{22} &= \frac{x_2^2x_3^2}{x_2^3x_2^3} = \frac{Y_{2,1}^{-[1]}}{1 + Y_{2,1}^{-[1]}}, & u_{32} &= \frac{x_2^2x_3^2}{x_2^3x_2^3} = \frac{Y_{2,1}^{[1]}}{1 + Y_{2,1}^{[1]}}.
\end{align*}
\]

(7.1)

which we parametrise as

\[
\begin{align*}
  u_{11} &= 1 - \left( w_2 + \frac{1}{w_2} + 2 \cosh C_2 \right) \varepsilon_2, & u_{21} &= w_2 \varepsilon_2, & u_{31} &= \frac{\varepsilon_2}{w_2}; \\
  u_{12} &= 1 - \left( w_1 + \frac{1}{w_1} + 2 \cosh C_1 \right) \varepsilon_1, & u_{22} &= w_1 \varepsilon_1, & u_{32} &= \frac{\varepsilon_1}{w_1}.
\end{align*}
\]

(7.2)

via the quantities $\varepsilon_s$ and $w_s$ defined in Eq.(4.33).
7.2. Regge regions

However, starting from seven points, there are actually more cross ratios than independent ones. In particular, for the case at hand

$$\tilde{u} = \frac{x_{2,7}^2 x_{3,6}^2}{x_{2,6}^2 x_{3,7}^2} = \frac{Y_{2,2}^{[-4]}}{1 + Y_{2,2}^{[-4]}}$$

(7.3)

is another cross ratio which is not part of our basis Eq.(3.4). Since there are only six independent cross ratios, $\tilde{u}$ must be a function of the cross ratios of our basis. The equation relating our basis to $\tilde{u}$ is a conformal Gram identity whose full form and derivation we show in detail in appendix E. Here we just spell out the relation in the multi-Regge limit setting all small cross ratios $u_{2s} = u_{3s} = 0$,

$$0 = (\tilde{u} - 1)(1 - u_{11} - u_{12} + u_{11}u_{12}\tilde{u})$$

(7.4)

for which the non-trivial solution is given by

$$\tilde{u} = \frac{1 - u_{11} - u_{12}}{u_{11}u_{12}}.$$  

(7.5)

However, just like the other cross ratios, $\tilde{u}$ is a combination of Mandelstam invariants and can have a non-trivial behaviour during the analytic continuations. We therefore have to make sure that we find paths of continuation that are consistent with the Gram relation.

7.2. Regge regions

Following our general discussion in section 5.4, we have $2^{7-4} = 8$ possible Regge regions. However, we will ignore those Regge regions in which only one leg is flipped. As in the 6-point case, these involve only rotations of the small cross ratios and will not lead to a non-trivial remainder function. This leaves us with five regions, of which the Euclidean region again leads to a trivial result, as we show in section 7.4.1. We present the interesting Regge regions in figure 7.1, for which the calculation of the phases for the cross ratios gives us the following paths:

$P_{7,+--} : u_{11}(\varphi) = u_{11}, \quad u_{21}(\varphi) = e^{i\varphi}u_{21}, \quad u_{31}(\varphi) = e^{-i\varphi}u_{31},$ 

$u_{12}(\varphi) = e^{-2i\varphi}u_{12}, \quad u_{22}(\varphi) = u_{22}, \quad u_{32}(\varphi) = u_{32}, \quad \tilde{u}(\varphi) = \tilde{u}$

$P_{7,-+-} : u_{11}(\varphi) = e^{2i\varphi}u_{11}, \quad u_{21}(\varphi) = e^{-i\varphi}u_{21}, \quad u_{31}(\varphi) = e^{i\varphi}u_{31},$ 

$u_{12}(\varphi) = e^{2i\varphi}u_{12}, \quad u_{22}(\varphi) = e^{i\varphi}u_{22}, \quad u_{32}(\varphi) = e^{-i\varphi}u_{32}, \quad \tilde{u}(\varphi) = e^{-2i\varphi}\tilde{u}$

$P_{7,---} : u_{11}(\varphi) = e^{-2i\varphi}u_{11}, \quad u_{21}(\varphi) = u_{21}, \quad u_{31}(\varphi) = u_{31},$ 

$u_{12}(\varphi) = u_{12}, \quad u_{22}(\varphi) = e^{-i\varphi}u_{22}, \quad u_{32}(\varphi) = e^{i\varphi}u_{32}, \quad \tilde{u}(\varphi) = \tilde{u}$

$P_{7,---} : u_{11}(\varphi) = u_{11}, \quad u_{21}(\varphi) = u_{21}, \quad u_{31}(\varphi) = u_{31},$ 

$u_{12}(\varphi) = u_{12}, \quad u_{22}(\varphi) = u_{22}, \quad u_{32}(\varphi) = u_{32}, \quad \tilde{u}(\varphi) = e^{-2i\varphi}\tilde{u}.$

While the first three paths look reasonable, the last path is rather odd. All cross ratios of our basis remain fixed, while the dependent cross ratio $\tilde{u}$ has to do a full rotation. This is impossible, of course. The reason for this behaviour lies in our assumption stated in
section 5.4 that we can always perform the continuation along (semi-)circles. We now see that this is too naive. Instead, we should choose paths that both have the same winding number around \( u_{ab} = 0 \) as the naive paths using circles and are consistent with the Gram relation Eq.(7.4).

Let us illustrate this for the path \( P'_{7,---} \). In the multi-Regge limit, we can use the Gram relation in the approximation \( u_{12} = u_{11} =: u_1 \) with all small cross ratios set to zero, Eq.(7.5). Inverting this relation for \( u_1 \), we find

\[
u_1 = \frac{1}{\tilde{u}} \left( 1 \pm \sqrt{1 - \tilde{u}} \right).
\]

This Gram relation has two solutions for \( u_1 \), of which we choose the one that has winding number zero around \( u_1 = 0 \). This specifies a path that fulfills both our requirements. Explicitly, it is given by:

\[
P'_{7,---} : u_{11}(\varphi) = e^{2i\varphi} \left( 1 - \sqrt{1 - e^{-2i\varphi}} \right) u_{11}, \quad u_{12}(\varphi) = e^{2i\varphi} \left( 1 - \sqrt{1 - e^{-2i\varphi}} \right) u_{12} \]

\[
\tilde{u}(\varphi) = e^{-2i\varphi} \tilde{u}, \quad u_{2s}(\varphi) = u_{2s}, \quad u_{3s}(\varphi) = u_{3s}.
\]

We can now study the crossing solutions for the given paths and calculate the remainder functions. It should be kept in mind that our assumption that only the winding number and consistency with the Gram relations and no further details of the paths are relevant is a hypothesis.

### 7.3. Predictions from weak coupling

Before we begin the explicit calculation of the remainder functions at strong coupling, let us briefly review the predictions for the analytic structure of the 7-point amplitude in the MRL as derived in [137]. The approach taken in [137] is similar to the method outlined in section 3.4 for the 6-point amplitude. Analysing the factorisation properties of the BDS
The Regge cuts in the 7-point amplitude still arise from a bound state of two Reggeons. Therefore, it is to be expected that the universal quantities governing the 6-point case reappear in the 7-point amplitude and the remainder function should have the same structure as Eq.(6.50). Of course, we have twice as many variables as in the 6-point case. However, the relevant variables can be identified from the cut structure. For example, in the region $P_{7,-++}$ a cut should appear in the $t_2$-channel, which is connected with the energy variable $s_2$. This variable, in turn, appears only in the triplet $u_{a1}$ and we expect the remainder function to be a function of these three variables only. Similarly, the remainder function in the region $P_{7,+--}$ should only depend on the triplet $u_{a2}$. The long Regge cut in the region $P_{7,---}$ is connected with the energy variable $s_{234}$ in the notation of section 3.1. As we know from Eq.(3.21) we have $s_{234} \sim s_{2}s_{3}$ in the multi-Regge limit and therefore we expect the remainder function to be a function of the products $u_{a1}u_{a2}$.

As we have already seen in the 6-point amplitude, the Regge cut contribution is connected with a conformal phase $\delta$. These phases are also obtained in [137]. We spell them out, together with the other weak-coupling predictions, in table 7.1. Note that $1 - \tilde{u} = O(\varepsilon^2)$ in the multi-Regge limit so that all conformal phases are constants in the MRL.

The structure of the cut contribution is studied in [138]. Like in the 6-point case, every cut contribution gives rise to a dispersion relation-like integral. In analogy with Eq.(3.49), the remainder function in the region $P_{7,-++}$ is given by

$$e^{R_{7,-++}+i\delta_{7,-++}}_{\text{MRL}} =$$

$$\cos \pi \omega_{ab} + i \frac{\lambda}{2} \sum_n (-1)^n \left( \frac{r_1}{r_1^*} \right)^n \int_{-\infty}^{+\infty} \frac{d\nu}{\nu^2 + \frac{n^2}{T}} \Phi_{\text{reg}}(\nu, n) |r_1|^{2\nu} \left( -1 - u_{11} \right) \sqrt{u_{21} u_{31}}^{-(\nu,n)}.$$
with the phase $\delta_{7,-+-}$ spelled out in table 7.1 and a Regge pole contribution $\omega_{ab}$. Note that the quantities $\Phi_{\text{Reg}}(\nu, n)$ and $\omega(\nu, n)$ are the same quantities governing the 6-point case. The form of the remainder function in the region $P_{7,-+-}$ can be obtained from Eq.(7.8) by applying target-projectile symmetry. This leaves us with the regions involving the long cuts. For the region $P_{7,-+-}$ one obtains

$$\left. e^{R_{7,-+-}+i\delta_{7,-+-}} \right|_{\text{MRL}} = e^{7.9}$$

$$i \frac{\lambda}{2} \sum_{n_1, n_2} (-1)^{n_1+n_2} \left( \frac{r_1}{r_1^*} \right)^{n_1} \left( \frac{r_2}{r_2^*} \right)^{n_2} \int_{-\infty}^{+\infty} \frac{d\nu_1 d\nu_2}{(2\pi)^2} \Phi^*(\nu_1, n_1)C(\nu_1, n_1, \nu_2, n_2)\Phi(\nu_2, n_2)$$

$$\times |r_1|^{2\nu_1}|r_2|^{2\nu_2} \left( (1 - u_{11}) \sqrt{u_{21}u_{31}} \right)^{-\omega(\nu_1, n_1)} \left( (1 - u_{12}) \sqrt{u_{22}u_{32}} \right)^{-\omega(\nu_2, n_2)} + \cdots$$

Again, the quantities $\Phi(\nu, n)$ and $\omega(\nu, n)$ are the same quantities as in the 6-point case. However, a new vertex $C(\nu_1, n_1, \nu_2, n_2)$ appears, which is calculated to leading order in [136] and reads

$$\Phi^* C \Phi = \frac{\Gamma(-i\nu_1 - \frac{n_1}{2}) \Gamma(i\nu_2 + \frac{n_2}{2}) \Gamma(i(\nu_1 - \nu_2) + \frac{1}{2}(n_2 - n_1))}{\Gamma(1 + i\nu_1 - \frac{n_1}{2}) \Gamma(1 - i\nu_2 + \frac{n_2}{2}) \Gamma(1 - i(\nu_1 - \nu_2) + \frac{1}{2}(n_2 - n_1))}. \quad (7.10)$$

In addition to the nicely factorised expression in Eq.(7.9) further Regge pole and subtraction terms should appear, as indicated by the dots. These, however, are not relevant for our discussion and are explained in [137,138].

The region $P_{7,-+-}$ should also be governed by a factorised ansatz as in Eq.(7.9). In fact, the only difference in the dispersion relation should be that the complex conjugate of the new production vertex appears. To leading order this vertex $C$ is real-valued in momentum space, therefore differences between the two regions can only appear starting from the NLLA. Furthermore, the subtraction terms for the region $P_{7,-+-}$ are different from those in the region $P_{7,-+-}$.

### 7.4. Contributions to the remainder function

Let us begin our investigations by spelling out the explicit formulas for the contributions to the remainder function. As in the 6-point case, the remainder function consists of three terms

$$R_7 = -\frac{\sqrt{\lambda}}{2\pi} (\Delta + A_{\text{per}} + A_{\text{free}}). \quad (7.11)$$

The free energy part $A_{\text{free}}$ has standard form,

$$A_{\text{free}} = \sum_{s=1}^{2} \left| \frac{m_s}{2\pi} \int_{\mathbb{R}} d\theta \cosh \theta \left[ \left( 1 + \tilde{Y}_{1,s}(\theta) \right) \left( 1 + \tilde{Y}_{2,s}(\theta) \right) \left( 1 + \tilde{Y}_{3,s}(\theta) \right) \right]^{\frac{1}{2}} \right|. \quad (7.12)$$

Recall that $\tilde{Y}_{a,s}(\theta) = Y_{a,s}(\theta + i\phi_s)$. The periods part $A_{\text{per}}$ is more complicated than in the 6-point case and the phases explicitly enter:

$$A_{\text{per}} = \frac{|m_1|^2}{2} + \frac{|m_2|^2}{2} + \frac{1}{\sqrt{2}} |m_1||m_2| (\cos \phi_1 \cos \phi_2 + \sin \phi_1 \sin \phi_2). \quad (7.13)$$
This leaves us with $\Delta$, which is a function of the cross ratios and is written down in [142],

$$
\Delta := \text{A}_{\text{BDS-like}} - \text{A}_{\text{BDS}} = -\frac{1}{4} \sum_{i=1}^{7} (\log^2 u_i + \text{Li}_2(1 - u_i)) + \frac{1}{8} \log u_{11} \log \left( \frac{u_{21} u_{22}}{\bar{u} u_{32}} \right) \\
+ \frac{1}{8} \log u_{12} \log \left( \frac{u_{32} u_{31}}{\bar{u} u_{21}} \right) + \frac{1}{8} \log u_{21} \log \left( \frac{u_{11} u_{32}}{u_{12} u_{22}} \right) + \frac{1}{8} \log u_{22} \log \left( \frac{u_{11} \bar{u}}{u_{21} u_{31}} \right) \\
+ \frac{1}{8} \log u_{31} \log \left( \frac{u_{12} \bar{u}}{u_{22} u_{32}} \right) + \frac{1}{8} \log u_{32} \log \left( \frac{u_{12} u_{21}}{u_{11} u_{31}} \right) + \frac{1}{8} \log \bar{u} \log \left( \frac{u_{22} u_{31}}{u_{11} u_{12}} \right). \quad (7.14)
$$

7.4.1. The remainder function in the Euclidean regime

As a quick check that the above expressions are correct, let us compute the remainder function in the Euclidean regime. We will drop the integral contributions and thereby $A_{\text{free}}$ from the beginning, since we know that their contribution is negligible (cf. section 6.2). To calculate the contributions of the other two terms, we use the parametrisation Eq.(4.33) and the multi-Regge limit expressions Eq.(7.2). After expanding in $\varepsilon_s$ and keeping only the leading terms we find

$$
A_{\text{per}} = \frac{1}{2} \left( \log^2 \varepsilon_1 + \log^2 w_1 + \log^2 \varepsilon_2 + \log^2 w_2 \\
+ \log \varepsilon_1 \log \varepsilon_2 + \log w_1 \log w_2 + \log \varepsilon_2 \log w_1 - \log \varepsilon_1 \log w_2 \right) + \mathcal{O}(\varepsilon). \quad (7.15)
$$

as well as

$$
\Delta = -\frac{\pi^2}{6} - \frac{1}{2} \left( \log^2 \varepsilon_1 + \log^2 w_1 + \log^2 \varepsilon_2 + \log^2 w_2 \right) \\
- \frac{1}{2} \left( \log \varepsilon_1 \log \varepsilon_2 - \log \varepsilon_1 \log w_2 + \log \varepsilon_2 \log w_1 + \log w_1 \log w_2 \right) + \mathcal{O}(\varepsilon). \quad (7.16)
$$

Summing both terms, we see that only a constant remains, which actually cancels with a constant appearing in the BDS-part of the full amplitude. Consequently, the remainder function is trivial in the Euclidean regime, as it should.

7.5. Region $P_{\gamma,-++}$

We now discuss the calculation of the remainder function in the region $P_{\gamma,-++}$ for which we identified the path

$$
u_{11}(\varphi) = e^{-2iv_{11}}, \quad u_{21}(\varphi) = u_{21}, \quad u_{31}(\varphi) = u_{31}, \\
u_{12}(\varphi) = u_{12}, \quad u_{22}(\varphi) = e^{-iv_{22}}, \quad u_{32}(\varphi) = e^{iv_{32}}, \quad \bar{u}(\varphi) = \bar{u}. \quad (7.17)
$$

Before we present the results, let us make a remark. The Y-system we use for the numerical investigations Eqs.(5.18-5.20) was derived under the assumption that the phases are fixed during the continuation, as described in section 5.2. This choice amounts to setting $u_{2s} = u_{3s}$ during the continuation. Looking at the prescribed path $P_{\gamma,-++}$ in Eq.(7.17) we see that this condition is not satisfied, because $u_{21}$ is not a constant during the continuation but rather rotates along a full circle. We can estimate the size of the error we are making...
by allowing a small shift in the phases \( \phi_s = (1 - s) \frac{\pi}{2} + \delta \phi_s \). We keep the index \( s \) variable as the same discussion applies to the path \( P_{\gamma,+-} \). This leads to

\[
\frac{u_{2n-4-s}}{u_{3n-4-s}} = u_s^2 = e^{2|m_s| \sin(\phi_s - (1 - s) \frac{\pi}{2})} = e^{2|m_s| \delta \phi_s} = e^{2i\varphi},
\]

(7.18)

which translates into

\[
\delta \phi_s = \frac{i\varphi}{|m_s|} \sim \mathcal{O} \left( \frac{1}{\log \varepsilon_s} \right)
\]

(7.19)

for the size of the phase deviation. Since the mass parameters \( |m_s| \) stay very large during the continuation, the error we are making is negligibly small and we conclude that we can still use the Y-system for fixed phases without making a mistake. This is consistent with the observation that in our numerical analysis of crossing solutions the rotation of the small cross ratios has practically no effect as compared to the rotation of the large cross ratios.

### 7.5.1. Continuation of the driving terms

To determine the driving terms, we solve the recursion relations Eq.(2.68) numerically for the driving terms of the modified Y-system Eqs.(5.18-5.20), imposing the behaviour Eq.(7.17) for the cross ratios. We find the results shown in figure 7.2.

### 7.5.2. Crossing solutions

We now study how the locations of the solutions \( \tilde{Y}_{a,s}(\theta) = -1 \) move in the \( \theta \)-plane during the continuation, using the algorithm described in section 5.3 and find the behaviour shown in figure 7.3. We see that the crossing behaviour looks very similar to the one studied in the 6-point case in section 6.4.1. We have one pair of crossing solutions of \( \tilde{Y}_{3,2} \) and one pair of solutions of \( \tilde{Y}_{2,2} \) which approaches the origin towards the end of the calculation. All other \( \tilde{Y} \)-functions do not come close to the real axis. We can then spell out the set of equations at the end of the continuation by picking up the appropriate S-matrices,

\[
\log \tilde{Y}_{1,s}'(\theta) = -|m_s'| \cosh \theta - C_s' + \sum_{a',s'} \int d\theta' K_{s,s'}^{1,a'} (\theta - \theta' + i\phi_s' - i\phi_s') \log \left( 1 + \tilde{Y}_{a',s'}'(\theta') \right)
\]

\[
+ \log \frac{S_{1,2}^{1,3}(\theta - \theta_+ + i\phi_s' - i\phi_2')}{S_{1,2}^{1,3}(\theta - \theta_+ + i\phi_s' - i\phi_2')},
\]

(7.20)

\[
\log \tilde{Y}_{2,s}'(\theta) = -\sqrt{2} |m_s'| \cosh \theta + \sum_{a',s'} \int d\theta' K_{s,s'}^{2,a'} (\theta - \theta' + i\phi_s' - i\phi_s') \log \left( 1 + \tilde{Y}_{a',s'}'(\theta') \right)
\]

\[
+ \log \frac{S_{2,2}^{3,3}(\theta - \theta_+ + i\phi_s' - i\phi_2')}{S_{2,2}^{3,3}(\theta - \theta_+ + i\phi_s' - i\phi_2')}.
\]

(7.21)

\[
\log \tilde{Y}_{3,s}'(\theta) = -|m_s'| \cosh \theta + C_s' + \sum_{a',s'} \int d\theta' K_{s,s'}^{3,a'} (\theta - \theta' + i\phi_s' - i\phi_s') \log \left( 1 + \tilde{Y}_{a',s'}'(\theta') \right)
\]

\[
+ \log \frac{S_{3,2}^{3,3}(\theta - \theta_+ + i\phi_s' - i\phi_2')}{S_{3,2}^{3,3}(\theta - \theta_+ + i\phi_s' - i\phi_2')}.
\]

(7.22)
7.5. REGION $P_{1,-++}$

Figure 7.2.: Paths of the driving terms during the analytic continuation for the path Eq.(7.17). For this plot, the specific starting values for the parameters are $|m_1| = 10$, $|m_2| = 9$, $C_1 = \text{arccosh} \left( \frac{3}{5} \right)$, $C_2 = \text{arccosh} \left( \frac{4}{7} \right)$. Note that some axes have been shifted and rescaled. The direction of growing $\varphi$ is indicated by the arrows.

Note that, despite the fact that the numerical analysis was performed for fixed phases, we keep the phases $\phi'$ general in Eqs.(7.20-7.22). This is consistent because the crossing picture does not change for small deviations of the phases. One should, however, be careful about taking collinear limits of our results, as explained in section 6.4.3.

After neglecting the integrals, the functions above for the triplet $\tilde{Y}_{a,2}$ in which the $Y$-functions with crossing solutions live are the same as in the 6-point case for fixed phase $\phi' = 0$. This means that the endpoint conditions are the same, as well, and we can conclude without any further calculation that

$$\theta_{\pm} = \pm i \frac{\pi}{4}$$

(7.23)

are the endpoints for the crossing solutions of $\tilde{Y}_{3,2}$ and the solutions of $\tilde{Y}_{2,2}$ pinch the contour but never cross. Note that the second triplet $\tilde{Y}_{a,1}$ plays no role in the determination of the endpoints because no solutions of $Y$-functions in that triplet cross. For completeness, we also show the behaviour of the original $Y$-system parameters during the continuation in figure 7.4.
values of relevant formulas for the $Y$ cross ratios at the end of the continuation by evaluating the $Y$ in section 7.4 to calculate the remainder function in this region. First, let us determine the

Now that we know the endpoints of the crossing solutions, we can use the expressions given before, we define

From these equations, we calculate the cross ratios and find

From these equations, we calculate the cross ratios and find

where $\gamma = -3 - 2\sqrt{2}$, and all above expressions are valid up to corrections of $O(\varepsilon'^2)$. As before, we define

Note that in evaluating the cross ratios, we set $\phi'_s = \phi_s$ in the S-matrices because any small deviation from the strict value in the multi-Regge limit would lead to a subleading contribution (cf. Eq.(7.19) and the discussion in section 6.4.2).
Figure 7.4.: Behaviour of the original Y-system parameters during the continuation Eq. (7.17). Note that $C_2$ starts and ends on the imaginary axis and quickly attains a large real part, as in the 6-point case (cf. figure 6.5), while $C_1$ is considerably smaller. The mass parameters $|m_s|$ stay large throughout the continuation. The direction of growing $\varphi$ is indicated by the arrows.

By our choice of the path Eq. (7.17), we have to identify $u'_2 = -u_2$, $u'_3 = -u_3$ and $u'_{as} = u_{as}$ for all other cross ratios. This identification relates the primed parameters with the original parameters and gives

\[
\begin{align*}
\varepsilon'_1 &= \sqrt{\gamma} \varepsilon_1, \quad w'_1 = \sqrt{\gamma} w_1, \quad \cosh C'_1 = \sqrt{1 - \left( w_1 + \frac{1}{w_1} + \cosh C_1 \right)^2}, \\
\varepsilon'_2 &= \frac{1}{\gamma} \varepsilon_2, \quad w'_2 = w_2, \quad \cosh C'_2 = -\cosh C_2.
\end{align*}
\]

(7.29)

Using Eq. (4.33) we can analytically calculate the $|m_s'|$, which are nicely consistent with our numerical results in figure 7.4. We now turn to the individual terms of the remainder function, beginning with $A'_{\text{per}}$,

\[
A'_{\text{per}} = \frac{1}{2} \left( \log^2 \varepsilon'_1 + \log^2 w'_1 + \log^2 \varepsilon'_2 + \log^2 w'_2 \\
+ \log \varepsilon'_1 \log \varepsilon'_2 + \log w'_1 \log w'_2 + \log \varepsilon'_2 \log w'_1 - \log \varepsilon'_1 \log w'_2 \right),
\]

(7.30)

Using Eq. (7.29) we obtain

\[
A'_{\text{per}} - A_{\text{per}} = \frac{1}{4} \log^2 \gamma - \frac{1}{2} \log \gamma \log \varepsilon_2.
\]

(7.31)
As always, the free energy part $A'_\text{free}$ is dominated by the residue contributions, which we worked out in section 7.5.2. Inserting the information that one pair of solutions of $\tilde{Y}_{3,2}$ crosses and approaches $\pm i\pi/4$, we find

$$A'_\text{free} \approx -\frac{|m_{22}'|}{2\pi} \left(2\pi i \sinh \left(-\frac{\pi}{4}\right) - 2\pi i \sinh \left(\frac{\pi}{4}\right)\right)$$

$$= -\sqrt{2}|m_{22}'| = -\sqrt{2}\sqrt{\log^2 \varepsilon_2^2 + 2\log \varepsilon_2^2}$$

$$\approx +\sqrt{2}\log \varepsilon_2^2 = +\sqrt{2}(\log \varepsilon_2 - \log \gamma).$$

(7.32)

Note that in going from the second to the third line in Eq.(7.32) it is important to choose the correct sign in the square root. The last missing piece is $\Delta'$ which is a function of the cross ratios and therefore is easy to obtain. Performing the rotation in the cross ratios we have to pick up some cut contributions and end up with

$$\Delta' = \Delta + i\pi/4 \left(2\log u_{11} + \log u_{12} + \log \tilde{u} - 2\log(1-u_{11})\right)$$

$$+ \frac{1}{4} \left(\text{Li}_2(1-u_{22}) - \text{Li}_2(1+u_{22}) + \text{Li}_2(1-u_{32}) - \text{Li}_2(1+u_{32})\right) + \text{const.}$$

$$\approx -\frac{\pi}{2}\log \varepsilon_2 - i\pi/2 \log \left(w_2 + \frac{1}{w_2} + 2\cosh C_2\right) + \text{const.}$$

(7.33)

Adding up all pieces, we find

$$A'_\text{free} + A'_\text{per} + \Delta' + i\delta'_{t,-++} \approx -e_2 \log \varepsilon_2 - i\pi e_2 + \text{const.},$$

(7.34)

where $\delta'_{t,-++} = \frac{\pi}{2}\log \left(w_2 + \frac{1}{w_2} + 2\cosh C_2\right)$ is a phase similar to the one we found in the 6-point case and $e_2 = -\sqrt{2} + \frac{1}{2} \log (3 + 2\sqrt{2})$, as before. We rewrite this result using the relations

$$\varepsilon_2 = \sqrt{u_{21}^2 u_{31}}(1-u_{11}), \quad w_2 = \sqrt{\frac{u_{21}}{u_{31}}},$$

(7.35)

which of course only hold in the multi-Regge limit. After exponentiation, we obtain our final result

$$e^{R_{7,--++}+i\delta_{t,---++}}_{\text{MRL}} \sim \left(-(1-u_{11})\sqrt{\frac{u_{21}}{u_{31}}}\right)^{\frac{\pi}{2} e_2}.$$ 

(7.36)

Rewriting the phase in terms of the cross ratios we find

$$\delta_{t,---++} = \frac{\sqrt{\lambda}}{4} \log \left(\sqrt{u_{21} u_{31}}\right) = \frac{\pi}{4} \gamma_K \log \left(\sqrt{u_{21}^2 u_{31}}\right),$$

(7.37)

where we again used the leading strong coupling behaviour $\gamma_K = \frac{\sqrt{\lambda}}{\pi}$. A closer look at our result Eq.(7.36) shows a remarkable similarity with the 6-point result. In fact, the only difference is that in the region $P_{7,---++}$, the 6-point result is evaluated on one triplet only,

$$R_{7,---++}(u_{aa}) = R_{6,---}(u_{11}, u_{21}, u_{31}).$$

(7.38)

Furthermore, the phases match nicely, as well. In this section we have only considered the region $P_{7,---}$. Yet it is clear that the region $P_{7,---++}$ should be related to the region
studied here, by target-projectile symmetry Eq.(3.5). This is indeed true and we show by explicit calculation in appendix F that

\[ R_{7,+}(u_{qs}) = R_{6,-}(u_{12}, u_{22}, u_{32}), \]  

and the conformal phase is given by

\[ \delta_{7,+} = \frac{\sqrt{\lambda}}{4} \log \left( \sqrt{\tilde{u}_{22} \tilde{u}_{32}} \right) = \frac{\pi}{4} \gamma K \log \left( \sqrt{\tilde{u}_{22} \tilde{u}_{32}} \right). \]  

We have now determined the remainder function for the regions in which two legs are bent down. As we saw, the crossing picture is very similar to the 6-point case and so is the result, although the intermediate calculations are somewhat different. We now turn to the region \( P_{7,-} \) in which new effects start to appear.

### 7.6. Region \( P_{7,-} \)

In this section, we investigate the region with all three produced particles flipped, for which we identified the path

\[ u_{11}(\varphi) = e^{2i\varphi} \left( 1 - \sqrt{1 - e^{-2i\varphi}} \right) u_{11}, \quad u_{21}(\varphi) = u_{21}, \quad u_{31}(\varphi) = u_{31}, \]  

\[ u_{12}(\varphi) = e^{2i\varphi} \left( 1 - \sqrt{1 - e^{-2i\varphi}} \right) u_{12}, \quad u_{22}(\varphi) = u_{22}, \quad u_{32}(\varphi) = u_{32}, \quad \tilde{u}(\varphi) = e^{-2i\varphi} \tilde{u}, \]  

in section 7.2.

### 7.6.1. Continuation of the driving terms

This region differs from the two studied before in that it is invariant under target-projectile symmetry, Eq.(3.5). Due to that symmetry, we can actually find analytic formulas for the driving terms which are approximately correct and which generate the desired winding behaviour. The formulas read

\[ Y_{2\pm,1}(0) = \frac{1}{2} \frac{1}{1 - u_{11} - u_{12} - u_{31}} (-1 + u_{12} + u_{11} u_{32} + u_{22}) \]  

\[ \mp \sqrt{4u_{12}u_{22}u_{32}(-1 + 2u_{11} + u_{31})} \left( -1 + u_{22} + u_{12} + u_{11} u_{32} \right)^{2}. \]  

A similar formula holds for \( Y_{2\pm,2}(-i\frac{\pi}{2}) \), which can be obtained by applying target-projectile symmetry to the right-hand side of Eq.(7.42). We obtain Eq.(7.42) by solving the recursion relation Eq.(2.68) for the special kinematical point \( u_{11} = u_{12}, \ u_{21} = u_{31}, \ u_{31} = u_{22} \). We then reconstruct which of the cross ratios appears by demanding that taking the strict multi-Regge limit, i.e. \( u_{1s} = 1, \ u_{2s} = 0, \ u_{3s} = 0 \), in one triplet should reduce to the 6-point formulas Eqs.(6.4-6.6) for the other triplet. For example, the strict multi-Regge limit for the triplet \( u_{a1} \) reduces Eq.(7.42) to the 6-point case Eqs.(6.4-6.6). This leaves some ambiguities in the above formulas, which, however, are subleading. From this result, we obtain the behaviour of the driving terms shown in figure 7.5.
Chapter 7. The 7-Point Amplitude

7.6.2. Crossing solutions

Let us now perform the analytic continuation and study the crossing solutions. We choose to study the crossing behaviour mostly for the specific case

\[ |m| := |m_1| = |m_2|, \quad C := C_1 = -C_2, \]

which gives rise to an additional exact symmetry

\[ \tilde{Y}_{a,1}(\theta) = \tilde{Y}_{4-a,2}(-\theta). \]

We choose this special kinematical point for convenience and have made sure that the crossing picture presented below persists for the non-symmetric case \(|m_1| \neq |m_2|, C_1 \neq -C_2\). The analytic arguments which determine the endpoints of the crossing solutions will be valid for the non-symmetric case, as well.

We present our results in figure 7.6. For the first time, we see crossing solutions for more than one \(Y\)-function. In fact, we have two pairs of crossing solutions, one from \(\tilde{Y}_{1,2}\) and one from \(\tilde{Y}_{3,1}\), whose positions we denote by \(\theta_{12\pm}\) and \(\theta_{31\pm}\), respectively. Note that the solutions of the \(\tilde{Y}\)-functions do not cross simultaneously, which introduces some numerical complications. Since no other solutions cross the real axis, we can write down the \(\tilde{Y}\)-equations at the endpoint of the continuation:

\[
\log \tilde{Y}'_{1,s}(\theta) = -|m_s|\cosh \theta - C_s + \sum_{a',s'} \int d\theta' K_{s,s'}^{1,a'}(\theta - \theta' + i\phi_s' - i\phi_s') \log \left(1 + \tilde{Y}'_{a',s'}(\theta')\right)
\]

\[
+ \log S_{4,2}^{1,1}(\theta - \theta_{12-} + i\phi_{2}' - i\phi_{2}'') S_{3,1}^{1,3}(\theta - \theta_{31+} + i\phi_{1}' - i\phi_{1}')
\]

\[
\log \tilde{Y}'_{2,s}(\theta) = -\sqrt{2}|m_s|\cosh \theta + \sum_{a',s'} \int d\theta' K_{s,s'}^{2,a'}(\theta - \theta' + i\phi_s' - i\phi_s') \log \left(1 + \tilde{Y}'_{a',s'}(\theta')\right)
\]

\[
+ \log S_{4,2}^{2,1}(\theta - \theta_{12-} + i\phi_{2}' - i\phi_{2}'') S_{3,1}^{2,3}(\theta - \theta_{31+} + i\phi_{1}' - i\phi_{1}'),
\]

where\( S_{a,b}^{c,d}(\theta) = \arccosh (\theta)\).
We now need to understand the endpoints of the crossed solutions. Due to the symmetry Eq. (7.44) we know that \( \theta_{12} = -\theta_{31} \). Furthermore, it seems obvious from figure 7.6 that the differences of the locations of the solutions satisfy
\[
\theta_{12} + \theta_{12} - \theta_{31} - \theta_{31} = i\pi/2, \quad \theta_{31} + \theta_{31} - \theta_{12} - \theta_{12} = i\pi/2,
\]
but their absolute position does not seem to correspond to a special position in the \( \theta \)-plane. This problem is due to the fact that our choice of the mass parameter \(|m|\) is still too far away from the multi-Regge limit \(|m| \to \infty\). For all other paths studied so far, this was not an issue as only one triplet contained a crossing solution. The fact that we now find two large \( \tilde{Y} \)-functions seems to spoil the fast convergence we see for the other paths. Nevertheless, since we have control over the driving terms at the endpoint via Eq. (7.42),
\[
\log \left( \tilde{Y}_{1,s} \cdot \tilde{Y}_{3,s} \right)(0)|_{\varphi=\pi} = -2|m_s| + 2\pi i,
\]
we can study the solutions of the Bethe ansatz at the endpoint numerically as a function of the initial mass parameters, which explicitly enter in Eq. (7.49). Indeed, we find that both \( \theta_{12} \) and \( \theta_{31} \) approach \( i\pi/4 \), as shown in figure 7.7. The paths of the original \( Y \)-system parameters \(|m|\) and \( C \) during the continuation is shown in figure 7.8. Let us now try to understand the endpoints analytically. We begin by writing out the usual endpoint conditions
\[
1 = \tilde{Y}_{1,2}(\theta_{12}) = \tilde{Y}_{3,1}(\theta_{31}),
\]
Figure 7.7.: Convergence of the crossing solutions $\theta_{12+}$ and $\theta_{31+}$ against $i\pi/4$. The green dots indicate the position of the endpoints in figure 7.6. The starting point corresponds to an initial value for the mass parameter of $m = 10$. We then increase the initial mass parameter up to $m = 2000$ to see the convergence against $i\pi/4$.

which, however, only enforce the constraints Eq.(7.48). To find the absolute endpoints, note that for the case of four crossing solutions we have the possibility to construct non-trivial quotients of Bethe ansatz equations,

\[
1 = \frac{Y_{1,2}(\theta_{12-})}{Y_{1,2}(\theta_{12+})} = e^{[m_2](\cosh \theta_{12+} + i \sinh \theta_{12+})} \left( \frac{1 + \cosh(\theta_{12+} - \theta_{31+}) + i \sinh(\theta_{12+} - \theta_{31+})}{-1 + \cosh(\theta_{12+} - \theta_{31+}) + i \sinh(\theta_{12+} - \theta_{31+})} \right),
\]

\[
= \frac{Y_{3,1}(\theta_{31-})}{Y_{3,1}(\theta_{31+})} = e^{[m_1](\cosh \theta_{31+} + i \sinh \theta_{31+})} \left( \frac{-1 + \cosh(\theta_{12+} - \theta_{31+}) + i \sinh(\theta_{12+} - \theta_{31+})}{1 + \cosh(\theta_{12+} - \theta_{31+}) + i \sinh(\theta_{12+} - \theta_{31+})} \right),
\]

where we already used Eq.(7.48). They, too, give rise to endpoint conditions. We see that the S-matrix factors in Eq.(7.51) are inverses of each other. Since the S-matrix factors have to either diverge or go to zero in the infinite mass limit, this means that the S-matrix factors of one of the equations (7.51) diverge while the S-matrix factors for the other equation go to zero. This is fulfilled for

\[
\theta_{12+} = \theta_{31+}.
\]

(7.52)

This still leaves us with one undetermined position. We can, however, take the product of both equations in Eq.(7.51) and use Eq.(7.52) to find

\[
1 = e^{([m_1] + [m_2])(\cosh \theta_{12+} + i \sinh \theta_{12+})},
\]

(7.53)

from which we conclude that the driving term has to vanish. This finally gives

\[
\theta_{12+} = i\pi/4
\]

(7.54)

and we conclude that all pole positions lie on $\pm i\pi/4$. 

For the path under consideration Eq. (7.41), we impose
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Figure 7.8.: Paths of the original Y-system parameters

7.6. REGION

While the determination of the endpoints and the numerical investigation was much more
difficult for this region, the calculation of the remainder function is as simple as for the
other regions. We start from the Y'-equations at the endpoint of the continuation,

\begin{align}
Y'_{1,s} &= \left( e^{-|m_1'| \cosh(\theta - i\phi_1')} - C_s \right) \frac{S^{1,1}_{s,2}(\theta + i\pi/4 - i\phi_2')}{S^{1,1}_{s,2}(\theta - i\pi/4 - i\phi_2')}, \\
Y'_{2,s} &= \left( e^{-|m_1'| \cosh(\theta - i\phi_1')} \right) \frac{S^{2,1}_{s,2}(\theta + i\pi/4 - i\phi_2')}{S^{2,1}_{s,2}(\theta - i\pi/4 - i\phi_2')}, \\
Y'_{3,s} &= \left( e^{-|m_1'| \cosh(\theta - i\phi_1')} + C_s \right) \frac{S^{3,1}_{s,2}(\theta + i\pi/4 - i\phi_2')}{S^{3,1}_{s,2}(\theta - i\pi/4 - i\phi_2')},
\end{align}

which, evaluated at the corresponding values of \(\theta\), give us the cross ratios

\begin{align}
u'_{11} &= 1 + \varepsilon_2 \left( \frac{1}{w_2} + \gamma w_2' + 2\sqrt{-\gamma} \sinh C_2' \right), \quad u'_{21} = -\gamma w_2' \varepsilon_2, \quad u'_{31} = -\frac{\varepsilon_2'}{w_2}, \\
u'_{12} &= 1 + \varepsilon_1' \left( w_1' + \frac{\gamma}{w_1} + 2\sqrt{-\gamma} \sinh C_1' \right), \quad u'_{22} = -w_1' \varepsilon_1', \quad u'_{31} = -\frac{\varepsilon_1'}{w_1}.
\end{align}

For the path under consideration Eq. (7.41), we impose \(u'_{as} = u_{as}\) at the endpoint and obtain the new parameters

\begin{align}
\varepsilon'_1 &= \frac{\varepsilon_1}{\sqrt{\gamma}}, \quad w'_1 = -\sqrt{-\gamma} w_1, \quad \cosh C'_1 = -\sinh C_1, \\
\varepsilon'_2 &= \frac{\varepsilon_2}{\sqrt{\gamma}}, \quad w'_2 = -\frac{w_2}{\sqrt{-\gamma}}, \quad \cosh C'_2 = \sinh C_2.
\end{align}
where again $\gamma = -3 - 2\sqrt{2}$. This gives rise to the following contributions to the remainder function:

$$A_{\text{free}}' \cong \sqrt{2} \log \varepsilon_1 + \sqrt{2} \log \varepsilon_2 - \sqrt{2} \log \gamma,$$

$$A_{\text{per}}' \cong -\frac{1}{2} (i\pi + \log \gamma) \log (\varepsilon_1 \varepsilon_2) - \frac{i\pi}{2} \log \left(\frac{w_1}{w_2}\right) + \text{const.} \quad (7.62)$$

For $\Delta'$, a small subtlety appears due to the non-trivial rotation of $\tilde{u}$, which gives rise to contributions $\sim \log (1 - \tilde{u})$ and $\sim \log \tilde{u}$. $\tilde{u}$ appears explicitly in the answer. However, we will not replace it with an expression in terms of the $\varepsilon$s and $w$s, but just use the fact that $1 - \tilde{u} \sim \mathcal{O}(\varepsilon^2)$ as can be seen from Eq. (7.5). This allows us to drop the term $\sim \log \tilde{u}$ and we obtain

$$\Delta' - \Delta \cong -\frac{\pi}{2} \log (\varepsilon_1 \varepsilon_2) + \frac{i\pi}{2} \log \left(\frac{w_2}{w_1}\right) - \frac{i\pi}{2} \log (1 - \tilde{u}) + \text{const.}$$

From figure 7.8 we see that the ambiguity for $\log \gamma$ for this path is resolved by

$$\log \gamma = \log (3 + 2\sqrt{2}) - 3i\pi,$$  \hspace{1cm} (7.64)

see also the discussion around Eq. (6.43) in the 6-point case. Adding all contributions, we find

$$A_{\text{free}}' + A_{\text{per}}' + \Delta' + i\delta_{\text{7,---}} \cong -e_2 \log (\varepsilon_1 \varepsilon_2) + \text{const.}, \quad (7.65)$$

where $e_2 = -\sqrt{2} + \frac{1}{2} \log (3 + 2\sqrt{2})$, as before. After using the relations

$$\varepsilon_1 = \sqrt{\tilde{u}_{22} \tilde{u}_{32} (1 - u_{12})}, \quad w_1 = \sqrt{\frac{u_{22}}{u_{32}}} \quad (7.66)$$

and the corresponding relations for the other triplet we find the remainder function to be given by

$$e^{R_{\text{7,---}}+i\delta_{\text{7,---}}}_{\text{MRL}} \sim \left( (1 - u_{11})(1 - u_{12}) \sqrt{\tilde{u}_{21} \tilde{u}_{31} \tilde{u}_{22} \tilde{u}_{32}} \right)^{\frac{\sqrt{2}}{2\pi} e_2}, \quad (7.67)$$

where

$$\delta_{\text{7,---}} = \frac{\sqrt{2}}{4} \log \left( \frac{(1 - u_{11})(1 - u_{12})}{1 - \tilde{u}} \sqrt{\tilde{u}_{21} \tilde{u}_{31} \tilde{u}_{22} \tilde{u}_{32}} \right) + \frac{\sqrt{2}}{4} \log \left( \frac{\tilde{u}_{21} \tilde{u}_{32}}{\tilde{u}_{31} \tilde{u}_{22}} \right). \quad (7.68)$$

Remarkably, we find that the remainder function for the region $P_{\text{7,---}}$ is just the sum of the remainder functions for the regions $P_{\text{7,---}}$ and $P_{\text{7,+++}}$,

$$R_{\text{7,---}}(u_{as}) = R_{\text{7,---}}(u_{as}) + R_{\text{7,+++}}(u_{as}). \quad (7.69)$$

This ends our study of this path and we turn to the last remaining region for the 7-point amplitude.
7.7. Region $P_{7}^{-,+-}$

7.7.1. Continuation of the driving terms

The remaining Regge region we want to investigate is $P_{7}^{-,+-}$, for which we identified the path

$$
\begin{align*}
    u_{11}(\varphi) &= e^{2i\varphi}u_{11}, & u_{21}(\varphi) &= e^{-i\varphi}u_{21}, & u_{31}(\varphi) &= e^{i\varphi}u_{31}, \\
    u_{12}(\varphi) &= e^{2i\varphi}u_{12}, & u_{22}(\varphi) &= e^{-i\varphi}u_{22}, & u_{32}(\varphi) &= e^{-i\varphi}u_{32}, & \tilde{u}(\varphi) &= e^{-2i\varphi}\tilde{u}.
\end{align*}
$$

This again is a path which is target-projectile symmetric and we can use the analytic formulas Eq.(7.42) to describe the driving terms. We find the results depicted in figure 7.9.

7.7.2. Crossing solutions

Studying the movement of the solutions to $\tilde{Y}_{a,s}(\theta) = -1$ during the continuation, we find that no solution crosses the real axis, as shown in figure 7.10.
Figure 7.10.: Movement of the solutions $\tilde{Y}_{a,s}(\theta) = -1$ for the path Eq. (7.70). Specifically, we show the results for $\tilde{Y}_{1,2}(\theta)$ (left) and $\tilde{Y}_{3,1}(\theta)$ (right). The solutions $Y_{a,s}(\theta) = -1$ of all other $Y$-functions do not approach the vicinity of the real axis. The direction of growing $\varphi$ is indicated by the arrows.

7.7.3. Calculation of the remainder function $R_{7,-++}$

The fact that we see no crossing solutions means that the $Y$-system equations at the endpoint of the continuation are just given by the original equations. Since this is the same situation as in the Euclidean regime, we conclude that the remainder function is almost trivial in this Regge region. The only difference stems from the fact that we have followed a non-trivial path in the cross ratios which can give rise to cut contributions in $\Delta$. To be precise, we find

$$\Delta' \cong \Delta + i \frac{\pi}{2} \log \left( \frac{(1 - u_{11})(1 - u_{12})}{u_{22}u_{31}(1 - \tilde{u})} \right) + \text{const.} \quad (7.71)$$

This gives rise to a phase contribution

$$\delta_{7,-++} = \frac{\pi}{4} \gamma K \log \left( \frac{1}{(1 - \tilde{u})} \frac{1}{u_{22}u_{31}} \right), \quad (7.72)$$

which combines with the otherwise trivial remainder function,

$$e^{R_{7,-++} + i\delta_{7,-++}} \bigg|_{\text{MRL}} \sim 1. \quad (7.73)$$

7.8. Comparison with weak coupling predictions

We have finished the calculation in all relevant Regge regions. Let us therefore now compare our results to the weak coupling predictions presented in section 7.3. For the regions $P_{7,-++}$ and $P_{7,+--}$ we find full consistency with the weak coupling predictions. The remainder function in these Regge regions has the same structure as the 6-point result presented in chapter 6. Furthermore, the strong coupling analogue of the BFKL eigenvalue shows up with the same value and all phases match perfectly. It should be noted that this is non-trivial, as the contributions to the remainder function have a more complex dependence on the kinematical variables, of which we have twice as many as in the 6-point case. The additional variables also show a non-negligible movement during the
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Analytic continuation (cf. figure 7.4), which, however, does not lead to a crossing solution and allows us to obtain the same structure as in the 6-point case.

Turning to the region $P_{\gamma,---}$ we faced a new situation with two pairs of crossing solutions and more complicated paths for the cross ratios. Still we are able to confirm the weak coupling prediction that a product of 6-point structures shows up also at strong coupling. Comparing Eq. (7.68) and table 7.1 we see that we do not find the same conformal phase $\delta_{\gamma,---}$. In fact, we find an additional conformally invariant contribution. This, however, is not necessarily a problem, as the Regge cut piece at weak coupling, which is still not fully known, can contain additional phases through prefactors (see e.g. Eq. (4.59) of [137]) or the production vertex $C$.

In region $P_{\gamma,++-}$ the weak coupling analysis predicts that all three cuts contribute. Alas, at strong coupling we find no crossing solutions and the remainder function is a pure phase. The origin of this discrepancy is not understood. The strong coupling result looks like there is a cancellation between the three cut pieces we expect, since they all come with the same prefactor $e_2$ in $\log R_{\gamma,-+-}$ and the long cut is given by the product of the two short cuts. Furthermore, the rotation sense of the $u_1$ is opposite to that of $\tilde{u}$. However, such a cancellation would be difficult to accommodate from the weak coupling perspective, where we expect a sum of terms which exponentiate as we go to strong coupling, not an exponential of a sum. It may well be that the choice of our path is too naive. For example, the right prescription might be to approach the relevant region in a stepwise process $P_{\gamma,+++} \to P_{\gamma,---} \to P_{\gamma,-+-}$. It would certainly be interesting to see whether the crossed solutions found in the transition to the region $P_{\gamma,---}$ cross back over the real axis. Furthermore, this process would test our hypothesis that the transition between Regge regions is defined by the winding numbers and the Gram relations only, and not by details of the path. This interesting question will be explored in future work.
8. Conclusions and outlook

Let us summarise our results. In this thesis we have studied the remainder function of scattering amplitudes in strongly coupled $\mathcal{N} = 4$ SYM. As the general prescription in terms of the $Y$-system is too difficult to solve analytically, we specialised to the multi-Regge limit.

A central result we found was that the non-linear integral equations simplify drastically in this kinematical limit. In fact, all integral contributions can be dropped and the multi-Regge limit is governed by algebraic equations. This simplification is necessary to obtain analytic expressions for the remainder function. We then developed an algorithm for the computation of the remainder function in the multi-Regge limit in various Regge regions with the result that in each region there exists a set of algebraic Bethe ansatz equations which contain all necessary information to calculate the remainder function. The identification of the correct solution of the Bethe ansatz equations, however, requires a numerical analysis.

We applied this algorithm to the 6- and 7-point amplitude and found that the analytic structure predicted from field theory calculations also holds in the strong coupling limit. The results we find have exactly the structure expected from the dispersion relation-like results at weak coupling and suggest that at strong coupling a saddle point dominates the integrals appearing at weak coupling. Remarkably, we find that the universal quantities governing the 6-point case show up in the 7-point case, as well, exactly as predicted by Regge theory. Furthermore, our results suggest that there is a nice dictionary between Regge cut contributions at weak coupling and crossing solutions at strong coupling. For every triplet of variables appearing in the dispersion relation of the Regge cut contribution, we find a pair of crossing solutions and in Regge regions where no cut contributions is present, there are no crossing solutions.

From our results, many interesting new questions emerge: For a better understanding of the connection between Regge cut contributions and crossing solutions, it would be interesting to study the 8-point amplitude. In this case, a Regge cut which is generated from a bound state of three Reggeons appears for the first time. Studying this cut contribution from the strong coupling side would provide the analogue of the new BFKL eigenvalue at strong coupling and is amenable to an analysis very much similar to the cases studies in this thesis. It would be very interesting to see whether this quantity is somehow related to the BFKL eigenvalue we determined in this thesis and if speculations about the strong coupling BFKL eigenvalue for a bound state of $n$ Reggeons can be made. Furthermore, this contribution is still unknown at weak coupling and would serve to show that the difficulty of the computation grows less with the number of gluons at strong coupling as compared to a weak coupling analysis.

We also found a discrepancy of the weak coupling prediction with our strong coupling result for the Regge region $P_{7,-+--}$. This region is more complicated than the other three Regge regions of the 7-point case since it is expected to contain contributions from all three possible Regge cuts. A full analysis at weak coupling is still missing, but on general
grounds one would expect the difference between \( P_{7,--} \) and \( P_{7,+-} \) to be given only by a different phase for the production vertex of the central gluon. It may well be that the choice of our path for this region is too naive and it would certainly be interesting to study more sophisticated paths for this region.

As we mentioned before, our result for the 6-point amplitude does not vanish in the collinear limit and we have also identified a potential reason for this discrepancy in the way we obtain our numerical results. Understanding this phenomenon will require new methods as our numerical investigations are not suitable for taking limits, since they are always carried out for finite parameters. This is a very interesting question to investigate as it would open a connection with the Wilson loop OPE programme of [61] from which an all-loop proposal for the universal quantities in the multi-Regge limit emerged recently [131]. Understanding this connection properly might help to introduce \( \mathcal{N} = 4 \) integrability in the description of the dispersion relation Eq.(3.49), which, in turn, might lead to an understanding for intermediate couplings and for any number of gluons. As our results crucially depend on the existence of a gravity dual and the planar limit, understanding it from a field theory perspective would be very relevant for potential generalisations to less symmetric theories. All this is left for future work.

We hope it has become clear throughout this thesis that the major virtues of the multi-Regge limit lie in the fact that the perturbative expansion is not just an expansion in the coupling constant but that every logarithmic order contains all-loop order information in the coupling constant and therefore probes the structure of the theory at all couplings. Furthermore, the scaling to higher-point amplitudes is accessible, as some of the universal quantities can be lifted to cases with more gluons. This serves to show that the multi-Regge limit is a rich and important kinematical regime which is and will continue to be an essential ingredient in the programme of determining all scattering amplitudes in \( \mathcal{N} = 4 \) SYM.
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B. Determination of the phases $\phi_s$ for the 7-point amplitude

In this appendix, we provide the formulas for the constraints on the Y-system parameters in the 7-point case which are left out in the main text in section 4.2.2. As for the formulas presented in the main text, we indicate the desired behaviour of the cross ratio along with the behaviour of the Y-function that is needed and the constraints on the Y-system parameters this entails. For those cross ratios related to a Y-function in the fundamental strip, we easily find:

\[ u_{31} \to 0 \implies Y_{2,2}^{[0]} \approx e^{-\sqrt{2}|m_2|\cos \phi_2} \to 0 \quad \Rightarrow \quad \phi_2 \in \left(-\frac{\pi}{4}, \frac{\pi}{2}\right) \]

\[ u_{32} \to 0 \implies Y_{2,1}^{[1]} \approx e^{-\sqrt{2}|m_1|\cos \left(\frac{\pi}{4} - \phi_1\right)} \to 0 \quad \Rightarrow \quad \phi_1 \in \left(-\frac{3\pi}{4}, \frac{\pi}{4}\right) \]

\[ u_{22} \to 0 \implies Y_{2,1}^{[-1]} \approx e^{-\sqrt{2}|m_1|\cos \left(\frac{\pi}{4} + \phi_1\right)} \to 0 \quad \Rightarrow \quad \phi_1 \in \left(-\frac{3\pi}{4}, \frac{\pi}{4}\right) \]

Since the remaining cross ratios involve values of the Y-functions outside the fundamental strip we must use the recursion relations Eq.(2.68). This gives:

\[ u_{21} \to 0 \implies Y_{2,2}^{[-2]} = \frac{1 + Y_{2,1}^{[-1]}}{Y_{2,2}^{[0]} \left(1 + \frac{1}{Y_{2,2}^{[1]}}\right) \left(1 + \frac{1}{Y_{2,2}^{[1]}}\right)} \approx \frac{e^{\sqrt{2}|m_2|\cos \phi_2} \left(1 + e^{-\sqrt{2}|m_1|\cos (\frac{\pi}{4} + \phi_1)}\right)}{(1 + e^{m_2|\cos (\frac{\pi}{4} + \phi_2)} - C_2) \left(1 + e^{m_2|\cos (\frac{\pi}{4} + \phi_2)} + C_2\right)} \to 0 \quad \Rightarrow \quad \phi_2 \in (-\pi, 0) \cup \left(\frac{\pi}{2}, \pi\right) \]

\[ u_{11} \to 1 \implies Y_{2,2}^{[2]} = \frac{1 + Y_{2,1}^{[1]}}{Y_{2,2}^{[0]} \left(1 + \frac{1}{Y_{2,2}^{[1]}}\right) \left(1 + \frac{1}{Y_{2,2}^{[1]}}\right)} \approx \frac{e^{\sqrt{2}|m_2|\cos \phi_2} \left(1 + e^{-\sqrt{2}|m_1|\cos (\frac{\pi}{4} - \phi_1)}\right)}{(1 + e^{m_2|\cos (\frac{\pi}{4} - \phi_2)} - C_2) \left(1 + e^{m_2|\cos (\frac{\pi}{4} - \phi_2)} + C_2\right)} \to \infty \quad \Rightarrow \quad \phi_2 \in \left(-\frac{\pi}{2}, 0\right) \]
To determine the precise values of $\phi_s$ in the multi-Regge limit, we look at the finite ratios:

\[
\frac{u_{22}}{u_{32}} \to \text{const.} \Rightarrow \frac{Y_{2,1}^{[1]}}{Y_{2,1}^{[1]}} = \frac{e^{-\sqrt{2}|m_1| \cos\left(\frac{\pi}{4} + \phi_1\right)}}{e^{-\sqrt{2}|m_1| \cos\left(\frac{\pi}{4} - \phi_1\right)}} = e^{2|m_1| \sin \phi_1} \to \text{const.} \Rightarrow \phi_1 \to 0
\]

\[
\frac{u_{21}}{u_{31}} \to \text{const.} \Rightarrow \frac{Y_{2,2}^{[2]}}{Y_{2,2}^{[2]}} = \frac{e^{2\sqrt{2}|m_2| \cos \phi_2} \left(1 + e^{-\sqrt{2}|m_1| \cos\left(\frac{\pi}{4} - \phi_1\right)}\right)}{\left(1 + e^{\sqrt{2}|m_2| \cos\left(\frac{\pi}{4} + \phi_2\right) - C_2}\right) \left(1 + e^{\sqrt{2}|m_2| \cos\left(\frac{\pi}{4} + \phi_2\right) + C_2}\right)} \to \text{const.}
\]

\[
\Rightarrow \phi_2 \to -\frac{\pi}{4} \quad | \quad \phi_2 \to \frac{\pi}{2}
\]

Taking all constraints into account, we see that the phases have to attain the values $\phi_1 \to 0$, $\phi_2 \to \frac{\pi}{4}$. 
C. Residue structure for the large cross ratios in the MRL

$$Y_{a,1}^{[-4]}$$  $$Y_{a,1}^{[-3]}$$  $$Y_{a,1}^{[-2]}$$  $$Y_{a,1}^{[-1]}$$

$$Y_{a,2}^{[-3]}$$  $$Y_{a,2}^{[-2]}$$  

Figure C.1.: Graphical representation of the residue structure of $Y_{a,1}^{[-4]}$, cf. Eq.(C.1). All Y-functions which are not contributing are hidden for simplicity.

A central issue in finding the multi-Regge limit in the Y-system parameters is the residue structure of the Y-functions. In the main text, we concentrated on those Y-functions with a simple residue structure. However, to establish the correct expressions for the $u_{1,\sigma}$ we need to understand the residue structures of the grey boxes in the first row of figure 4.2, too.

As a specific example, we present the residue structure of $Y_{a,1}^{[-4]}$ for the $n \geq 7$-amplitude. As in the main text, we start from the equivalent calculation of $\tilde{Y}_{a,1}^{[-4]}$ and consider the equation for $\theta = 0$, which receives no residue contributions. We then move $\theta$ towards $-i\pi$. In this process, we cross the lines $\text{Im} \, \theta = -3i\frac{\pi}{4}, -i\frac{\pi}{2}, -i\frac{3\pi}{4}$, as well as $\text{Im} \, (\theta + i\phi_1 - i\phi_2) = -i\frac{\pi}{2}, -i\frac{3\pi}{4}$, on which poles lie. Shifting back to the Y-function, this gives rise to

$$Y_{2,1}^{[-4]} = e_1^{-\sqrt{2}} \cdot \left( \frac{1 + Y_{2,2}^{[-3]}}{1 + Y_{3,1}^{[-3]} (1 + Y_{1,1}^{[-3]})} \right) \cdot \left( \frac{1 + Y_{3,2}^{[-2]}}{1 + Y_{2,1}^{[-2]}} \right)^2 \cdot \left( \frac{1 + Y_{3,1}^{[-1]}}{1 + Y_{1,1}^{[-1]}} \right)$$

This shows that there is a simple graphical representation of the residue structure of the grey boxes, as well. For our specific example, this is shown in figure C.1 - all Y-functions in the same row and the row below to the right of the function we want to determine can give rise to a residue contribution, with the rightmost Y-functions being those that do not receive any residue contribution themselves. A subtle point is that the Y-functions which
appear in residue contributions can receive residue corrections themselves. In the example given above, \( Y_{-3,2} \) would be such a function. However, note that residue contributions always come from Y-functions that are to the right and/or below the Y-function we are interested in. This means that the Y-function with the highest \( s' \) that can influence a given Y-function \( Y_{-k} \) with \( k \) negative lies on the intersection point of the two diagonals \( Y_{a,s+i}^{k+i} \) and \( Y_{a,j}^{-j} \).
D. Kernels and S-matrices

D.1. Kernels

In this appendix we list the explicit expressions for the Y-system kernels $k_{a,a'}^{s,s'}$ of the rewritten version Eqs.(5.18-5.20) used in the numerics in terms of the kernels of the original Y-system Eqs.(2.64) for the 7-point case. In the following, $s \pm 1$ denotes the unique possible choice for $s'$ in a given kernel. Furthermore, if a formula holds for both $a' = 1$ and $a' = 3$ we just write $a' = 2 \pm 1$.

$$k_{s,s}^{1,2}(\theta, \theta') = K_1(\theta') \cosh \theta - K_1(\theta - \theta')$$
$$k_{s,s}^{1,2}(\theta, \theta') = K_2(\theta') \cosh \theta - K_2(\theta - \theta')$$
$$k_{s,s+1}^{1,2}(\theta, \theta') = -K_1(-\theta' + i\phi_s - i\phi_{s+1}) \cosh \theta + K_1(\theta - \theta' + i\phi_s - i\phi_{s+1})$$
$$k_{s,s+1}^{1,1}(\theta, \theta') = \frac{1}{2} (K_2(\theta - \theta' + i\phi_s - i\phi_{s+1}) - K_2(-\theta' + i\phi_s - i\phi_{s+1}) \cosh \theta)$$
$$+ \frac{1}{2} (-1)^{s+1} (K_3(\theta - \theta' + i\phi_s - i\phi_{s+1}) - K_3(-\theta' + i\phi_s - i\phi_{s+1}))$$
$$k_{s,s+1}^{1,3}(\theta, \theta') = \frac{1}{2} (K_2(\theta - \theta' + i\phi_s - i\phi_{s+1}) - K_2(-\theta' + i\phi_s - i\phi_{s+1}) \cosh \theta)$$
$$+ \frac{1}{2} (-1)^{s} (K_3(\theta - \theta' + i\phi_s - i\phi_{s+1}) - K_3(-\theta' + i\phi_s - i\phi_{s+1}))$$
$$k_{s,s}^{2,2}(\theta, \theta') = \sqrt{2} K_1(\theta') \cosh \theta - K_2(\theta - \theta')$$
$$k_{s,s}^{2,2}(\theta, \theta') = \sqrt{2} K_2(\theta') \cosh \theta - 2 K_1(\theta - \theta')$$
$$k_{s,s+1}^{2,2}(\theta, \theta') = -\sqrt{2} K_1(-\theta' + i\phi_s - i\phi_{s+1}) \cosh \theta + K_2(\theta - \theta' + i\phi_s - i\phi_{s+1})$$
$$k_{s,s+1}^{2,2}(\theta, \theta') = -\frac{1}{\sqrt{2}} K_2(-\theta' + i\phi_s - i\phi_{s+1}) \cosh \theta + K_1(\theta - \theta' + i\phi_s - i\phi_{s+1})$$
$$k_{s,s}^{3,2}(\theta, \theta') = K_1(\theta') \cosh \theta - K_1(\theta - \theta')$$
$$k_{s,s}^{3,2}(\theta, \theta') = K_2(\theta') \cosh \theta - K_2(\theta - \theta')$$
$$k_{s,s+1}^{3,2}(\theta, \theta') = -K_1(-\theta' + i\phi_s - i\phi_{s+1}) \cosh \theta + K_1(\theta - \theta' + i\phi_s - i\phi_{s+1})$$
$$k_{s,s+1}^{3,1}(\theta, \theta') = \frac{1}{2} (K_2(\theta - \theta' + i\phi_s - i\phi_{s+1}) - K_2(-\theta' + i\phi_s - i\phi_{s+1}) \cosh \theta)$$
$$+ \frac{1}{2} (-1)^{s} (K_3(\theta - \theta' + i\phi_s - i\phi_{s+1}) - K_3(-\theta' + i\phi_s - i\phi_{s+1}))$$
$$k_{s,s+1}^{3,3}(\theta, \theta') = \frac{1}{2} (K_2(\theta - \theta' + i\phi_s - i\phi_{s+1}) - K_2(-\theta' + i\phi_s - i\phi_{s+1}) \cosh \theta)$$
$$+ \frac{1}{2} (-1)^{s+1} (K_3(\theta - \theta' + i\phi_s - i\phi_{s+1}) - K_3(-\theta' + i\phi_s - i\phi_{s+1}))$$
APPENDIX D. KERNELS AND S-MATRICES

D.2. S-matrices

Corresponding to the new set of kernels written out above, we also have a new set of S-matrices. Since the kernels presented above are linear combinations of the original kernels, possibly with prefactors, the S-matrices too should be constructable from the original S-matrices Eqs.(5.6). Recall the definition of the S-matrices,

\[-2\pi i K(\theta, \theta') =: \partial_{\theta'} \log S(\theta, \theta').\]  

(D.1)

Using this definition, we see that for a kernel of the schematic form

\[K(\theta, \theta') = f(\theta) K_1(\theta, \theta') + g(\theta) K_2(\theta, \theta') + \ldots\]  

(D.2)

the S-matrix is given by

\[S(\theta, \theta') = S_1(\theta, \theta') f(\theta) \cdot S_2(\theta, \theta') g(\theta) \cdot \ldots\]  

(D.3)

As explicit examples, we write out the S-matrices for a crossed solution of \(\tilde{Y}_{3,1}\) in the rewritten Y-system:

\[S_{1,1}^{2,3}(\theta, \theta') = S_1(\theta') \sqrt{2} \cosh(\theta) S_2(\theta - \theta')\]  

(D.4)

\[S_{1,1}^{2,1,3}(\theta, \theta') = S_1(\theta') \cosh(\theta) S_1(\theta - \theta')\]  

(D.5)

\[S_{2,1}^{1,3}(\theta, \theta') = \frac{S_2(-\theta' + i\phi_2 - i\phi_1) \sqrt{2} \cosh(\theta) S_3(-\theta' + i\phi_2 - i\phi_1) \sqrt{2}}{S_2(\theta - \theta' + i\phi_2 - i\phi_1) \sqrt{2}}\]  

(D.6)

\[S_{2,1}^{2,3}(\theta, \theta') = S_2(\theta' - i\phi_2 + i\phi_1) \sqrt{2} \cosh(\theta) S_1(\theta - \theta' + i\phi_2 - i\phi_1)^{-1}\]  

(D.7)

\[S_{2,1}^{3,3}(\theta, \theta') = \frac{S_2(-\theta' + i\phi_2 - i\phi_1) \sqrt{2} \cosh(\theta) S_3(-\theta' + i\phi_2 - i\phi_1) \sqrt{2}}{S_2(\theta - \theta' + i\phi_2 - i\phi_1) \sqrt{2}}\]  

(D.8)

Since the remaining expressions are lengthy and can be easily obtained from the expressions for the kernels in section D.1, we refrain from spelling out the other S-matrices.
E. Conformal Gram relations

In this appendix we describe the construction of the conformal Gram relations. Gram relations are not only available for conformal theories, but appear already on the level of the Mandelstam invariants. Since the latter are simpler, we describe them first. We start from a very simple, but powerful fact: there are at most four linearly independent vectors in four dimensions. Choosing \( p_1, \ldots, p_4 \) to be a basis, this means that for a \( n \)-particle amplitude we have \( n-4 \) relations

\[
\sum_{i=1}^{4} c_{ki} p_i = 0 \quad (E.1)
\]

for some non-vanishing coefficients \( c_{ki} \). Multiplying Eq.(E.1) with \( p_j \), we obtain a linear relation between the Lorentz invariants \( p_i p_j \). Choosing \( j = 1, \ldots, 4, l > 4 \) we obtain a set of five linear relations for the five variables \( c_{ki} \). This set of equations has a non-trivial solution for the \( c_{ki} \) only if the determinant of the coefficient matrix

\[
\begin{vmatrix}
0 & p_1 p_2 & p_1 p_3 & p_1 p_4 & p_1 p_k \\
p_2 p_1 & 0 & p_2 p_3 & p_2 p_4 & p_2 p_k \\
p_3 p_1 & p_3 p_2 & 0 & p_3 p_4 & p_3 p_k \\
p_4 p_1 & p_4 p_2 & p_4 p_3 & 0 & p_4 p_k \\
p_l p_1 & p_l p_2 & p_l p_3 & p_l p_4 & p_l p_k
\end{vmatrix} = 0. \quad (E.2)
\]

The zeros along the diagonal are a consequence of the fact that we are scattering gluons. Since Eq.(E.2) is symmetric in \( l \) and \( k \) we get \( \frac{1}{2}(n-4)(n-5) \) relations, which, together with momentum conservation\(^1\), reduce the number of independent Lorentz invariants \( p_i p_j \) to

\[
\frac{1}{2} n(n-1) - n - \frac{1}{2}(n-4)(n-5) = 3n - 10, \quad (E.3)
\]

which indeed is the correct number of independent variables.

We now follow a similar argument to find the Gram relations for the conformal cross ratios. This discussion follows [143]. The essential trick is to lift the four-dimensional momenta to six-dimensional objects, which in light-cone coordinates are given in terms of the dual variables \( x_i \) (cf. Eq.(3.1)) by

\[
X_i^A := (1, x_i^2, x_i^\mu). \quad (E.4)
\]

The four-dimensional dual conformal symmetry group \( SO(2,4) \) simply acts linearly as a rotation symmetry on these objects. For the \( X_i^A \) we can now repeat our above argument

\(^1\)Momentum conservation counts as \( n \) relations below because we have a relation \( p_i p_n = - \sum_{k \neq n} p_i p_k \) for every \( i \).
by saying that at most six vectors can be linearly independent. Choosing $X_1, \ldots, X_6$ as a basis, this leads to relations
\[ \sum_{i \in 1, \ldots, 6, k} c_{ki}X_i = 0. \] (E.5)

Observing that
\[ X_i^2 = 2(1 \cdot x_i^2) - 2x_i^\mu x_{i\mu} = 0, \] (E.6)
as well as
\[ X_i \cdot X_j = x_i^2 + x_j^2 - 2x_i \cdot x_j = (x_i - x_j)^2 = x_{i,j}^2, \] (E.7)
this translates into the statement that the determinant of the matrices
\[
\begin{pmatrix}
0 & x_{1,2}^2 & x_{1,3}^2 & x_{1,4}^2 & x_{1,5}^2 & x_{1,6}^2 & x_{1,k}^2 \\
x_{1,2}^2 & 0 & x_{2,3}^2 & x_{2,4}^2 & x_{2,5}^2 & x_{2,6}^2 & x_{2,k}^2 \\
x_{1,3}^2 & x_{2,3}^2 & 0 & x_{3,4}^2 & x_{3,5}^2 & x_{3,6}^2 & x_{3,k}^2 \\
x_{1,4}^2 & x_{2,4}^2 & x_{3,4}^2 & 0 & x_{4,5}^2 & x_{4,6}^2 & x_{4,k}^2 \\
x_{1,5}^2 & x_{2,5}^2 & x_{3,5}^2 & x_{4,5}^2 & 0 & x_{5,6}^2 & x_{5,k}^2 \\
x_{1,6}^2 & x_{2,6}^2 & x_{3,6}^2 & x_{4,6}^2 & x_{5,6}^2 & 0 & x_{6,k}^2 \\
x_{1,l}^2 & x_{2,l}^2 & x_{3,l}^2 & x_{4,l}^2 & x_{5,l}^2 & x_{6,l}^2 & x_{k,l}^2
\end{pmatrix}
\] (E.8)
has to vanish, for a total of $\frac{1}{2}(n-5)(n-6)$ relations among the $x_{i,j}^2$. These relations are invariant under dual conformal symmetry by construction and can easily be converted into expressions involving only the cross ratios. For the 7-point case, the unique Gram relation in arbitrary kinematics is given by
\[ a\tilde{u}^2 + b\tilde{u} + c = 0 \] (E.9)

with lengthy coefficients
\[
a = u_{11}u_{12}(-1 + u_{12}u_{21} + u_{11}u_{32}), \] (E.10)
\[
b = -\frac{1}{2} + u_{11} + \frac{1}{2}u_{11}u_{12} + u_{12}u_{21} - 2u_{11}u_{12}u_{21} - u_{12}^2u_{21} + u_{22} - u_{11}u_{22}
- 2u_{12}u_{21}u_{22} + u_{11}u_{12}u_{21}u_{22} + u_{12}^2u_{21}u_{22} - \frac{1}{2}u_{22}u_{31} + u_{12}u_{21}u_{22}u_{31}
+ \frac{1}{2}u_{11}u_{12}u_{21}u_{32} + \frac{1}{2}u_{11}u_{12}u_{21}u_{22}u_{31}u_{32} + \text{(target ↔ projectile)}, \] (E.11)
\[
c = \frac{1}{2} - u_{11} - u_{21} + u_{11}u_{21} + u_{12}u_{21} - u_{22} + u_{11}u_{22} + u_{21}u_{22} - u_{11}u_{12}u_{22}
+ u_{12}u_{21}u_{22} - u_{12}^2u_{21}u_{22} + \frac{1}{2}u_{22}u_{31} + u_{21}u_{22}u_{31} - 2u_{12}u_{21}u_{22}u_{31}
- u_{21}u_{22}u_{31} + u_{12}u_{21}u_{22}u_{31} + \frac{1}{2}u_{21}u_{32} - u_{11}u_{21}u_{32} - u_{21}u_{22}u_{31}u_{32}
+ u_{11}u_{21}u_{22}u_{31}u_{32} + \frac{1}{2}u_{21}u_{22}u_{31}u_{32} + \text{(target ↔ projectile)}, \] (E.12)

where (target ↔ projectile) means that the same expression after applying a target-projectile transformation, including the constant terms, should be added.
F. The remainder function $R_{7,+-}$

In this appendix, we briefly spell out the results for the region $P_{7,+-}$. Since practically everything works as for the region $P_{7,-+}$, we will be brief. The path of continuation for the region $P_{7,+-}$ is defined via

$$
\begin{align*}
    u_{11}(\varphi) &= u_{11}, & u_{21}(\varphi) &= e^{i\varphi}u_{21}, & u_{31}(\varphi) &= e^{-i\varphi}u_{31}, \\
    u_{12}(\varphi) &= e^{-2i\varphi}u_{12}, & u_{22}(\varphi) &= u_{22}, & u_{32}(\varphi) &= u_{32}, & \tilde{u}(\varphi) &= \tilde{u}.
\end{align*}
$$

(F.1)

The numerical solution for the driving terms is shown in figure F.1. By comparison with figure 7.2 for the path $P_{7,-+}$, we see that the two triplets have changed their roles. From this observation it is clear that the crossing solutions will appear in the other triplet, as well. Indeed, we find a pair of crossing solutions for the function $\tilde{Y}_{3,1}$ which approaches $\pm i\frac{\pi}{4}$, as shown in figure F.2. Furthermore, a pair of solutions of $\tilde{Y}_{2,1}$ approaches the origin, which do not contribute, as before. We can then spell out the equations at the endpoint of the analytic continuation, after dropping the integrals:

$$
\begin{align*}
    Y_{1,s}'(\theta) &= \left( e^{-|m_s|'}\cosh(\theta-i\varphi'_s) - C_{1}' \right) \frac{S_{s,1}^{1,3}(\theta + i\frac{\pi}{4} - i\varphi'_s)}{S_{s,1}^{1,3}(\theta - i\frac{\pi}{4} - i\varphi'_s)}, \\
    Y_{2,s}'(\theta) &= \left( e^{-i|\frac{\pi}{4}|\cosh(\theta-i\varphi'_s)} \right) \frac{S_{s,1}^{2,3}(\theta + i\frac{\pi}{4} - i\varphi'_s)}{S_{s,1}^{2,3}(\theta - i\frac{\pi}{4} - i\varphi'_s)}, \\
    Y_{3,s}'(\theta) &= \left( e^{-|m_s|'}\cosh(\theta-i\varphi'_s)+C_{s}' \right) \frac{S_{s,1}^{3,3}(\theta + i\frac{\pi}{4} - i\varphi'_s)}{S_{s,1}^{3,3}(\theta - i\frac{\pi}{4} - i\varphi'_s)}.
\end{align*}
$$

(F.2) (F.3) (F.4)

Using these equations, we determine the cross ratios and find

$$
\begin{align*}
    u'_{11} &= 1 + e'_2 \left( w'_2 + \frac{1}{\gamma w'_2} + 2 - \frac{1}{\sqrt{-\gamma}} \sinh C'_2 \right), & u'_{21} &= -u'_2 e'_2, & u'_{31} &= - \frac{1}{\gamma} \frac{e'_2}{w'_2}, \\
    u'_{12} &= 1 - \gamma e'_2 \left( w'_1 + \frac{1}{w'_1} - 2 \cosh C'_1 \right), & u'_{22} &= \gamma w'_1 e'_1, & u'_{32} &= \gamma \frac{e'_1}{w'_1}.
\end{align*}
$$

(F.5)

Setting $u'_{21} = -u_{21}$, $u'_{31} = -u_{31}$ and $u'_{as} = u_{as}$ for the remaining cross ratios we find

$$
\begin{align*}
    e'_1 &= \frac{1}{\gamma} e_1, & w'_1 &= w_1, & \cosh C'_1 &= -\cosh C_1, \\
    e'_2 &= \sqrt{\gamma} e_2, & w'_2 &= \frac{1}{\sqrt{\gamma}} w_2, & \cosh C'_2 &= \sqrt{1 - \left( w_2 + \frac{1}{w_2} + \cosh C_2 \right)^2}.
\end{align*}
$$

(F.6)

By comparison with the corresponding equations for the path $P_{7,-+}$ in Eqs.(7.27,7.28), we see that the results are related by target-projectile symmetry. Since the terms appearing
Figure F.1.: Paths of the driving terms during the analytic continuation for the path Eq.(F.1). Note that some axes have been rescaled and shifted. The direction of growing $\phi$ is indicated by the arrows. The plots were generated for the specific choice $|m_1| = 10$, $|m_2| = 9$, $C_1 = \text{arccosh} \left( \frac{3}{5} \right)$, $C_2 = \text{arccosh} \left( \frac{4}{7} \right)$ at the starting point.

Figure F.2.: Movement of the solutions to $\bar{Y}_{3,1}(\theta) = -1$ during the continuation Eq.(F.1). We find one pair of crossing solutions. The direction of movement is indicated by arrows on the plot. For convenience, we change the colour when the pair of solutions crosses the real axis.
in the remainder function are all invariant under this symmetry, the rest of the calculation is exactly the same as for the path $P_{7,-+}$ and we can immediately conclude that

$$e^{R_{7,+--} + i\delta_{7,+--}} \bigg|_{\text{MRL}} \sim \left(- (1 - u_{12}) \sqrt{\tilde{u}_{22} \tilde{u}_{32}} \right)^{\frac{\sqrt{3}}{\pi e^2}} \quad (F.7)$$

where

$$\delta_{7,+--} = \frac{\sqrt{\lambda}}{4} \log \left( \sqrt{\tilde{u}_{22} \tilde{u}_{32}} \right) = \frac{\pi}{4} \gamma K \log \left( \sqrt{\tilde{u}_{22} \tilde{u}_{32}} \right). \quad (F.8)$$
G. Zusammenfassung

Zusammenfassung

Summary

This thesis concerns itself with the analytic structure of scattering amplitudes in strongly coupled $\mathcal{N} = 4$ super Yang-Mills theory (abbreviated $\mathcal{N} = 4$ SYM) in the multi-Regge limit. Through the AdS/CFT-correspondence observables in strongly coupled $\mathcal{N} = 4$ SYM are accessible via dual calculations in a weakly coupled string theory on an AdS$_5\times$S$^5$-geometry, in which observables can be calculated using standard perturbation theory. In particular, the calculation of the leading order of the n-gluon amplitude in $\mathcal{N} = 4$ SYM at strong coupling corresponds to the calculation of a minimal surface embedded into AdS$_5$. This surface ends on the concatenation of the gluon momenta, which is a light-like curve. The calculation of the minimal surface area can be reduced to finding the solution of a set of non-linear, coupled integral equations, which have no analytic solution in arbitrary kinematics. In this thesis, we therefore specialise to the multi-Regge limit, the n-particle generalisation of the Regge limit. This limit is especially interesting as even in the description of scattering amplitudes in weakly coupled $\mathcal{N} = 4$ SYM in this limit a certain set of Feynman diagrams has to be resummed. This description organises itself into orders of logarithms of the energy involved in the scattering process. In this expansion each order in logarithms includes terms from every order in the coupling constant and therefore contains information about the strong coupling sector of the theory, albeit in a very specific way. This raises the central question of this thesis, which is how much of the analytic structure of the scattering amplitudes in the multi-Regge limit is preserved as we go to the strong coupling regime. We show that the equations governing the area of the minimal surface simplify drastically in the multi-Regge limit, which allows us to obtain analytic results for the scattering amplitudes. We develop an algorithm for the calculation of scattering amplitudes in the multi-Regge limit and apply it to the special cases of the 6- and 7-gluon amplitude. Our results show that for the cases under study the factorisation of the amplitude as predicted by Regge theory is also preserved in the strong coupling limit.
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