Automated identification and classification of single particle serial femtosecond X-ray diffraction data
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Abstract: The first hard X-ray laser, the Linac Coherent Light Source (LCLS), produces 120 shots per second. Particles injected into the X-ray beam are hit randomly and in unknown orientations by the extremely intense X-ray pulses, where the femtosecond-duration X-ray pulses diffract from the sample before the particle structure is significantly changed even though the sample is ultimately destroyed by the deposited X-ray energy. Single particle X-ray diffraction experiments generate data at the FEL repetition rate, resulting in more than 400,000 detector readouts in an hour, the data stream during an experiment contains blank frames mixed with hits on single particles, clusters and contaminants. The diffraction signal is generally weak and it is superimposed on a low but continually fluctuating background signal, originating from photon noise in the beam line and electronic noise from the detector. Meanwhile, explosion of the sample creates fragments with a characteristic signature. Here, we describe methods based on rapid image analysis combined with ion Time-of-Flight (ToF) spectroscopy of the fragments to achieve an efficient, automated and unsupervised sorting of diffraction data. The studies described here form a basis for the development of real-time frame rejection methods, e.g. for the European XFEL, which is expected to produce 100 million pulses per hour.
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1. Introduction

The advent of free-electron lasers in the X-ray regime [1] has opened new avenues for the structural determination of cells, viruses and aerosol particles in free flight. X-ray pulses of only a few femtoseconds duration intersect a stream of particles contained in either an aerosol jet [2] or liquid stream [3], capturing structural information in the form of X-ray diffraction before the sample explodes [2,4–7]. A fast area detector reads out the scattered signals after each pulse (Fig. 1) and ideally every frame read out from the detector will consist of X-ray diffraction data from a single particle. However, in practice the particle density in the interaction region is relatively low, and the FEL beam randomly intersects the particle beam such that useful particle hits are interspersed with blank data frames. Furthermore, diffraction occurs from anything in the FEL beam including clusters, water droplets, and contaminant material in addition to the desired single particles. This mixture of data is randomly sampled in time and must be separated according to particle type during data analysis. The comparatively large data volumes generated by such experiments motivates the development of automated and unsupervised data reduction techniques designed to work efficiently on data sets containing millions of data frames.

Current X-ray free-electron lasers operate at repetition rates of 10 to 120 Hz, future facilities plan for bursts of X-ray pulses at megahertz spacing. Each X-ray pulse represents a separate measurement requiring specialized X-ray pixel detectors capable of reading out full frame images on each X-ray pulse. At the LCLS, this produces a data stream of over 400,000 images per hour and data rates in excess of 1.6 TB per hour. Individual experiments can easily generate 200 TB of raw data today. The ability to automatically reduce this deluge of data into a compact form by selecting good hits from other frames is a critical first step in data analysis. This challenge will become more critical as new facilities with higher pulse repetition rates
come online in the near future: the European XFEL [8] for example, promises X-ray pulse rates of up to 27,000 pulses per second, motivating the development of efficient and unsupervised real-time frame rejection strategies. An ability to reject frames before the pixel detector is read out would be highly advantageous, and could be based on secondary diagnostics, including a real-time analysis of the ion spectrum from the sample explosion. Here, we present two strategies for automated selection of single particle diffraction events and evaluate their effectiveness on data sets collected at LCLS.

2. Finding particle diffraction events in a sea of blank frames

During aerosol injection particles enter the interaction zone at velocities of 50-100 m/s and are intercepted by X-ray pulses of femtosecond duration (Fig. 1). Since it is currently not possible to trigger the FEL on demand when a particle is known to be in the interaction region, interaction between particles and X-ray pulses occurs at random. With the particle densities achievable using current sample handling technology not every X-ray pulse hits a particle [2,7]. Laser-based particle tracking may be able to predict when a particle is near the interaction region, however when the particle beam diameter is much larger than the FEL focal spot, determining whether or not a particle was actually in the X-ray beam at the time of measurement can only be achieved from data measured during the FEL pulse.

Fig. 1. Femtosecond coherent imaging using aerosol sample delivery technology. Sample is delivered into the vacuum environment of the experiment using an aerodynamic lens aerosol injector. A fast detector reads out after each pulse and the strength of X-ray scattering recorded on the detector depends primarily on incident X-ray pulse energy density, particle size (scattering strength), detector efficiency, and the particle location within the FEL beam intensity profile. Due to the typically Gaussian distribution of intensity in the focal spot, collection of weak hits is more likely than strong hits. For part of the experiments an ion Time-of-Flight (iToF) spectrometer was used together with the injector and imaging detector. The iToF is aligned such that injected samples are hit between two metal plates (repeller and extractor) and an electric field between the plates sends the positively charged ions towards a multi-channel plate (MCP) detector. The iToF is mounted on a motorized translation stage and can be moved out of the interaction region when not used. The instrument is also equipped with x and y deflection plates and an Einzel lens, which were kept at 0 V in the present experiments.

The most obvious method for finding frames in which the FEL beam happened to intercept a particle is to look for the presence of X-ray scattering on the detectors. In principle
this should be an easy task, and finding the strongest hits based on scattered photons is indeed comparatively trivial. However, in practice particles of interest are very small, thus the X-ray scattering from individual particles can be very weak, with theoretical calculations suggesting that frames with as few as 100 scattered photons may be useful for structural determination [9,10]. Furthermore, the focal spot intensity distribution typically has long low-intensity tails, and particles are much more likely to be intercepted by weak parts of the FEL beam rather than the most intense portion of the beam. As a result weak hits that may still be useful for structure determination [9] will make up the bulk of the acquired data. At the other end of the spectrum, diffraction patterns for the strongest hits are frequently affected by saturation due to limitations in dynamic range of available detectors, causing large regions of missing data. Finding useful hits thus becomes an exercise in identifying relatively weak particle scattering signals above experimental background noise, especially when averaging of many weak hits can be used to build up signal from many very weak data frames.

Careful subtraction of experimental background signals is essential for photon-based hit finding, and is complicated by factors such as the presence of X-ray scattering from apertures and beamline optics, X-ray scattering from water jets or particle carrier gas, shot-to-shot variability in the X-ray beam, and detector properties that slowly drift over time. We exploit the blank frames interleaved between hits, and the fact that hits can be sparsely distributed through data frames, to provide a running estimate of background signal in the data. A simple procedure for obtaining current background estimate is to calculate the pixel-wise median through a ring buffer of depth \( n \) populated only with non-hit frames. A schematic is shown in Fig. 2. Although somewhat computationally intensive, a pixel-wise median is used to reduce the effect of outlier bright pixels and cumulative effects of very weak hits. This running background serves as an up-to-date estimate of X-ray scattering from beamline optics and residual background gas, as well as any slow drifts in detector offsets during the \( n \) non-hits immediately prior to the current frame. Hot pixels are identified as any pixels with abnormally high signal in more than 80% of frames in the buffer and are excluded from subsequent analysis.

After background subtraction, identification of hits is performed based on scattered signal above threshold. Counting pixels containing more than \( n \) photons (i.e.: above a constant threshold after background subtraction) is observed to be a more reliable discriminator of weak hits than total integrated image intensity, and has been applied in several single particle imaging experiments at LCLS.

In recent experiments, Mimivirus (Acanthamoeba polyphaga mimivirus) particles [11] were injected into the FEL interaction region at the Atomic, Molecular Optical Science (AMO) beamline [12] at LCLS using an aerosol injector [7]. At a photon energy of 2 keV and
the pulse duration about 50 fs, diffraction patterns were collected using a pair of pnCCD detectors mounted in the CFEL-ASG Multi-purpose (CAMP) instrument [13]. The in-focus beam diameter was approximately 10 μm² giving a peak intensity on the sample of up to 10^{17} W/cm² for a perfect hit (virus particle in the center of the LCLS pulse). Of 8,474,596 data frames collected during the beamtime, 840,241 frames are identified as having hits. The hit rate varies significantly through the experiment (Fig. 3), being close to zero during initial setup and alignment, peaking at over 40\% in best cases, and averaging just under 10\% over the entire beamtime. Over 90\% of data collected during the beamtime is identified as blanks, enabling over 54 TB of raw data to be rapidly reduced to a more manageable 5TB of processed data. False positives passing through this initial filter are weeded out in subsequent analysis (section 3 below). Importantly for processing large volumes of data, this classification step is very efficient and can be executed at over 60 frames per second today.

Sorting the observed hits according to scattering strength shows that weak hits are much more prevalent than strong hits: 99\% of images contain less than 10\% of the integrated intensity contained in the strongest hits (Fig. 4). This is to be expected when the aerosol beam distribution is significantly larger than the focal spot distribution: particles are intersected at random locations in space, so the distribution of intensities should fall off according to the focal spot intensity distribution.

![Fig. 3. Hit rate as a function of time in a typical aerosol injection experiment using the Uppsala injector in the CAMP instrument on the AMO beamline at LCLS. After initial alignment, hit rates peak at ~40% of data frames with an average of 10% hits over the course of the entire experiment, which includes initial alignment. Fluctuations in hit rate are expected as experimental conditions are changed.](image-url)
3. Identifying hits using an ion Time-of-Flight spectrometer

Analyzing scattered photon signals is a very direct method for finding the strongest hits, but requires reading out the detector in order to perform analysis. At high frame rates even reading data off the detector becomes a frame rate-limiting factor, motivating the use of secondary diagnostics to veto frames before they are read out. One possible approach is to study the ion signal produced by disintegration of the sample \cite{2,14,15} for locating and identifying particle hits.

When particles are struck by the intense XFEL beam, they not only scatter photons but also fragment in a coulomb or hydrodynamic explosion \cite{4}. During the sample explosion, ions and electrons are ejected from the interaction region together with an emission of plasma radiation for larger samples. In principle, these processes could be detected and used to identify hits independently of scattered photon signal, providing an alternative veto signal for deletion of data frames not yet read out from the detector or not yet saved to disk. To investigate this possibility, we installed an ion Time-of-Flight (iToF) mass spectrometer (MS) in the sample chamber to measure the fragments from exploding single particles and the corresponding diffraction patterns simultaneously (Fig. 1).

This instrument is a customization of a linear ToF MS supplied by Jordan TOF Products, Inc \cite{16}. Our customization is in the ion extraction region where the plate configuration has been altered to comply with the requirements of the imaging application. Due to a divergence in the particle beam exiting the injector the tip of the sample injector should approach close to the FEL to maximize the hit rate in the single particle imaging experiment. Furthermore, detection of useful diffraction patterns requires no obstacles in the path of the scattered photons towards the detectors. This means that the ion extraction plates must be relatively small and with a large spacing. The iToF accelerates the positive ions towards the detector by fields applied between three parallel plates, the repeller, extractor and ground \cite{17}. All plates are squares with the repeller and extractor having 20 mm sides while the ground plate has 38 mm sides. The distance between the repeller and extractor plates (between which the interaction takes place) was 8 mm and the distance between the extractor and ground plates was 12.5 mm. The applied voltages on the repeller and extractor plates were 2500 V and 500 V respectively. The injector was kept 2 mm from the sides of the repeller and extractor plates to avoid significant effects from the grounded injector tip on the accelerating fields. This results in a distance between the injector tip and the FEL beam of about 12 mm compared to the 3 mm distance normally used. We suggest that this increase is the main cause of the drop in hit-rate by a factor of four observed when introducing the iToF. The extractor and ground plates have 1 mm \times 10 mm slits aligned along the particle beam. This reduces the amount of background signal caused by ionization of the residual gas across the long Rayleigh length of the LCLS beam. Behind the ground plate is an Einzel lens and two sets of
deflector plates. In the present experiments these were all kept at 0 V and make up the beginning of a 700 mm long grounded linear flight tube that terminates on a multi channel plate (MCP) detector (triple plate, Z-gap). In the experiments, each spectrum was 20 μs in duration, corresponding to a maximum detectable mass to charge ration (m/q) of about 150. Despite this we observed no significant amount of complex fragments above 40 m/q. Finally, the iToF is adapted to a motorized translation stage for alignment to the interaction region. This stage also allows the iToF to be retracted when not in use to allow the injector to be repositioned close to the FEL beam.

Figure 5 shows four single shot iToF spectra along with the simultaneously obtained diffraction patterns and an averaged background spectrum from the aerosol carrier gas (a mix of helium and air). The background spectrum is obtained from ionization of carrier gas by the focused LCLS pulses in frames where no photon scattering was detected above background levels. The average background spectrum shows characteristic spectral peaks from the ionized carrier gas. It is dominated by ionic and molecular nitrogen and oxygen signals (including high charge states) with an additional contribution from water (OH and protons) and trace elements (most prominently argon that is easily ionized at this wavelength).

Inspecting the correlation between the iToF and diffraction data enables us to identify two complementary signs of a hit: (i) the presence of new peaks (e.g. C⁺, Na⁺, K⁺) and (ii) an increase and broadening of the proton signal. When the FEL beam intercepts a mimivirus particle, the resulting single shot iToF spectrum contains peaks from ions present in either the virus particle or the buffer solution. This is exemplified in Fig. 5 by the appearance of C, Na and K signal at m/q = 12, 23 and 39 respectively and an accumulation between m/q = 2 and 3 of what likely is highly charged ions accelerated by plasma effects. Significant X-ray driven acceleration of light ions has been observed from solid density samples [18] earlier and was used for an accurate determination of the beam focused beyond the Rayleigh length [19].
When sorted according to the strength of the X-ray signal as measured on the CCD detector, peaks can be seen to evolve according to increasing intensity on the particle (Fig. 5). We observe that a small proton signal and a significant \( K^+ \) peak characterize weak hits whereas the proton signal dominates for strong hits. This suggests that a combined analysis of the proton and \( K^+ \) peaks may be used for hit detection. Total proton signal is successful at identifying frames with high photon-count hits, but misses the low photon count data. Meanwhile, the integrated \( K^+ \) signal successfully identifies most low and medium photon-count hits but misses the high photon-count hits.

Figure 6 shows the magnitude of the \( H^+ \) and \( K^+ \) peaks against hit finding performed based on the scattered photon signal. A clear cluster of iToF signal associated with blank frames (blue crosses) is located in a region of parameter space distinct from frames with photon scattering (red circles). Of 84,190 events collected with the iToF, photon diagnostics identified 439 hits and 83751 blank frames, for an overall hit rate of 0.5\% in this particular run. Blank frames (blue crosses) are seen to cluster clearly into a portion of the iToF signal with low \( H^+ \) and \( K^+ \) signal, delineated by the box drawn in Fig. 6, whilst hits (red circles) generally fall outside this region. In the present experiments, a hit finder based on both proton and \( K^+ \) signal strength captures 85\% of scattering events identified by photon diagnostics. Only 10 events lying outside of this region were identified as blanks using photon diagnostics – in other words the iToF is able to correctly reject 99.99\% of blank frames (a false positive rate of roughly 0.01\%).

![Fig. 6. Correlation of iToF signal against hits found using photon scattering. Red circles agree with hits found by elevated photon scattering, whilst blue crosses are blank frames. A clear cluster of signal with low \( H^+ \) and \( K^+ \) signal can be seen corresponding to blank frames. The iToF is able to correctly reject 99.99\% of blank frames using a dual threshold based on \( H^+ \) and \( K^+ \) signal. Green stars are false negatives: events that produced photon scattering but had an iToF signal consistent with a non-hit.](image-url)
Fig. 7. Scattered photon signal plotted as a function of H+ and K+ signal separately. False negatives (green stars) do not necessarily correspond to weak hits, and in some cases contain appreciable photon scattering. We hypothesize that such frames correspond to particles intercepted by the X-ray beam outside the narrow observation region of the iToF.

The cases where scattered photons were observed on the detector even though the iToF did not produce signal corresponding to a hit are identified by green stars in Figs. 6 and 7. Specifically, 70 frames out of a total of 439 hits identified as hits using photon diagnostics fell within the region of H+ and K+ parameter space associated with blank shots, corresponding to a false negative rate of ~15%. Although it may be tempting to presume these false negatives correspond to very weak hits, this turns out not to be the case. Plotting both the H+ and K+ signal separately against the scattered photon signal (Fig. 7), we see that some of these hits identified as blanks by the iToF indeed contain significant photon scattering (Fig. 8). To limit the background signal from residual gas ionized within the Rayleigh length of the FEL the field of view of the iToF is restricted by a 1x10 mm entrance slit in the iToF extractor plate. We hypothesize that hits missed by the iToF (the false negatives) correspond to particles intersected by the FEL beam outside this field of view and observe that increasing the acceptance angle could decrease the number of false negatives at the price of an increasing background.

Fig. 8. False negatives identified by the iToF hit finder containing appreciable X-ray scattering (random selection of 4 frames from the green stars in Figs. 6 and 7).

Since the iToF provides an independent hit-finder and can be evaluated relatively quickly it can be utilized for vetoing data read out from a photon detector array. Optimizing the detector for proton detection, decreasing the length of the flight tube, and increasing the accelerating voltage should make it possible to perform hit detection based on the proton signal within the 200 ns pulse separation of the European XFEL. The negative impact on the hit-rate from the introduction of the iToF can be decreased by further reducing the size of the iToF plates to allow the injector to be brought closer to the FEL beam while the iToF is used. For cases where detection times considerably shorter than 200 ns are needed, hit detection could be performed using electron ToF spectroscopy or even plasma emission detection.

4. Automated sorting of diffraction events by particle size

We now turn our attention to the task of identifying diffraction patterns from inhomogeneous samples. In addition to hits on single particles, there will be scattering from multiple particle hits and contaminant material. In less than optimal circumstances, the injection system may be
contaminated with sample from the previous run. All of these samples can give rise to photon scattering events. For three-dimensional imaging of reproducible samples, it is crucial to sort the ensemble of diffraction patterns to identify single particle hits of the desired species. We have found that the simple task of sizing particles based on their autocorrelation function can be used to reject most of the outliers in a data set.

Particle size can be measured from the autocorrelation function of the object, obtained by taking the inverse Fourier transform of the measured diffraction pattern. The domain covered by the autocorrelation function is twice as wide as that covered by the object and a measurement of autocorrelation size can thus be used to determine the particle size.

In practice, the direct XFEL beam is not measured as it would harm the detector. A gap in the detector allows the direct beam to pass through, so there is unmeasured data at low scattering angles. The missing data region from the detector acts as a high pass filter, which introduces fringes and artifacts on the autocorrelation function. Using the detector gap, a mask \( M(q) \) can be defined for the regions where the data was measured. The term \( q \) denotes a vector in the plane of the detector and \( r \) denotes a vector in the plane of the object. The Fourier transform of this mask defines a point spread function \( P(r) = F[M(q)] \), where \( F \) denotes the Fourier transform. The autocorrelation calculated from the data \( A_{\text{calc}}(r) \) is related to the autocorrelation function of the object \( A_{\text{obj}}(r) \) by

\[
A_{\text{calc}}(r) = A_{\text{obj}}(r) \otimes P(r). \tag{1}
\]

An example of the autocorrelation function, calculated from directly Fourier transforming the diffraction pattern taken on the pnCCD detectors, is given in Fig. 9. Since there is missing data, we cannot deconvolve \( P(r) \) in Eq. (1) to obtain \( A_{\text{obj}}(r) \). However, we can apply further operations to the diffraction data in order to obtain a function with sharp signal at the edge of the object autocorrelation function as follows:

i) Apply a broader high pass filter, such that the point spread function becomes narrower. The spatial extent of the point spread function can be further reduced by defining a smooth edge to filter with high-order exponential function, i.e. the filter can be defined as \( 1 - \exp\left(-\frac{r}{\sigma}\right)^1 \), where \( \sigma \) is the width of the filter in pixels. The width can be dynamically set according to the extent of scattering in the pattern, which we set to 40% of the highest measured \( q \) value. For weak scattering patterns, the minimum width can be specified, which in our case is 60 pixels.

ii) Scale the intensity by \( I^{0.1} \) to accentuate the contribution to high frequencies.

The resulting high-pass-filtered autocorrelation functions have a strong signal at the edges of the object autocorrelation function, as shown by the examples in Fig. 10. Figures 10(a) and 10(b) show single mimivirus hits, while Fig. 10(c) shows a larger particle.

To identify the object size, a mask is created which specifies the domain of the object autocorrelation function. The point in the mask that is furthest from the centre is used to measure the size. A vertical and horizontal stripe was excluded from the analysis because of strong features from the detector gaps. The mask is defined by an iterative statistical separation of signal and noise. On the first iteration, the mean (\( \mu \)) and standard deviation (\( \sigma \)) of the autocorrelation are calculated, and all points above 2.5\( \sigma \) are treated as signal. Then \( \mu \) and \( \sigma \) are recalculated from all the pixels identified as noise, and the threshold is applied again. This can be iterated multiple times, however, it was found that two passes were sufficient. Outlying noisy pixels that had values above the threshold were removed from the mask by binary morphological operations. A binary-closing operation was applied, using a 4 pixel structure in the shape of a ‘\( \bigstar \)’, followed by a binary opening operation with a 5-pixel structure in shape of a ‘\( \bigstar + \)’. These structures were chosen to remove single isolated pixels above the statistical threshold. Some examples of the resulting masks are shown in Fig. 10. There is good coverage of the key intense features of the autocorrelation function.
In the case of strong hits, the noise of the autocorrelation function was correlated by the filters and missing data region. This led to an overestimation of the size for strong single hits. To counter this effect, the threshold was raised to $4\sigma$ for $I > 10^7$ adu (analog to digital units) and $6\sigma$ for $I > 10^8$ adu. We expect that this threshold variation is dependent on the properties of the detector, and not on the sample.

Measuring particle size is a potentially effective technique for determining whether a hit contains diffraction from only a single particle or diffraction from multiple particles. Multiple particles will either be aggregated or separated. Aerosol injection can produce a significant number of aggregated groups if the particle concentration is high relative to the droplet size. In both cases, a size measurement using the method described above should return a larger value than the expected size. Particles separated in a direction transverse to the beam axis are easiest to identify, because the “size” measurement will actually be the sum of the single particle size and the inter-particle separation distance. For aggregated particles, the size should indicate the size of the aggregated cluster. This will be larger than the single particle size in almost all cases except, for example, when two particles are aligned along the beam axis. However, it was found that the size of multiple particle hits (not aligned with the beam axis) was often estimated close to the single-particle size. The problem arose because multiple particle hits contain a strong feature in the autocorrelation function at the single-particle size. If the statistical threshold is too high, then the size of aggregates is often incorrect. However, lowering the threshold tends to overestimate each size measurement. This effect can be seen in Fig. 11, which was generated with a threshold designed to accurately identify single particle hits. The maximum of the peak is located at 520 nm, which is larger than the actual mimivirus size of 450 nm (without hair).
Fig. 10. Single-shot diffraction patterns alongside a high pass filtered autocorrelation function, and the mask (red) generated from the autocorrelation function to determine size: (a) a single mimivirus with a weak hit, (b) a strong single mimivirus hit, (c) a large cluster.

Fig. 11. Calculated size distribution from ~23,000 detected hits in a run of mimivirus. Note the strong peak corresponding to the approximate diameter of single mimivirus particles. Although the sizing procedure inherently leads to a systematic overestimation of the particle size, the size distribution is still useful for identifying single particle hits together with additional components present in the particle beam.
5. Conclusions

We have described a set of criteria for rapidly and efficiently sorting through millions of diffraction patterns collected in single-particle coherent diffractive imaging experiments. The criteria described here enable us to identify frames containing useful diffraction data, and to perform a first pass at sorting the data into different classes. We conclude that an iToF-based hit finder can effectively identify particle hits. Hit finding based on analysis of the proton and potassium peaks from mimivirus particles finds over 85% of the hits that can be identified by analyzing scattered photons hitting the CCD detectors. Further, this method is extremely good in weeding out false positive hits (only 0.01% of all hits identified by the iToF turned out to be false positives). With increased efficiency in proton detection the iToF diagnostics could be particularly useful in identifying weak hits not readily determined using photon diagnostics alone. Optimizing the iToF geometry and fields should enable a response time within the 200 ns pulse separation of the European XFEL.

Subsequent frame analysis by particle efficiently rejects outliers from the homogenous particle class desired for single particle imaging, thus reducing data volumes by another order of magnitude. Data vetoed by these hit finding criteria can be used as the input to more computationally intensive sorting algorithms [20] that are not yet fast enough for processing data in near-real time.

The initial screening steps are simple, fast to execute, can run at over 60 frames per second on current off-the-shelf hardware, and could in principle be readily scaled to pulse rates well in excess of 120 Hz, providing a viable path to real-time frame sorting. The speed and accuracy of the screening algorithms is critical in dealing with the large volumes of data generated by single particle imaging experiments. Extension of the methods described here to real-time frame rejection will be highly advantageous at future sources such as the European XFEL that promise in excess of $10^8$ pulses per hour.
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