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Abstract

IC manufacturing and chip embedding processes can induce stresses in Si, which have the potential to affect device functionality and reliability and ultimately lead to device failure. One of the challenges for the future of semiconductor manufacturing and chip packaging is the development of non-destructive metrology both at wafer level, and post-packaging. In this context this thesis proposes novel techniques for the in situ imaging of strain and internal damage in processed Si wafers and packaged Si chips.

X-Ray Diffraction Imaging (XRDI) is a powerful, non-destructive technique for the imaging of strain in crystalline materials. Traditionally, section transmission topography geometry has been used to image the crystal volume and obtain direct information on the depth of defects present; however these images provide information on only a small volume of the crystal and can be difficult to interpret. In this thesis two novel 3-dimensional characterisation techniques based on XRDI are presented; 3-dimensional x-ray diffraction imaging (3D-XRDI) and 3-dimensional surface modelling (3DSM). The development and application of 3D-XRDI and 3DSM for the in situ imaging of strain and internal damage in processed Si wafers and packaged Si chips is demonstrated.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>3-Dimensional</td>
</tr>
<tr>
<td>3DSM</td>
<td>3-Dimensional Surface Mapping</td>
</tr>
<tr>
<td>3D-XRDI</td>
<td>3-Dimensional X-Ray Diffraction Imaging</td>
</tr>
<tr>
<td>BGA</td>
<td>Ball Grid Array</td>
</tr>
<tr>
<td>ccd</td>
<td>Charge Coupled Device</td>
</tr>
<tr>
<td>CSP</td>
<td>Chip Scale Package</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Modelling</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>ITRS</td>
<td>International Technology Roadmap for Semiconductors</td>
</tr>
<tr>
<td>PA</td>
<td>Photoacoustic</td>
</tr>
<tr>
<td>PAM</td>
<td>Photoacoustic Microscopy</td>
</tr>
<tr>
<td>PCB</td>
<td>Printed Circuit Board</td>
</tr>
<tr>
<td>QFN</td>
<td>Quad Flat Non-Lead</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscope</td>
</tr>
<tr>
<td>SiP</td>
<td>System in Package</td>
</tr>
<tr>
<td>SoC</td>
<td>System on Chip</td>
</tr>
<tr>
<td>ST</td>
<td>Section Transmission</td>
</tr>
<tr>
<td>SXRT</td>
<td>Synchrotron X-Ray Topography</td>
</tr>
<tr>
<td>XRDI</td>
<td>X-Ray Diffraction Imaging</td>
</tr>
<tr>
<td>XRT</td>
<td>X-Ray Topography</td>
</tr>
</tbody>
</table>
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**Introduction and Overview**

The production of the integrated circuit (IC) is a dynamic technology, and as the demand for smaller, faster chips with improved performance continues, so too do the demands placed on every stage of the development process, from design through to manufacturing, yield and reliability.

In 1965 Gordon Moore first published his hypothesis that the number of components that could be incorporated per integrated circuit would increase exponentially over time [1]. Since then, downsizing of critical dimensions by a factor of 0.7 every two years has been the principal driver behind the growth of the semiconductor market. As transistor size comes closer to that of atoms, we are now nearing the basic physical limits of Complementary Metal Oxide Semiconductor (CMOS) scaling. Each new semiconductor technology node provides further miniaturisation and higher performance, however the cost associated with the continuous downsizing of critical dimensions below the 18 nm node is becoming prohibitive. Future advances in modern nanoelectronics will depend on “More than Moore” (MtM) approaches (Figure 1), through the functional diversification of semiconductor based devices [2, 3].

![Figure 1.1: Dual trends in semiconductor manufacturing: miniaturisation of digital functionalities “More than Moore” and functional diversification “More Moore” [2].](image)

Advanced IC packing and integration techniques such as system in package (SiP), systems on chip (SoC), and 3D integration provide a path for the higher density, performance, form
factor and cost requirements of the next generation of electronic devices. However, these packages are still plagued by reliability problems, and none of today’s available metrologies can non-destructively measure or image stress / strain, warpage or defects inside these advanced packages.

Progress goals in integrated circuit manufacturing are defined by the International Technology Roadmap for Semiconductors (ITRS) and particular issues related to packaged chips can be found in the chapter entitled “Assembly & Packaging” [3]. Specifically it states that “… packaging is now the limiting factor in cost and performance for many types of devices”. This study examines different types of chips and packages: bare and patterned silicon wafers / die, embedded quad flat non-lead (QFN) packages and triple stacked chip scale packages (CSP), at various stages of the manufacturing and test processes. The metrology gap is addressed in this study through the development and demonstration of two novel tools for the non-destructive, in situ mapping of defects, stresses, strains and deformations in bare die and packaged chips:

- **3-Dimensional X-Ray Diffraction Imaging (3D-XRDI)**. A high spatial resolution synchrotron based (~3 µm x-y) diffraction imaging technique which enables visualization of the three-dimensional structure of crystal defects in semiconductor wafers and die.

- **3-Dimensional Surface Mapping (3DSM)**. A novel, non-destructive x-ray diffraction imaging technique to produce x-y mapping of the deformations and strain fields in packaged SiP.

A further, innovative technique, photoacoustic microscopy (PAM), is used in this study to image defects in silicon wafers / dies.

### 1.1 Chip Packaging Technology

IC packaging offers many benefits in terms of form factor, performance and cost improvements. Emerging MtM technologies have enabled packages to be eliminated completely, or reduced in size to the point where they take up little more than the size of the IC. Multiple die stacking, stacking of packages, or a combination of both can significantly reduce the package footprint, while functional integration enables the diverse range of technology applications, such as memory / logic and mixed signal devices for wireless communication and consumer electronics to be met. However implementation of these highly innovative technologies is only possible if new fabrication techniques can be developed to mass-produce the packages at an affordable price. Furthermore, form factor,
size and function are market specific, and a "one size fits all" approach is not practical in terms of choosing the best type of package for a particular application. Figure 2 shows the main types of package relevant to this study and their evolution in terms of functionality and packaging density.

SEMI is the global industry association serving the manufacturing supply chain for the micro- and nano-electronics industries. SEMI standards are the internationally accepted standards for the semiconductor industry. There is no current SEMI definition for the deformation or warpage of a die inside a packaged chip. Package warpage is defined by the semi SEMI G54-93 standard, [22] as “the loss of planarity of a plastic molded surface, excluding protrusions and intrusions”, and wafer warpage is defined as “the distance between the maximum and minimum distance of the median surface of a wafer from a reference plane encountered during a scan pattern”, (SEMI M23), [22]. In this study the definition of package warpage is extended to include warpage of die inside a package, or in the case of SiP or SoC a package embedded inside a larger, external package.

### 1.1.1 Chip Scale Packages (CSP)

A chip scale package (CSP) is defined according to IPC/JEDEC J-STD-012 [4] as a direct surface mountable package of minimal size, no more than 1.2× the area of the original die

---

**Figure 1.2: Development of advanced IC packages with respect to functionality and packaging density [39].**

---
size. This broad definition includes flip chip and wafer level packaging (WLP), with single die, multiple die side-by-side or multi-layer CSPs that incorporate several stacked active devices. CSP were originally developed for mobile phone applications, where space for surface mount components was at a premium, and the reduced footprint, thickness, and lesser weight were advantageous [5]. The small size of CSPs has primarily been achieved through ball grid array (BGA) design, which enables the number of interconnects to be increased while saving pcb mounting space. Furthermore the lack of leads and hence avoidance of coplanarity issues linked to bent leads has facilitated streamlining of pcb assembly and reflow processes. The popularity of CSPs has been largely linked to their flexibility in terms of manufacturing. Die size changes can be incorporated into standard size CSPs by modifying the interposer or substrate design. Furthermore, CSPs can combine the strengths of various packaging technologies, such as the size and performance advantages of bare die assembly and the reliability of encapsulated devices.

With the numerous advantages of CSPs it is no surprise that they have been developed as a platform for the first stacked packages. Stacked CSPs generally take one of 4 forms: stacked bare die, stacked packaged chips, stacked multichip modules, and stacked wafers (Figure 3) [6]. The stacked CSP (S-CSP) characterised for this study consists of multiple stacked die, interconnected via peripheral wire bonding.

![Figure 1.3: 4 forms of stacked CSPs](image)

Despite the advantages of CSPs, the technology is still young, and there remain many issues relating to package and device reliability. These include, but are not limited to interfacial delamination, solder ball / micro-joint reliability, and warpage due to CTE mismatch.
between the different materials used in IC manufacture and packaging [7 – 12]. To date considerable research has been undertaken in an effort to analyse the root causes and modes of failure of CSP / S-CSP. However, research relating to warpage in CSP / S-CSP has been largely confined to the use of finite element modelling (FEM), scanning electron microscopy (SEM), and the shadow Moiré method. FEM is a well established method for studying the effect of thermally induced stresses and deformations, such as warpage on semiconductors wafers, die and packages [13, 15], however as a modelling technique it is limited by the user input parameters, such as number of data points, stress profiles and boundary conditions which are supplied by the user. For many of the new materials used in CSPs and similar packages material data and correlation reliability data is still lacking, and FEM results are therefore only an estimation of the level of warpage present [13, 15]. SEM analysis is generally only performed on ICs and packages after potentially serious abnormalities, such as warpage, have been detected. Although SEM is considered a non-destructive technique, during analysis of ICs, a thin carbon layer may be deposited on the sample when the beam scans the surface; also, if the accelerating voltage is too high the electron beam can damage the device. In the case of warpage studies of CSPs, wafers, and die may need to be cross-sectioned in order to examine the internal structure or region of interest. The cross-sectioning, grinding and polishing processes have the potential to affect stresses and strains in the chip / package and thus any further analysis will measure these contributions in addition to the process / packaging induced stresses. SEM has been used as an analysis tool in the study of warpage on wafers and packages, however it is generally used in conjunction with either FEM or the shadow Moiré method [8, 16, 19]. The shadow Moiré method is an optical method that measures the topography of the surface of a solid object by means of a white light incident on a grating, the image of which is projected onto the surface of the sample. It is the most widely used means of measuring warpage of wafers and IC packages [12-14, 16, 17], and as such is described in the JEDEC standard No. 22B112 [20]. In spite of its widespread use, the shadow Moiré method is prone to errors, and can give erroneous results if not properly used [21]. Furthermore, it can only measure warpage directly on the surface at which it is looking, and thus is limited to characterising warpage on the external surfaces of single layer structures.

The advantages of CSPs, and specifically QFN CSPs has led to them becoming the fastest growing packaging segment. They offer a viable solution to IC package size reduction and performance improvement in many applications, however their advancement is limited by the need for a lead-frame interposer/substrate. The use of a lead frame makes QFNs bigger
than necessary, and adds extra metal which reduces their electrical performance. It can also slow down fault diagnosis and testing. Additionally, high lead count designs are not practical using lead frame packaging, and the added height of the lead frame limits possibilities for vertical miniaturization.

1.1.2 Embedded Quad Flat Non-Lead (QFN) Packages

Embedded QFN packages offer many of the same advantages of lead frame CSPs, allowing for an equivalent footprint, reduced thickness and a lower manufacturing cost. Die embedding technology, based on PCB laminate infrastructure, combines the roles of the traditional disciplines of packaging, substrate manufacturing and assembly. It also offers the additional advantage of the possibility of employing 3D stacking to achieve high package density. Embedding of active chips and passive components using PCB manufacturing technology has been identified as a viable packaging technology for MIM heterogeneous integration, including System in Package (SiP) and System on Chip (SoC) technologies [23, 24, 25].

Systems on Chips integrate a large number of transistors and various mixed-signal active and passive components onto a single chip, leading to a single-chip complete system, referred to as SoC, while SiPs comprise of a number of similar or dissimilar chips stacked in a single package. Both types of package can utilize either traditional 2D or advanced 3D packaging (Figure 2), although SiPs are almost exclusively stacked. SoCs were initially seen as the solution to complete IC functional integration, however high wafer fabrication costs, test costs, mixed-signal processing complexities and intellectual property (IP) issues have imposed fundamental limits on their development [7, 28]. Simpler design and design verification, IC processing with minimal mask steps, minimal time-to-market, minimal IP issues, and the potential to reduce costs have resulted in the strongest initial uptake in the SiP package for mobile communications markets. Moreover, the ITRS has identified SiP technology as possibly the most important technology to address the key limitations of conventional packaging; interconnect density, thermal management, bandwidth and signal integrity [3, 7].

Today’s ultra-thin Si chips and passive devices with thicknesses of < 50 µm are in the range of thickness levels of a typical build-up layer in a multilayer printed circuit board (PCB), and thus fit well into the build-up layers of a PCB. Manufacturing technologies such as drilling of laser via interconnects to chip pads, and precise die placement and bonding for
accurate microvia alignment are key enablers in 2D and 3D chip embedding technology, and facilitate the construction of ever more complex, larger SiP modules connected on both sides of the active substrate [23, 26, 27]. However, in order for such technologies to be realized in high volume manufacturing environments, and for manufacturing costs to remain low, advanced process development is not sufficient. A detailed understanding of thermo-mechanical, thermal and electrical performance of SiP/SoC integrated systems has to be achieved, and designers will need to take into account how much stress a system can handle. The need to study packaging process steps to fully realize the requirements of future SoC/SiP components and systems is identified in [7]. Specifically, the identification of failure mechanisms, and improved failure analysing techniques and methods are listed as fundamental reliability challenges for SiP development and production.

IC manufacturing and packaging technology has evolved at a rapid pace over the past 10 years, and if advancements in MM and MtM technologies are to remain viable die and package reliability must keep pace with the changes. Analytical techniques capable of characterizing sub-surface damage and thermo-mechanical stress in die and packaged chips are therefore key enablers to these new technologies.

1.2 Scope of work

The primary aim of this study is to develop a non-destructive technique for the measurement and imaging of stress/strain and warpage in semiconductor die, and beneath the lid of SoC/SiP packages. This is achieved through the development and application of three novel, non-invasive analytical techniques – 3-Dimensional X-Ray Diffraction Imaging (3D-XRDI), 3-Dimensional Surface Mapping (3DSM), and Photoacoustic Microscopy (PAM).

Micro-Raman spectroscopy is an established characterisation technique; it is used in this study as a complementary technique to XRDI and PAM by providing quantitative values for strains and enabling crystalline, amorphous, and nano-crystalline phases to be distinguished.

1.2.1 3-Dimensional X-Ray Diffraction Imaging, (3D-XRDI).

Traditionally, for this x-ray diffraction technique, the section topography geometry has been used to image the crystal volume and obtain direct information on the depth of defects present [29], however these images provide information on only a small volume of the crystal and can be difficult to interpret. Stereo images were the first attempt by crystallographers to obtain three-dimensional (3D), information from diffraction images.
The information was limited by the stereo pair of topographs chosen, and did not enable information beyond the location and direction of crystal imperfections to be obtained. More recently 3D topography techniques have been developed which enable 3D modelling of the strain and defect distributions within crystals. This 3D modelling has taken three main forms: generation of 3D modelling/3D data by topo-tomography methods, where the sample is rotated around the diffraction vector while several images are recorded of the same Bragg reflection [32-34], generation of 3D models by using image processing software to combine section topographs taken at intervals along the sample surface, i.e. 3D x-ray diffraction imaging (3D-XRDI) [35, 36], and generation of 3D models by using image processing software and topographs obtained by v-shaped slit configurations [37]. 3D-XRDI is a high spatial resolution synchrotron based (<3 µm X-Y) diffraction imaging technique, it provides an improvement over conventional XRDI in that it makes it easier to distinguish damage sites, identify stress / strain regions both above and below the surface. It gives a 3D analysis of defects in semiconductor wafers, most usefully when in kinematical diffraction mode and delivers full 3D profiles of defects/strain inside semiconductor materials from top to back side.

1.2.2 3-Dimensional Surface Modelling (3DSM)

3-Dimensional Surface Modelling (3DSM) is a completely novel modelling technique which uses the high resolution (~3 µm) strain imaging capabilities of XRDI, combined with the advanced freeform modelling capabilities of SolidWorks® to build 3-dimensional profiles of crystalline misorientation across completely packaged chips. A small series of section topographs (ST) are initially taken at 0.5/1 mm intervals across the chip. In certain cases the chip is then rotated 90° and the process repeated. Data from each individual ST is then used to build a 3-dimensional profile of crystalline misorientation across the chip. The use of 3DSM has enabled non-destructive, in situ imaging of stresses, strains and deformations in these early packaged chips tested at different stages in the manufacturing and test process.

1.2.3 Photoacoustic Microscopy (PAM)

PAM is a non-invasive, non-contact technique which requires no pre-processing or sample preparation. Photoacoustic microscopy has been used to provide information about the mechanical, thermal, and electronic properties of materials and for imaging surface and subsurface defects in structures where the depth range depends on the thermal diffusion length [38]. In this report PAM is used to locate surface and sub-surface defects in silicon, caused during chip manufacturing.
1.3 Thesis Organisation

The organisation of the thesis is as follows:

Chapter 1, Provides a brief and contextual introduction.

Chapter 2 presents the theory behind the 3 main experimental techniques used in this study: X-Ray Diffraction Imaging (XRDI), Photoacoustic Microscopy and Micro-Raman Spectroscopy.

Chapter 3 provides a detailed explanation of the research methodology used in this study. The methodology describes the established experimental technique of XRDI, and how it has been developed to enable 3-Dimensional X-Ray Diffraction Imaging (3D-XRDI) and 3-Dimensional Surface Mapping (3DSM). The use of image processing algorithms to enhance XRDI is also discussed. The experimental equipment used for PAM is described in detail, and the system operation is explained. The final section describes the micro-Raman spectroscopy system used for materials characterisation in this study, and system calibration and error compensation techniques.

The next three chapters present the main parts of this research. Chapter 4 presents an evaluation of plasma arc induced damage on Si wafers using 3D-XRDI, and complemented by PAM and micro-Raman spectroscopy. Chapter 5 describes the implementation of 3DSM for the analysis of strain and die warpage in QFN packages. Chapter 6 is a study of warpage in a stacked CSP using conventional XRDI.

Finally a summary of the main conclusions and contributions and some suggestions for future work are presented in chapter 7.
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Theory

2.1 Introduction

In this chapter the main theories behind three non-destructive, high resolution, techniques utilised for the characterization and analysis of defects and strain in semiconductor materials and packaged chips are presented: synchrotron x-ray topography (SXRT), photoacoustic microscopy (PAM) and micro-Raman spectroscopy. SXRT, also known as x-ray diffraction imaging (XRDI) is a well established experimental technique, and in addition to being used in its traditional configuration, forms the basis of two novel techniques developed as part of this study: 3-dimensional x-ray diffraction imaging (3D-XRDI) and 3-dimensional surface mapping (3DSM). The two x-ray scattering theories concerning the formation of x-ray topographs are considered, and the image contrast mechanisms which enable imaging of the distribution of strain or defects in a crystal are outlined. In the case of PAM, a theoretical description of the photoacoustic effect in condensed matter is presented, and extended to consider defects and inhomogeneities in semiconductors. Micro-Raman spectroscopy is utilised to obtain quantitative information on the magnitude of strain fields in semiconductor materials. The theory behind Raman spectroscopy is discussed in terms of both classical and quantum mechanical theories, the relationship between peak characteristics and strain measurements is also demonstrated.

2.2 Synchrotron X-Ray Topography (SXRT) / X-Ray Diffraction Imaging (XRDI)

X-Ray topography involves a crystalline sample being illuminated by an x-ray beam and the diffracted beams forming an image on a photographic film or other recording medium. Images of a perfect crystal are homogeneous, however strain induced by local imperfections in a crystal can modify the diffraction of x-rays, and cause defects to appear as contrasting regions or features on the topographic film.

X-ray topography was first developed by Berg in 1931 using x-rays from laboratory sources to study imperfections in large single crystals [1, 2]. The technique was further developed by Ramanchandran [3] and Wooster & Wooster [4], but it was not until 1945 that the first metallurgical specimens were examined by Barrett in his study of single crystals of silicon ferrite [5, 6]. Although not appreciated at the time, this was a great step forward for materials science and a highly significant discovery for the semiconductor industry.
Lang (1959) was the first to describe section and projection x-ray topography [7]. The next major advance in the development of x-ray topography was not until 1974 when Tuomi et al. showed that using the Laue technique white beam synchrotron radiation could be used to record excellent resolution topographs in a few seconds [8]. Prior to Tuomi’s work, x-ray topography experiments had been undertaken using x-ray tubes as sources, composed of only bremsstrahlung and Kα (and Lα) wavelengths depending on the anode material. The continuous and high intensity spectrum of radiation obtained from a synchrotron beam means that there is no need for time consuming sample alignment, or sample preparation, exposure times for topographs were reduced to a matter of seconds, and multiple topographs could be obtained simultaneously. Synchrotron x-ray topography (SXRT) is now used in a range of geometries for the characterisation of materials, with each geometry providing information on a different part (surface, bulk, cross-section) of the crystal. This makes it far superior to conventional x-ray topography, however because of the requirement for a synchrotron radiation source SXRT cannot be easily commercialised and used as an industrial tool. This remains its greatest disadvantage.

2.2.1 Kinematical Theory of X-Ray Diffraction (XRD)

The kinematical or geometrical theory of x-ray diffraction goes back as far as 1912 when von Laue, Friedrich and Knipping first presented papers with a mathematical description of diffraction [9, 11]. Von Laue derived the amplitude diffracted by a 3-dimensional periodic assembly of atoms by adding the amplitudes of the waves diffracted by each atom, and simply taking into account the optical path differences between them. The basis of the theory was the assumption that, when a ray is incident on a crystal, each photon is scattered only once, and that the interaction of the x-rays with matter is so small that it can be neglected. The theory was expanded by Laue et al. in a second paper, published in the same year [12]. In this paper Laue gives the well known geometrical equations for the conditions to be satisfied by an incident wave to be diffracted by a crystal, and shows how to index the reflections. Around the same time, X-ray diffraction was discovered when the first of the well known diffraction equations was presented by W. L. Bragg. Bragg’s paper described reflection of x-rays from mica plates, and explained how the cleavage faces of crystals appeared to reflect x-rays at certain angles of incidence. This experiment confirmed for many the electro-magnetic nature of x-rays.

Authier was the first to make a clear distinction between x-ray diffraction theories in terms of diffracted intensity. He identified geometric diffraction as relating to the directions of
reflections, kinematical theory as relating to the intensities of reflections, and dynamical theory as multiple diffraction theory [2, 9] although geometric and kinematical theory are now generally considered together. The kinematical theory is a good approximation for small or thin, imperfect crystals; however for large, perfect or nearly perfect crystals it has a number of shortcomings. By failing to take into consideration the interaction of the wave with matter, or reflection of the wave, the law of conservation of energy is not obeyed. Laue’s theory implies that for an infinitely large crystal the diffracted intensity would increase to infinity, which cannot be true [13]. Because of this, the kinematical theory is only valid when the strength of the interactions of the x-rays with matter is very weak, and scattered radiation can be ignored. Kinematical theory also fails to determine the intensity of the diffracted beam, or its phase.

2.2.1.1 Bragg’s Law

Bragg’s Law describes the conditions for constructive interference (Figure 2.1). Constructive interference occurs for certain angles ($\theta_B$) correlating to an hkl plane, where hkl are indices of reflection.

![Figure 2.1: Bragg Diffraction. Conditions for Constructive Interference.](image)

The rays of the incident beam are in phase and parallel. A and B are arbitrary scattering points on the first and second planes respectively. AB is normal to the planes. The incident and reflected beams pass through A on the first plane, and the second beam continues to the second plane where it is scattered by B. The second beam must travel the extra distance CB + BD if the two beams are to continue travelling adjacent and parallel. The path difference
between waves reflected at A and B is: \( CB + BD = 2d_{hk\ell} \sin \theta_B \). The two waves will be in phase when the path difference = \( n\lambda \), where \( n = 1, 2, 3, 4, \ldots \).

\[ \Rightarrow n\lambda = 2d_{hk\ell} \sin \theta_B \]  

(2.1)

where \( d \) is the interplanar spacing, \( \theta_B \) is the Bragg angle, and \( \lambda \) is the wavelength of the incident beam. The white beam provides a continuous spectrum of wavelengths, which match certain Bragg criteria. This enables several topographs to be obtained on the same film, forming a Laue pattern. Each Laue spot is an x-ray topograph, arising from a different set of atomic planes.

### 2.2.1.2 Laue Conditions

When the synchrotron x-ray beam is incident on a crystal the lattice planes (hkl) act as a 3D grating. For white beam radiation, many reflections will simultaneously satisfy Bragg’s law. Waves are reflected from the lattice planes in the crystal and can constructively interfere, creating a diffraction pattern. The array of spots formed is called a Laue pattern. The Laue Conditions describe the cone in reciprocal space about the lattice vectors \( \mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3, \nu_1, \nu_2, \nu_3 \) are integer values of a reflection’s reciprocal lattice indices (hkl) (Figure 2.2). \( k_i \) is the wavevector for the incoming (incident) beam, and \( k_0 \) is the wavevector for the outgoing (diffracted) beam. The scattering vector, \( \mathbf{\Delta k} \) measures the difference between the two wavevectors; \( \mathbf{\Delta k} = \mathbf{k}_0 - \mathbf{k}_i \). A crystal does not diffract x-rays unless:

\[ \mathbf{a}_1 \cdot \mathbf{\Delta k} = 2\pi \nu_1 \]  

\[ \mathbf{a}_2 \cdot \mathbf{\Delta k} = 2\pi \nu_2 \]  

\[ \mathbf{a}_3 \cdot \mathbf{\Delta k} = 2\pi \nu_3 \]  

(2.2)

![Figure 2.2(a): Schematic illustrating the zone axis, A, and parallel planes G.](image-url)
\[ \mathbf{G} \cdot \mathbf{A} = 0 \] (Figure 2.2(a))

where \( \mathbf{G} = v_1 \mathbf{b}_1 + v_2 \mathbf{b}_2 + v_3 \mathbf{b}_3 \), and \( \mathbf{b}_1, \mathbf{b}_2, \mathbf{b}_3 \) are reciprocal lattice vectors [72]

\( \mathbf{A} = u_1 \mathbf{a}_1 + u_2 \mathbf{a}_2 + u_3 \mathbf{a}_3 \), and \( u_1, u_2, u_3 \), are integer values of the direct crystal lattice.

We know that: \( \Delta \mathbf{k} = \mathbf{k}_0 - \mathbf{k}_i \)

and \( \mathbf{G} = \Delta \mathbf{k} = \mathbf{k}_0 - \mathbf{k}_i \)

\[ \Rightarrow \mathbf{k}_0 = \mathbf{G} - \mathbf{k}_i \]

and \( \mathbf{A} \cdot \mathbf{k}_0 = \mathbf{A} \cdot \mathbf{G} + \mathbf{A} \cdot \mathbf{k}_i = \mathbf{A} \cdot \mathbf{k}_i \)

\[ \Rightarrow \mathbf{k}_0 \text{ should lie on the cone (Figure 2.2(b))} \]

![Figure 2.2(b): Laue pattern for transmission geometry. Diffracted beams for reflections in a zone fall on a cone centred around the zone axis (A). Projection sphere and cone intersect to form an apex angle } \varphi \text{.}

In the case of the transmission Laue pattern, the angle \( \varphi \) between the zone axis and the incident x-ray, <45° (Figure 2.2(b)). For a back reflection Laue pattern the angle between the zone axis and the zone axis and the incident x-ray, \( >45° \) (Figure 2.2(c)). When a sample is exposed to white beam radiation each diffraction vector which fulfils Bragg’s law results in a diffraction spot (topograph). The result is a Laue pattern of topographs. These topographs can be imaged on x-ray film, and magnified using a conventional optical microscope.
Figure 2.2(c): Laue pattern for back reflection geometry. Diffracted beams for reflections in a zone fall on a cone centred around the zone axis (A). Apex angle $\varphi > 45^\circ$.

### 2.2.1.3 Penetration Depths

Based on conventional kinematical theory, for imperfect crystalline materials such as strained silicon the kinematical penetration depth, $t_p$, of a particular reflection can be obtained from the equation [14]:

$$t_p = \left[ \mu_0(\lambda) \left( \frac{1}{\sin \alpha_i} \right) + \left( \frac{1}{\sin \alpha_f} \right) \right]$$

(2.4)

where $\alpha_i$, $\alpha_f$ >> $\alpha_c$, the critical angle for total reflection, $\mu_0(\lambda)$ is the linear absorption coefficient for the material, and $\alpha_i$ and $\alpha_f$ are the incident and reflected angles (Figure 2.3).

For back reflection;

$$\alpha_i=90^\circ, \alpha_f=90^\circ-\tan^{-1}(H/L).$$

(2.5)

where L is the film to sample distance, and H is the distance from centre of film. With these definitions equation 2.4 can be written as:

$$t_p = \left[ 1 + \frac{1}{\sin \alpha_f} \right]^{-1}$$

(2.6)
We also know that [73]:

\[ E(\text{KeV}) = \frac{12.4}{\lambda(\text{Å})} \]  

(2.7)

Given the base wavelength, \( \lambda(\text{Å}) \), values for the attenuation length can be obtained from the graph in Figure 2.4 [68].

### 2.2.2 Dynamical Theory of XRD

In the case of large and perfect crystals the dynamical theory of XRD must be applied. In contrast to kinematical theory, dynamical theory takes into account interaction between incident waves and diffracted waves. The first of the dynamical theories was proposed back...
in 1914 by Darwin [15, 16]. Darwin based his initial theory on Bragg (reflection) geometry, and examined the interaction between transmitted and reflected waves at each atomic plane.

Ewald published his dynamical theory of x-ray diffraction in 1917, and introduced the concept of wavefields, which proved fundamental to the derivation of the main dynamical theory equations. Later, in 1920, Ewald [12, 19] used his theory to quantitatively interpret work by Stenstorm and Hjalmar, which observed systematic deviations from the Bragg angle for different orders of reflections in a crystal [2]. The theory was further developed by a number of scientists over the subsequent 10 years, however the form of the dynamical theory which is most widely used and accepted was developed by von Laue in 1931 [12], on the basis of Ewald’s theory. Von Laue used Maxwell’s equations to derive expressions for the diffracted intensities of an entire unit cell. The theory itself is complex, and includes multiple scattering, extinction, absorption and refraction for the case of large and/or perfect crystals. A detailed explanation of the theory will not be given here, however excellent explanations of the dynamical diffraction of x-rays by perfect crystals are given in [2, 9, 12].

2.2.3 Defect Contrast Mechanisms
When a perfect, uniform crystal is exposed to synchrotron radiation, and the image recorded on a photographic film, the resultant topographic image is uniform, and no contrast is visible. Contrast arises due to inhomogeneties in the crystal lattice such as defects, strain, phase changes and crystal thickness changes. Image contrast on the recording films is generated via the difference in diffracted intensity between perfect and distorted regions in a single crystal sample and depends on the geometry used and on the spectrum of the incident radiation. Three types of image contrast are commonly observed in White Beam Synchrotron X-Ray Topography: orientational contrast, extinction, and structure factor contrast [2, 9].

2.2.3.1 Orientational Contrast
Orientational contrast arises as a result of differences in the directions of reflections in the crystal lattice. When part of a crystal is oriented to satisfy Bragg’s law, x-rays are diffracted. Areas in the same crystal can be misoriented due to features such as stacking faults and grain boundaries. If these parts of the crystal have sufficient misorientation such that they are outside the reflection range of the crystal, and cannot satisfy Bragg’s law, they will not diffract (Figure 2.5(a)). The region of zero intensity corresponds geometrically to the misoriented region. This type of contrast occurs only in the case of monochromatic radiation [10].
Figure 2.5 (a): Orientational contrast for a monochromatic, collimated x-ray beam. Diffraction occurs in regions A and C, but is missing in region B [2, 10].

Figure 2.5 (b): Orientational contrast for white beam topography. Adjoining misoriented regions A and B and the resultant boundary leads to image contrast.

In the case of white beam topography, the diffracted beams from the perfect and imperfect parts of the crystal emerge at different angles, and Bragg’s law is satisfied only for certain wavelengths. Boundaries with misoriented regions show a gain or loss in intensity, depending on the angle of the diffracted beam. Boundaries producing divergent beams lead to a loss of intensity and thus stronger contrast than convergent boundaries. Depending on the misorientation of the area the resultant diffracted intensity can range from negligible to highly contrasting. Figure 2.5 (b) shows the region of intensity loss/gain at the boundary between regions A and B, the width of this region is dependent on the angle of misorientation and the sample to film distance [2, 9, 19]. This relationship enables the component of misorientation to be measured in the incidence plane of the misorientation across the boundary by simply taking topographs at different sample to film distances. Figure 2.6 (a) and (b) show orientational contrast formed from imaging nano-indents in (100) Si. Highly misoriented regions surrounding the indents show a gain in intensity due to orientational contrast mechanisms.
Figure 2.6(a) and (b): (a) Diagram of Si substrate illustrating nano-indents on surface. (b) Schematic of ST topograph showing series of five 500mN nano-indents on silicon substrate showing regions of high contrast corresponding to orientational contrast.

Extremely misorientated regions can appear at different places on the recording film [10, 20]. Figure 2.7 (a) shows parallel x-rays from a white beam source incident on a highly misorientated region of a crystal. The upper (green) ray interacts with the crystal lattice and the diffraction angle is equal to the angle of the incident ray minus twice the Bragg angle (180°-2θ_B). When the lower (red) ray interacts with the highly misorientated region, the ray is diffracted by 180°-2(θ_B+Δθ). The additional diffraction angle, Δθ, results in the ray appearing above the green ray when viewed on the recording film. Figure 2.7 (b) is an example of orientational contrast from a QFN-A package, where highly misorientated lattice planes have resulted in images appearing at different places on the x-ray film [10, 20].

Figure 2.7 (a): Diffraction from a highly misoriented region in a crystal leading to x-rays appearing at different places on the film.  

Figure 2.7 (b): ST topograph of bottom right corner of QFN-A package 09-089 no. 047 showing highly misorientated regions resulting from orientational contrast.
2.2.3.2 Extinction Contrast

As distinct from classical geometrical theory dynamical theory takes into account multiple interactions between the incident and diffracted waves in the sample, and thus is considerably more complex. A rocking curve gives the intensity of x-rays emerging from a sample as a function of the Bragg angle (Figure 2.8). In a perfect crystal the reflected x-ray intensity is high at the Bragg angle, however as the crystal is titled or rocked away from the Bragg angle the intensity of x-rays diminishes rapidly. In the case of an imperfect crystal the reflected x-ray intensity is maintained over a greater rocking curve, and one has to move relatively far away from the Bragg angle for the intensity to go to zero (Figure 2.8) [71]. The integrated area under the curves in Figure 2.8 represents the integrated reflected intensities, which is equal to the scattering power, $P$. In the case of a perfect crystal $P \propto |F|^2$, where $F$ is the structure factor, whereas in an imperfect crystal $P \propto |F|^2$ [10]. The diffracted intensity for imperfect crystals is therefore much greater than for perfect crystals. Thus imperfect crystalline regions such as defects or dislocations appear black on the x-ray film, and the perfect crystal appears as white (lower intensity).

![Figure 2.8: Schematic rocking curves for perfect crystal and for imperfect crystal. The shaded area represents the integrated intensity, which is equal to the scattering power [71].](image-url)

Extinction contrast occurs in crystals with low defect density, where the scattering power in the region of the defect differs from that in the perfect crystal. In regions where the strain gradient is high, such as surrounding a dislocation, the dynamical diffraction of a perfect crystal is altered, and 3 types of extinction contrast are apparent [2]:

1. Direct image
2. Dynamical image
3. Intermediary image
The product of the linear absorption coefficient of the crystal, $\mu_0$, and its thickness, $t$, define the absorption condition $\mu_0t$ [21, 22]. The absorption condition indicates what type of extinction contrast can be observed. For topographs in transmission geometry, recorded under low absorption conditions, $\mu_0t \leq 1-2$, direct image extinction dominates. Intermediate absorption conditions, where $5 \geq \mu_0t \geq 1$, can lead to all three types of extinction occurring, while in the case of high absorption $\mu_0t \geq 6$, the dynamical contribution is dominant [21]. A schematic of all three types of extinction contrast is shown in Figure 2.9 (a).

**Direct Image Contrast**

Direct image contrast occurs in the case of a perfect crystal, when the incident x-ray beam intercepts the defect within the crystal. The x-rays do not suffer extinction and for this reason their contrast is always higher than for a perfect crystal (Figure 2.9 (a) (1)). Direct images appear as dark lines against the white perfect crystal background, and are the most prevalent images seen in x-ray topographs.

![Image of Direct Image Contrast](image_url)

**Dynamical Image Contrast**

Dynamical image extinction occurs under high absorption conditions, as a result of a change in the wavefield intensity due to a defect. For a perfect crystal, in the case of a monochromatic plane wave, the wavefields propagate inside the crystal, and interfere at the
defect site [20]. Outside the crystal the wavefield coupled waves decouple (Figure 2.9 (a) (2)). The characteristic coupling between wavefields results in extinction and a loss of intensity (white region) is recorded on the film [2, 19]. The extinction length (reflection geometry) or Pendellösung length (transmission geometry), $\xi$, gives the depth of the crystal which is imaged on the x-ray topograph [8, 19]:

$$\xi = \frac{\pi V_c \cos \theta_p}{\lambda C_p |F_h| r_0}$$

(2.8)

where $V_c$ is the unit cell volume, $F_h$ is the structure factor of the Bragg reflection used, $r_0$ is the classical radius of the electron, $r_0 = \frac{e^2}{m_e c^2}$, where $e$ is the electric charge of the electron, and $m_e$ is the mass of the electron. $c$ is the speed of light. $C_p$ is the polarisation factor; $C_p=1$ if the electric vector of the x-ray wave is perpendicular to the dispersion plane. The lateral undulations along a standard undulator will produce linear polarization. $C_p=\cos 2\theta$, when the electric vector is parallel to the dispersion plane.

**Intermediary Image Contrast**

Intermediary image extinction is formed when the wavefields created in the dynamic case (above) interfere with new wavefields created at a defect site (Figure 2.9 (a) (3)). When the new wavefields exit at the defect boundary they can interfere with original wavefields propagating along other paths. Intermediary images can be difficult to identify on integrated wave topographic images, and appear as a bead like contrast along the direct image of the defect [20]. This type of image contrast is found in regions where the strain gradient is high.

![Figure 2.9 (b): 2 2 0 ST topograph of silicon showing three types of extinction contrast; direct, dynamical and intermediate [67]. Diffraction vector, g is also indicated.](image)

**2.2.3.3 Structure Factor Contrast**

The structure factor, F, relates the number of atoms in a unit cell to the scattering angle, and thus the scattering vector. Differences in structure factors of a crystal can be a result of phase changes in the material, ferroelectric domains, or different materials in a sample.
When two regions in a crystal have different structure factors, differences in the amplitude or phase of the structure factors can vary the intensity of the diffracted beam, and cause image contrast [9].

### 2.3 Photoacoustic Microscopy

Photoacoustic microscopy (PAM) is an imaging technique based on photothermal science and the photoacoustic effect. Although the use of the photoacoustic effect as an imaging technique is relatively new, the physical phenomenon of the photoacoustic effect was first observed by A.G. Bell in 1880 [23].

Bell used a beam of sunlight, which he interrupted by using a configuration of 2 perforated disks, one stationary and one rapidly rotated. The receiver in his experiment consisted of a parabolic reflector focused on a glass vessel which contained selenium, and was connected to a hearing tube. Using this configuration Bell proved that sound was emitted from the action of the intermittent sunlight on a substance, and concluded that sonorousness under such conditions, was likely to be a universal property of matter. Further studies were undertaken on solids and liquids by Bell [24], and more extensively on gases by Tyndall [25], Roentgen [26] and Rayleigh [27]. As the basic gas laws were already well known at the time, the early scientists could correctly deduce that the signal was due to absorption of the chopped radiation by the gas, and the resultant periodic heat induced pressure and volume changes. These pressure and volume changes were transmitted to the observer via the diaphragm of a hearing tube. At the time both Bell and Rayleigh attributed the main source of the photoacoustic effect in solids to the uneven heating of the sample, caused by the chopped sunlight, and the mechanical vibration which it induced. However later studies showed that the vibrations were too small in magnitude to be the primary cause of the photoacoustic signal [28].

The further development of the photoacoustic effect lay more or less dormant until the first use of photoacoustic spectroscopy by Vengerov in 1938 [29], who used the technique to study light absorption in gases. Over the succeeding twenty years there were few significant developments in the study of the photoacoustic effect until several inventions in the late 1960’s and early 1970’s such as high-sensitivity microphones and the laser, and the advent of sensitive detection techniques such as the lock-in amplifier which enabled the major experimental limitations of the technique to be overcome. The first high sensitivity photoacoustic measurements were performed by Kreuzer in 1971, who used laser light
sources for sensitive gas-phase analysis [30]. The high spectral brightness of lasers, and
their spatial coherence enabled high energies to be delivered to the sample in small
volumes. The smaller excitation volumes enabled enhanced signals to be obtained, reducing
the problem of low signal to noise ratio, inherent in photoacoustic systems. Microphones
enabled accurate pressure detection, and the lock-in amplifier enhanced the signal strength,
filtering out unwanted noise.

Photoacoustic spectroscopy was not extended to liquid and solid phases until after
Rosencwaig and Gersho developed the now well established one dimensional theoretical
heat flow model for the photoacoustic effect [31, 32]. In this chapter the Rosencwaig-
Gersho theory is reviewed, and later modifications and developments are discussed in its
application to PAM and semiconductor materials.

2.3.1 Photoacoustic Effect in Condensed Matter

When light is incident on a solid sample confined within an enclosed cell, part of the optical
energy may be absorbed by the sample and transferred to thermal energy, exciting internal
energy levels. Subsequent relaxation of the excited states through non-radiative de-
extcitation processes (Figure 2.10) results in rapid heating of the sample. In a solid, the heat
energy occurs as kinetic energy of the atoms, and the modulation of the light source
generates thermal waves.

Thermal diffusion waves occur when a diffusion process couples with a periodic source.
The depth a thermal wave penetrates into a sample depends on the thermal diffusivity of the
sample, and the frequency of the thermal wave. For silicon with a high thermal diffusivity,
Table 2.1, and a high frequency wave, the thermal wave will propagate deep into the
material.

<table>
<thead>
<tr>
<th>Material</th>
<th>Density (kg m(^{-3}))</th>
<th>Specific Heat (J kg(^{-1}) K(^{-1}))</th>
<th>Thermal Conductivity (W m(^{-1}) K(^{-1}))</th>
<th>Thermal Diffusivity (x 10(^{-6}) m(^2) s(^{-1}))</th>
<th>Thermal Effusivity (Ws(^{1/2}) m(^{-2}) K(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon</td>
<td>2330</td>
<td>712</td>
<td>148</td>
<td>89.21</td>
<td>15669.27</td>
</tr>
</tbody>
</table>

Table 2.1: Thermal properties of Silicon [33]

In contrast to normal propagating waves, thermal diffusion waves are heavily damped, with
a decay constant equal to the thermal diffusion length. For a diffusion wave
\[ \kappa_s = (1+i) \sqrt{\frac{2D}{\omega}} \], where \( l \) is the sample thickness (mm), \( \kappa_s \) is the thermal conductivity, (W m\(^{-1}\) K\(^{-1}\)), \( D \) is the thermal diffusion coefficient and \( \omega \) is the chopping frequency of the incident light beam (radians / sec). These waves diffuse through the gas (air) in the cell and are detected acoustically using a microphone located within the cell walls (Figure 2.11). The amplitude and phase of the recorded photoacoustic signal are proportional to the amount of light absorbed by the sample.

An advantage of this technique is that the photoacoustic signal is derived completely from the light energy absorbed by the sample. Scattered or reflected light does not contribute to the signal, making the technique ideally suited to highly scattering samples such as solids and interfaces [32].

In the case of photoacoustic microscopy a laser is used to generate thermal waves at a specific point on the surface of the sample. Raster scanning the laser across the surface of the sample enables spatially resolved thermal probing. As the photoacoustic signal is dependent on the optical, thermal, elastic and geometrical properties of the sample,

**Figure 2.10:** Electronic processes involved in light absorption and decay.  
**Figure 2.11:** Major processes which contribute to the photoacoustic effect.
photoacoustic images can be produced which give information on surface and sub-surface defects and structures in the sample.

2.3.2 The Rosencwaig and Gersho (RG) Theory

The Rosencwaig-Gersho theory considers the case of a one-dimensional cylindrical cell (Figure 2.12) with diameter, D and length, L. Rowencwaig and Gersho [31, 32], propose that in the case of such a cell:
- the backing material is a poor thermal conductor,
- the cell length, L, >> the acoustic wavelength in the gas,
- the incident light is monochromatic and sinusoidally chopped,
- the gas and backing materials are non-light absorbing,
- the system is adiabatic,
- the window is optically and thermally transparent.

![Figure 2.12: Simple cylindrical photoacoustic cell.](image)

The photoacoustic effect is dependent on the relationship between three parameters of the sample: \( l_s \), the thickness of the sample, \( \beta_s \) the absorption coefficient of the sample, its optical absorption length, \( l_\beta \) where \( l_\beta = \frac{1}{\beta_s} \), and its thermal diffusion length, \( \mu_s \), where

\[
\mu_s = \left( \frac{2\alpha_s}{\omega} \right)^{1/2}.
\]

For a 1D model [32], the thermal diffusion length, \( \mu_s \), can be calculated from

\[
\alpha_s = \frac{\kappa_s}{\rho_s C_s} \quad (2.9)
\]

\[
a_s = \frac{\omega}{2\alpha_s} \quad (2.10)
\]

\[
\mu_s = \frac{1}{a_s} \quad (2.11)
\]
where:
\(\alpha_s\) = the thermal diffusivity (cm\(^2\) / sec),
\(\kappa_s\) = the thermal conductivity, (W m\(^{-1}\) K\(^{-1}\)),
\(\omega\) = chopping frequency of the incident light beam (radians / sec),
\(\rho_s\) = the density, (g / cm\(^3\)),
\(\mu_s\) = the thermal diffusion length (cm), and
\(C_s\) = the specific heat (cal / g-\(^0\)C).
Subscripts denote parameters relating to the sample (s), gas (g) and cell backing materials (c), respectively.

When optical energy in the form of a sinusoidally modulated laser beam with intensity \(I_0\) is applied to the solid sample with an absorption coefficient, \(\beta_s\), a small amount of the energy is absorbed by the sample and converted to heat. The heat density generated due to the light absorbed by the sample at any point is given by:

\[
\frac{1}{2}\beta_s I_0 e^{\beta_s x} \left(1 + \cos \omega t\right)
\]

(2.12)

The thermal diffusion equation in the solid, taking into account the distributed heat source can be written as:

\[
\frac{\partial^2 \theta}{\partial x^2} = \frac{1}{\alpha_s} \frac{\partial \theta}{\partial t} - \frac{\beta_s I_0 \eta}{2k} e^{\beta_s x} \left(1 + e^{i\omega t}\right) \quad -L_s \leq x \leq 0
\]

(2.13)

where \(\theta\) is the temperature of the sample, and \(\eta\) is the efficiency at which the absorbed light is converted to heat.

Similarly, for the backing material and the gas, the heat diffusion equations are:

\[
\frac{\partial^2 \theta}{\partial x^2} = \frac{1}{\alpha_c} \frac{\partial \theta}{\partial t} \quad -(L_c + L_s) \leq x \leq -L_s
\]

(2.14)

\[
\frac{\partial^2 \theta}{\partial x^2} = \frac{1}{\alpha_g} \frac{\partial \theta}{\partial t} \quad \text{for } 0 \leq x \leq L_g
\]

(2.15)

The temperature in the cell relative to the ambient temperature as a function of position and time, is represented by the real part, \(\theta(x, t)\) of equations 2.12 – 2.15.

To simplify the solutions to the expressions (2.13 – 2.15) above, a number of boundary conditions can be applied. For metallic walls it is a reasonable assumption that the temperature of the cell walls is at ambient. Also, for a small cell at steady-state conditions,
convective heat flow in the gas ignored. Thus the solution of interest is the complex amplitude of the periodic temperature at the solid-gas boundary (x = 0, Figure 2.12), and is given by:

\[
\theta_0 = \frac{\beta I_0}{2\kappa_s (\beta_s^2 - \sigma_s^2)} \left( \frac{(r-1)(b+1)e^{\sigma_s l_s} - (r+1)(b-1)e^{-\sigma_s l_s} + 2(b-r)e^{-\beta_s l_s}}{(g+1)(b+1)e^{\sigma_s l_s} - (g-1)(b-1)e^{-\beta_s l_s}} \right) \tag{2.16}
\]

where

\[b = \frac{\kappa_g a_s}{\kappa_s a_s}, \quad g = \frac{\kappa_s a_g}{\kappa_g a_s}, \quad r = \frac{(1-i)\beta_s}{2a_s}, \quad \text{and} \quad \sigma = (1+i)a\]

The main source of the photoacoustic signal is due to the periodic heat flow from the sample to the surrounding boundary layer of gas, which acts as an acoustic piston, and induces a periodic pressure change in the column of gas above it.

\(Q\), the pressure variation within the photoacoustic cell is dependent on thermal diffusion mechanisms and the densities and thermal properties of the gas, sample and cell backing materials.

\[
Q = \frac{\beta I_0 \gamma P_0}{T_0 2\sqrt{2T_0 \kappa_s l_s a_g (\beta^2 - \sigma^2)}} \times \left[ \frac{(r-1)(b+1)e^{\sigma_s l_s} - (r+1)(b-1)e^{-\sigma_s l_s} + 2(b-r)e^{-\beta_s l_s}}{(g+1)(b+1)e^{\sigma_s l_s} - (g-1)(b-1)e^{-\sigma_s l_s}} \right] \tag{2.17}
\]

\(T_0\) is the temperature at \(x=0\) (Figure 2.12), \(P_0\) is the ambient pressure within the cell; \(\gamma\) is the ratio of the specific heats of the gas and boundary layer.

The R-G theory gives several cases for the simplified calculation of \(Q\). The appropriate expression depends on the optical opacity of the solid, which is determined by the relation of the optical absorption length, \(l_0\), to \(l_s\), the thickness of the sample. The two main cases which should be considered when looking at the photoacoustic effect in condensed media are:

- Optically transparent solids, \((l_0 > l_s)\)
- Optically opaque solids, \((l_0 << l_s)\)

These cases are each further divided into three further categories, according to the magnitude of the thermal diffusion length, \(\mu_s\), with respect to the physical length, \(l_s\), and the optical absorption length, \(l_0\).

### 2.3.2.1 Optically Transparent Solids, \((l_0 > l_s)\)

For optically transparent solids the optical absorption length, \(l_0\) is larger than the sample thickness, \(l_s\).
Thermally Thin Solids

A significant amount of light intensity can penetrate through the sample and light can be absorbed through the entire sample. As the thermal diffusion length is greater than the sample thickness $\mu_s > l_s$ or $\mu_s > l_s$, heat can be transported back to the surface of the sample through the underlying regions.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Definition</th>
<th>Quantity</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_s$</td>
<td>Thermal diffusion length in sample.</td>
<td>$\kappa_c$</td>
<td>The thermal conductivity of cell backing material.</td>
</tr>
<tr>
<td>$\beta_s$</td>
<td>Absorption coefficient of the sample.</td>
<td>$\mu_c$</td>
<td>Thermal diffusion length in cell backing material.</td>
</tr>
<tr>
<td>$l_s$</td>
<td>Thickness of the sample.</td>
<td>$\omega$</td>
<td>Chopping frequency of incident light.</td>
</tr>
<tr>
<td>$l_B$</td>
<td>Optical absorption length of sample.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Definition of parameters used in the simplified calculation of $Q$.

Case A: ($\mu_s > l_s; \mu_s > l_B$)

Set $e^{-\beta_s l_s} = 1 - \beta_s l_s$, $e^{+\sigma l_s} = 1$, and $|r| >1$ in equation (2.17)

$$Q = \frac{Y}{2a_g a_c \kappa_c} \left( \beta_s - 2ab - i \beta_s \right) = \frac{(1-i) \beta_s l_s}{2a_g} \left( \frac{\mu_c}{\kappa_c} \right)^Y$$

(2.18)

where $Y = \frac{P_0 I_0}{2 \sqrt{2} T_0 l_g}$, for all cases.

Case B: ($\mu_s > l_s; \mu_s < l_B$)

Set $e^{-\beta_s l_s} = 1 - \beta_s l_s$, $e^{+\sigma l_s} = 1 \pm \sigma l_s$, and $|r| <1$ in equation (2.17)

$$Q = \frac{\beta_s l_s Y}{4 a_c a_g} \left[ (\beta_s^2 + 2a_s^2) + i (\beta_s^2 + 2a_s^2) \right] = \frac{(1-i) \beta_s l_s}{2a_g} \left( \frac{\mu_c}{\kappa_c} \right)^Y$$

(2.20)

In both of the above cases the acoustic signal is therefore proportional to $\beta l_s$, and since $\frac{\mu_c}{a_g}$ is proportional to $\frac{1}{\omega}$, the acoustic signal also has a $\omega^{-1}$ dependence. The thermal
properties of the backing material, (denoted by subscript c), have an influence on the final value for Q.

**Thermally Thick Solids**

**Case C: (\(\mu_s < l_s; \mu_s << l_\beta\))**

Although light can be absorbed throughout the length of the solid, because the thickness of the sample is greater than the thermal diffusion length, heat from underlying layers cannot reach the surface. The photoacoustic signal therefore comprises of only surface effects. The signal is proportional to \(\beta_s \mu_s\) and has a \(\omega^{-3/2}\) dependence.

Set \(e^{-\beta_s l_s} \approx 1 - \beta_s l_s, \quad e^{-\alpha_s} \approx 0, \quad \text{and} \quad |r| << 1 \) in equation (2.17)

\[
Q \approx l_s \frac{\beta_s \mu_s}{2\alpha_s} \left( \frac{\mu_s}{\kappa_c} \right) Y
\]

(2.21)

**2.3.2.2 Optically Opaque Solids, (\(l_\beta << l_s\))**

In the case of optically opaque solids, \(l_\beta << l_s\), most of the light is absorbed at the surface of the sample and effectively no light is transmitted.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Definition</th>
<th>Quantity</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu_s)</td>
<td>Thermal diffusion length in sample.</td>
<td>(\kappa_c)</td>
<td>The thermal conductivity of cell backing material.</td>
</tr>
<tr>
<td>(\beta_s)</td>
<td>Absorption coefficient of the sample.</td>
<td>(\mu_c)</td>
<td>Thermal diffusion length in cell backing material.</td>
</tr>
<tr>
<td>(l_s)</td>
<td>Thickness of the sample.</td>
<td>(\omega)</td>
<td>Chopping frequency of incident light.</td>
</tr>
<tr>
<td>(l_\beta)</td>
<td>Optical absorption length of sample.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.3:** Definition of parameters used in the simplified calculation of Q.

**Case A: Thermally Thin Solids (\(\mu_s >> l_s; \mu_s >> l_\beta\))**

In theory because of the large thermal diffusion length, heat transport through the length of the sample is possible, however relatively little light intensity penetrates through the surface of the sample and therefore heat generation below the surface is minimal. The photoacoustic signal therefore comprises primarily of surface effects.

Set \(e^{-\beta_s l_s} \approx 0, \quad e^{-\alpha_s} = 1, \quad \text{and} \quad |r| >> 1 \) in equation (2.17)
The pressure variation within the cell is independent of $\beta_s$, the absorption coefficient, and is dependent on the thermal properties of the backing material. The acoustic signal varies as $\omega^{-1}$.

Thermally Thick Solids

For optically and thermally thick solids the sample thickness is greater than the thermal diffusion length. Very little heat can penetrate through the sample due to the relatively small optical absorption length, and any small amount of heat generated in the underlying regions cannot reach the surface due to the relatively small thermal diffusion length. This results in the photoacoustic signal comprising mainly of surface effects.

Case B: ($\mu_s < l_s; \mu_s > l_\beta$)

Set $e^{-\beta_\beta} = 0$, $e^{-\sigma l_\beta} = 0$, and $|\beta| > 1$ in equation (2.17)

\[ Q = \frac{Y}{2a_s a_s \kappa_s \beta_s} (\beta_s - 2a_s - i \beta_\beta) = \frac{(1 - i)\mu_s}{2a_s \kappa_s} Y \]  

(2.23)

The photoacoustic signal depends on the properties of the sample, and as in the previous case is independent of $\beta_\beta$ and varies with $\omega^{-1}$.

Case C: ($\mu_s << l_s; \mu_s < l_\beta$)

Set $e^{-\beta_\beta} = 0$, $e^{-\sigma l_\beta} = 0$, and $|\beta| < 1$ in equation (2.17)

\[ Q = \frac{-i \beta_\beta Y}{4a_s a_s \kappa_s} (2a_s - \beta_\beta + i \beta_\beta) = \frac{-i \beta_\beta \mu_s}{2a_s \kappa_s} Y \]  

(2.24)

Only the light absorbed within the first thermal diffusion length, $\mu_s$, contributes to the photoacoustic signal. The signal is proportional to $\beta_\beta$ and has a $\omega^{-3/2}$ dependence.

2.3.3 PAM Image Formation & Resolution

It is well established [32-34], that the main factors which influence the degree of image contrast and spatial resolution of photoacoustic images are the diameter of the light probe, the excitation zone volume of a material, and the thermal diffusion length. The thermal diffusion length of a material has the greatest effect on the spatial resolution of the image.
obtained. R-G theory shows the dependence of the photoacoustic (PA) signal on the thermal diffusion length of the sample, (equation 2.11).

Engineering and software design features of the photoacoustic microscope can also heavily influence image resolution. Mechanical features such as the step size of the x-y stage, the quality of the focussing optics and data accumulation and analysis all play a large role in the final resolution of the image obtained. The great number of related aspects of signal formation and material properties which combine to influence image formation render the determination of the exact resolution of features in a PA image quite a complex process.

2.3.3.1 Thermal Diffusion Length

When light in the near-infrared region is incident on the sample, the light is transmitted, reflected, or absorbed. The thermal diffusion length of the material will indicate to what extent the thermal wave will propagate through the material. The R-G theory gives several cases for the calculation of Q, the pressure variation within the PA cell. The appropriate expression depends on the optical opaqueness of the solid, which is determined by the relation of the optical absorption length, \( l_\beta \) to \( l_s \), the thickness of the sample. In the case of the samples studied in this report, the R-G equation (2.23) for optically opaque, thermally thick solids (\( \mu_s < l_s, \mu_s > l_\beta \)), is the closest approximation.

The reflectance, absorption and transmission values for 0.3 µm to 1.5 µm wavelength radiation and a Si wafer thickness of ~600 µm can also be determined by experiment [35]. It may be seen from the graph below (Figure 2.13) that for IR radiation at 0.8 µm wavelength, 0 % is transmitted, 32 % is reflected, and 67 % is absorbed, which are in agreement with the R-G theory, (section 2.3.2.)
In the case of polished silicon (Table 2.1), the wavelength of the incident light is equivalent to that of the excitation laser, 810 nm. If the chopping frequency of the incident light beam is set to \(~4398\) rads / sec (700 Hz), the thermal diffusion length can be calculated as 207 µm.

In photoacoustic microscopy the modulation frequency can be adjusted to correlate to a specific thermal diffusion length for a given material. When subsurface defects exist the thermal diffusion length must be sufficient for the thermal waves induced by the laser beam...
to propagate through the sample to the defect. Figure 2.15 shows the thermal diffusion length for single-crystal silicon for a range of modulation frequencies. The thermal diffusion length decreases with increasing modulation frequency. In the case of sub-surface defects it can be observed that the size of the image decreases with increasing modulation frequency, and is related to the decreased detection range at higher frequencies. By varying the laser modulation frequency and determining at what penetration depth defects are no longer visible the depth of defects can be established (Figure 2.14). The shape of sub-surface defects can also be estimated based on the obtained signal density distribution [35].

![Figure 2.15: Thermal diffusion length (microns) for modulation frequencies in the range 100 – 2000 Hz.](image)

In the case of this study a laser with wavelength, $\lambda = 810$ nm was used, and all samples were Si, which has a thermal conductivity, $\kappa_s = 148$ W m$^{-1}$ K$^{-1}$ [33]. $l_\beta$ the optical absorption length can therefore be calculated from:

$$l_\beta = \frac{1}{\beta_s}$$  \hspace{1cm} (2.25)

$$\beta_s = \frac{2\pi\kappa_s}{\lambda}$$  \hspace{1cm} (2.26)

$$l_\beta = \frac{\lambda}{2\pi\kappa_s}$$  \hspace{1cm} (2.27)

Figure 2.16 below shows the relationship between the wavelength of the laser, and the optical absorption length of the sample.
Figure 2.16: Graph showing the relationship between the wavelength of the excitation source (laser) and the optical absorption length of the sample (Si).

2.3.2 Light Source Diameter and Resolution

As a diode laser source is used the wavelength and power of the incident light is fixed, however the diameter of the light probe plays an important role in achieving the best resolution. Where the laser spot size is much larger than the thermal diffusion length, the lateral resolution is determined by the optical spot size. Collimating and focussing lens systems can be used to alter the optical density and spatial resolution of the laser beam, but lens imperfections and the resulting aberrations can negatively impact image resolution. It is therefore essential that lens quality is sufficiently high, while practical cost considerations are taken into account, as high quality lenses with low aberrations are costly.

The R-G theory is accurate for beam spot diameters >20 times the thermal diffusion length of material being studied [33]. However in the case of a PAM system, such as the one used here and described in Chapter 3, for highly focussed lasers (spot diameter ≤100 µm), thermal waves are generated from a point-like source and the 1D R-G model (Section 2.3.2) is not as accurate [33]. Conversely, it has been proven both theoretically and experimentally [38-40] that even when laser spot size is considered in a 3D model of the PA effect, the results are very similar to, or the same as the 1D R-G model as far as the PA signal frequency and phase dependencies are concerned. Spot size therefore plays a relatively insignificant role in determining the PA signal.
2.3.3 Scattering from Inhomogeneities

Photoacoustic microscopy has been proven to be a reliable technique for examining defects and inhomogeneities in semiconductor materials. When optically invisible defects and inhomogeneities within a sample are imaged thermal wave generation, wave propagation, and scattering from inhomogeneities have an influence on photothermal signal formation [37]. When a laser spot is scanned across the surface of a sample, small inhomogeneities (of the order of nm to µm in dimension), in the material, or changes in the material type or structure interrupt the propagation of thermal waves, and hence acoustic waves in the material, which result in changes in the photoacoustic signal. These changes appear as contrasting areas in the PAM image. The PA signal phase tends to have higher thermal wave sensitivity than the amplitude signal, and deeper flaws can be detected by the phase image than by the amplitude image when measured at the same laser modulation frequency. The phase image is not affected by the reflectivity of the sample surface, whereas the amplitude image is directly affected. Therefore the phase image has better resolution when subsurface characteristics and features such as stressed regions in samples and material inhomogeneities are being studied [41, 42].

Where defects such as inclusions, pores, cracks, and other inhomogeneities exist in semiconductor materials, the thermal wave is reflected at the boundary between the defect and the bulk material, resulting in the subsurface feature appearing in the photoacoustic image. A defect such as a crack or indent can be considered as an inhomogeneity where the buried air forms an additional layer where thermal waves can interfere. Thermal wave reflection can be modelled as a 3 layer system, with a coating, air gap, and substrate all in contact with each other (Figure 2.17), [33].
As the size of the defect and hence the thickness of the air gap increases, the reflectivity increases. Thermal wave interference occurs in both the coating layer and the air gap. The effective reflection coefficient of the air layer can be shown to be [29, 34]:

$$\Gamma = \frac{\Gamma_1 + \Gamma_2 \exp(-2\sigma_{2i}L_2)}{1 + \Gamma_1 \Gamma_2 \exp(-2\sigma_{3i}L_2)}$$  \hspace{1cm} (2.28)

where:

$$\Gamma_i = 1 - \frac{b_{2i}}{1 + b_{2i}}, \quad \Gamma_2 = 1 - \frac{b_{32}}{1 + b_{32}}, \quad b_{i+1/i} = \frac{k_{i+1} \sigma_{i+1}}{k_i \sigma_i}$$  \hspace{1cm} (2.29)

Subscripts 1, 2 and 3 refer to the media, coating, air and substrate respectively. L is the layer thickness, $\sigma_{ij}$ is the thermal wavenumber for layer $i = 1, 2, 3$, $\Gamma_1$ and $\Gamma_2$, are the thermal wave reflecting coefficients for the 1/2 (coating/air) and 2/3 (air/substrate) media boundaries respectively.

Increasing the modulation frequency reduces the thermal wave length and the reflecting power of a particular layer of air, therefore lower modulation frequencies enable the detection of cracks. The effusivity of a material $e$, is given by, $e = \sqrt{\kappa \rho C_p}$ where $\kappa$ is the thermal conductivity of the material, $\rho$ is the density of the material and $C_p$ is its heat capacity. Effusivity measures the rate at which a material can absorb heat. Silicon has a relatively high thermal effusivity, and hence the air layer presents a higher thermal contrast, and is therefore more reflective than a lower effusivity material. The detection ability of an air gap is therefore better in a higher effusivity material.
In a real situation where a defect is present, distinct layers are not distinguishable, and the above model, which assumes temperature continuity, is invalid. A thermal resistance model, which assumes a temperature jump at the interface is therefore more appropriate. The model assumes flux continuity across the interface and a thermal discontinuity [33]:

\[-k_1 \frac{\delta T_1}{\delta \kappa} = -k_2 \frac{\delta T_2}{\delta \kappa}, \quad T_2 - T_1 = R_T \frac{\delta T_2}{\delta \kappa}\]

(2.30)

\[\Gamma = \frac{1 - b_{21} + R_T k_2 \sigma_2}{1 + b_{21} + R_T k_2 \sigma_2}\]

(2.31)

where \(R_T\) is the interface thermal contact resistance. Interfaces of this kind have very similar properties to air gaps. Thermal wave interactions at semi-finite boundaries (as above) can be considered a good approximation for finite boundaries, which are found in reality, provided their dimensions are greater than the thermal wave length.

### 2.3.4 Semiconductors

When a semiconductor is irradiated with light whose photon energy is larger than the bandgap energy, \(E_g\), both interband and intraband transitions can occur. These include excitations from the valence band to higher conduction bands, excitations across the energy gap, and excitations from imperfections, which occur from within the energy gap into the conduction band [33]. At very high frequencies (photon energies), high absorption and surface reflectivity are observed as a result of excitations by fundamental absorption processes. In the majority of materials the light absorption and the related heat generation is assumed to be localised in the absorption region, and can be treated as an instantaneous process relative to the modulation period of the laser [33]. However in semiconductors, near the band gap energy, three processes dominate resulting in heat generation being less localised and taking place over a longer time scale (Figure 2.18).
Figure 2.18: Schematic of Optical Absorption, Intraband Relaxation and Nonradiative Recombination via Traps in a Semiconductor.

The primary thermal wave source occurs when electrons are excited from the valence band into the conduction band with energy $(E - E_g)$, greater than the bottom of the conduction band. Holes are then left in the valence band and the excess energy from the transition is transmitted into the lattice in the form of heat. Energy is transferred to the lattice via electron-phonon interactions. In the case of optical phonons this occurs almost instantaneously (~ps), close to the band edge acoustic phonons are involved, and the process is slower (~ns). The secondary thermal wave source is formed, when after the carrier lifetime, $\tau$, the remaining energy is dissipated into the lattice. This occurs as a result of recombination of excited carriers in the conduction band with holes in the valence band. Electrons diffuse through the semiconductor, away from the original excitation point during the lifetime $\tau$, resulting in a spatially extended thermal wave distribution. Some of the excited electrons diffuse through to the surface of the material, and recombine rapidly due to the high density of carrier traps. This results in a third thermal wave source at the surface.
2.4 Micro-Raman Spectroscopy

The scattering of light by materials was studied by the great physicists including Rayleigh and Einstein as far back as the late 1800s, but with the exception of Compton’s studies on x-rays, no change in wavelength was observed [43]. The Austrian physicist Adolf G. Smekal in 1923 was the first to predict the inelastic scattering of light from a material, and the shift of the scattered light to higher and lower wavelengths [44]. However it was not until 5 years later that the Indian physicist, Sir C.V. Raman and colleague K. S. Krishnan proved the theory which now carries Raman’s name. The theory was also proved independently at the same time, in quartz crystals by Grigory Landsberg and Leonid Mandelstam (1928) [45, 46]. The original experiments utilised sunlight focussed onto a sample of purified liquid, and with a telescope as the collector, and the eye as the detector [47]. Raman later won the Nobel Prize for Physics for his work in which he modified his first experiment to include a mercury vapour lamp as the light source, and placed a second lens near the sample to collect the scattered radiation, a system of optical filters was utilised to distinguish the scattered radiation and its frequency shift from the incident light [48]. Using this experimental setup Raman and Krishnan obtained line spectra for various liquids, and showed for each sample a small fraction of light is inelastically scattered at optical frequencies different from the frequency of the incident light – the basis of the Raman effect. Raman and Krishnan subsequently used the mercury lamp at 435 nm, and photographic film to record more detailed spectra of carbon tetrachloride exhibiting both the Stokes and anti-Stokes lines in 1929 [49]. G. Placzek later published a semi-classical theory of the Raman effect [45, 50], but work on the Raman effect lay largely undeveloped until after the advent of the laser in the 1960’s.

As with similar early scientific discoveries, experimental configuration and calibration of the early Raman experiments were complex and time consuming. The invention of the laser in the 1960’s brought about a renaissance in Raman spectroscopy studies. Lasers could be focussed on small samples, had increased detection sensitivity, allowed the study of low frequency vibrations, and eliminated some of the problems associated with sample fluorescence. Porto and Wood were the first to use lasers as a tool in Raman spectroscopy in their studies of organic liquids and gases [51], Townes suggested the HeNe laser as a Raman source in 1961, but it was not implemented in experiments until three years later [52].
Signal to noise ratio was improved by the integration into Raman systems in the 1950’s of photon-counting photomultiplier tubes. However, it was not until the advent of new instrumentation including high quality holographic gratings, improved detectors and efficient data processing that Raman spectroscopy became more widely applied to the qualitative and quantitative analysis of chemical compounds [53]. Holographic gratings were largely defect free when compared to their predecessors, ruled gratings, and reduced stray light levels by orders of magnitude. Multiple stage monochromators or spectrographs were necessary in order to separate the signal of interest from the Rayleigh signal, and brought about the first easy to use analytical Raman Spectrometers [47]. Although charged coupled devices (CCD), were introduced in 1970 by Boyle and Smith [54], they were not used as detectors in Raman systems until 1987 [55].

Computers which integrate full acquisition control and sophisticated spectral analysis including fast Fourier transforms (FFT) have enabled the commercial systems that are now commonplace to be developed, and Raman Spectroscopy is now a powerful and widely used analysis technique in both research and industry. The first commercial micro-Raman system was designed around an optical microscope and incorporated single point and 2-dimensional Raman mapping. Use of micro Raman systems for quantification of local stresses in silicon down to device level was first published in 1983 [56], and since then has been widely used for strain analysis in semiconductors [57-59]. The use of different wavelength probe lasers in micro-Raman spectroscopy provides depth profiling capability, due to the dependence of wavelength on absorption coefficient, and penetration depth [60].

2.4.1 Rayleigh and Raman Scattering

When light interacts with matter photons can be absorbed, absorbed and re-emitted at a different wavelength, undergo scattering, or not interact with the material at all and pass straight through it. Elastic Rayleigh scattering, named after Lord Rayleigh who discovered it in the early 1900’s, occurs when the scattering medium is composed of particles which are much smaller than the wavelength of the incident light. The photons do not gain or lose energy during the scattering process, and therefore there is no change in wavelength of the light. The majority of light passing through a transparent material undergoes elastic scattering, and so it is the most intense type of scattering. Inelastic scattering occurs when a small amount of the energy of the incident radiation is lost or gained. In the case of Raman scattering the incident photon is scattered, and there is an energy exchange between the incident photons and the semiconductor phonons. Inelastic, Raman scattering can take two
forms: Stokes scattering occurs at longer wavelengths (lower energy) than the excitation wavelength; anti-Stokes scattering wavelengths are shifted to shorter wavelengths (higher energies). The magnitudes of Raman shifts are independent of the wavelength of excitation.

### 2.4.2 Raman Scattering in Solids

Raman spectroscopy involves the scattering of electromagnetic radiation by optical phonons in solids and molecular vibrations. Raman scattering occurs when light interacts inelastically with the lattice vibrations (phonons) of a material, which subsequently scatter the light. The frequency of the phonon Raman band is a function of the interatomic forces which are related to the bond lengths. In the case of the classical theory in crystalline materials the forces between the atoms are assumed to be linear and nearest-neighbour, and interatomic bonds can be modelled as springs, as described in Figure 2.19.

![Figure 2.19: 2-dimensional crystal lattice with atomic bonds modelled as springs](image)

The change of the spring constant (i.e. lattice spacing) under stress gives rise to shifts in the frequency of inelastically scattered Raman photons (Figure 2.20). Stokes scattering occurs when scattered photons lose energy by emitting a phonon, anti-Stokes scattering occurs when scattered photons gain energy. Thus scattered light has components with a different frequency than the incident light. A plot of the shifted light output versus frequency is a Raman spectrum.

![Figure 2.20: Vibrational wave travelling through crystal lattice with wavelength indicated. Amplitude of the wave is given by the displacements of the atoms from their equilibrium positions. \( \lambda \) is the wavelength of the wave](image)

Raman scattering can also be described in terms of the discrete energy states of each lattice vibration mode. This is a more exact theory, as unlike the classical theory it takes into
account the quantized nature of vibrations. It also considers the relationship between lattice properties and Raman scattering, which classical theory omits [46]. In quantum mechanics the energy levels of a harmonic oscillator are quantized. Similarly, energy levels of lattice vibrations are quantized with a quantum of vibration known as a phonon. Inelastic scattering must satisfy conservation of energy and momentum. The scattering frequency, $\omega_s$, is defined as: 

$$\omega_s = \omega_i \pm \omega_j$$  \hspace{1cm} (2.32)

where $\omega_i$ is the incident photon frequency, and $\omega_j$ is the frequency of the excitation.

The scattering wave vector, $\vec k_s$, is defined as:

$$\vec k_s = \vec k_i \pm \vec q_j$$  \hspace{1cm} (2.33)

where $\vec k_i$ is the incident photon wavevector, $\vec k_s$ is the scattered phonon wavevector, and $\vec q_j$ is the wavevector for the elementary excitation.

The 3 scattering processes are illustrated in Figure 2.21. In equations 2.32 and 2.33 the plus sign represents the process in which an elementary excitation is generated (Stokes scattering), and the minus sign represents a process in which an elementary excitation is annihilated (anti-Stokes scattering).

Figure 2.21: Diagram of Raman and Rayleigh Scattering. Raman scattering differs from Rayleigh by $\Delta E$, the energy of the first vibrational level of the ground state. The energy of the virtual state is defined by the energy of the incoming laser and the phonon properties.

For the propagation of light of frequency $\omega_i$ in a plane-polarised homogeneous medium the electric field $\vec E$ in the crystal at position $\vec r$ is given as:

$$\vec E_x = E_0 \exp \left[ i (\vec k_i \cdot \vec r - \omega_i t) \right]$$  \hspace{1cm} (2.34)
where $\vec{E}_x$ is the electric field in the x-direction and $E_0$ is the amplitude of the wave in the x-direction, and $t$ is time.

The excitation of the crystal corresponding to the inelastic light scattering is given by the lattice vibration. For lattice vibrations with wavevector $\vec{q}_j$ and frequency $\omega_j$, the vibrational amplitude at position $\vec{r}$ is expressed as:

$$Q_j = A_j \exp\left[ \pm i(\vec{q}_j \cdot \vec{r} - \omega_j t) \right]$$  \hspace{1cm} (2.35)

where $Q_j$ is the normal co-ordinate of vibration and $A_j$ is a constant [65, 66].

This quantised lattice vibration is known as a normal mode or a phonon, and can cause a variation in the electrical susceptibility of a crystal and give rise to Raman scattering.

When laser light with frequency $\omega_i$ and direction $\vec{k}_i$ is incident on a crystal the associated electric field $\vec{E}$ will induce a fluctuating electric moment in the crystal. $\vec{P}$, the electric dipole moment per unit volume (i.e. polarisation), may be defined as:

$$\vec{P} = \varepsilon_0 \chi \vec{E}$$  \hspace{1cm} (2.36)

where $\chi$ is the susceptibility tensor and $\varepsilon_0$ is the permittivity in free space.

Electromagnetic radiation can induce microscopic polarizations of a material. A system’s response to an electromagnetic field is known as the electric susceptibility. Susceptibility can change as a function of the lattice vibrations and thus can be expanded in a Taylor series with respect to the normal co-ordinate of vibration, $Q_j$, as:

$$\chi = \chi_0 + \left( \frac{\partial \chi}{\partial Q_j} \right)_0 Q_j + \left( \frac{\partial^2 \chi}{\partial Q_j \partial Q_k} \right)_0 Q_j Q_k + ...$$  \hspace{1cm} (2.37)

where the subscripts $j$ and $k$ refer to different vibration directions. Higher order terms can be neglected for small atomic displacements.

Thus equation 2.36 can be written as:

$$\vec{P} = \varepsilon_0 \chi_0 \vec{E}_0 \exp\left[ i(\vec{k}_i \cdot \vec{r} - \omega_i t) \right] + \varepsilon_0 A_j E_0 \left( \frac{\delta \chi}{\delta Q_j} \right)_0 \times \exp\left[ -i(\omega_i \pm \omega_j) t \right] \exp\left[ i(\vec{k}_i \pm \vec{q}_j) \cdot \vec{r} \right]$$  \hspace{1cm} (2.38)

The first term in equation 2.38 represents the oscillation of the induced moment at the frequency $\omega_i$ of the incident light, resulting in Rayleigh scattering. The second term describes the induced moments at frequencies $(\omega_i - \omega_j)$ which lead to Stokes and at $(\omega_i + \omega_j)$ to Anti-Stokes first-order Raman scatterings. Inelastically scattered light is
propagated in the directions $\vec{k}_i - \vec{q}_j$ and $\vec{k}_i + \vec{q}_j$ respectively. Raman scattering will only be observed when

$$\chi^{(1)} = \left( \frac{\delta \chi}{\delta Q_j} \right)_0 \neq 0$$  \hspace{1cm} (2.39)

where the elements of $\chi^{(1)}$ are the Raman tensor components.

Assuming $\hat{e}_i$ and $\hat{e}_s$ to be the unit vectors of the polarisation of the incoming and scattered light, respectively, and $R_j$ is the Raman tensor, the Raman scattering intensity is proportional to:

$$I \propto \left| \hat{e}_i . R_j . \hat{e}_s \right|^2$$  \hspace{1cm} (2.40)

Equation 2.40 determines whether a Raman-active phonon can be observed under certain experimental conditions regarding the incoming and scattered polarisation [65, 66].

**Quantum Theory: Raman Intensities**

Probabilities of Stokes and anti-Stokes processes strongly depend on the initial occupation number of the phonon state. From a quantum mechanical perspective the ratio of the intensities of Stokes and anti-Stokes scattering can be calculated from the Boltzmann equation [46, 47]:

$$\frac{N_n}{N_m} = \frac{g_n}{g_m} \exp \left[ - \frac{E_n - E_m}{kT} \right]$$  \hspace{1cm} (2.41)

where $N_n$ is the population of phonons in the excited vibrational energy level (n), $N_m$ is the population of phonons in the ground vibrational energy level (m), $g$ is the degeneracy of the levels n and m, $E_n - E_m$ is the difference in energy between the vibrational energy levels, and $k$ is Boltzmann’s constant. The Boltzmann distribution shows that at room temperature the ground state is more heavily populated, and thus Stokes Raman scattering is stronger than anti-Stokes Raman scattering. The ratio between Stokes and anti-Stokes intensities is given by:

$$\frac{I_{AS}}{I_S} = \exp \left( \frac{\hbar \omega}{k_B T} \right)$$  \hspace{1cm} (2.42)

where $I_{AS}$ is the intensity of anti-Stokes Raman scattering and $I_S$ is the intensity of Stokes Raman scattering [65].
2.4.4 Polarizability and Raman Selection Rules

Raman scattering is dependent on the polarisation vectors of the incident and scattered light. This dependence is related to the symmetry properties of the derivative of the susceptibility, eqn (2.39) or of the equivalent Raman tensor, \( R_j \) [65-67]. For scattering of phonons in Si, which has the diamond cubic structure, the Raman tensors have the form [60]:

\[
R_x = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & d \\
0 & d & 0
\end{pmatrix} \quad (2.43)
\]

\[
R_y = \begin{pmatrix}
0 & 0 & d \\
0 & 0 & 0 \\
d & 0 & 0
\end{pmatrix} \quad (2.44)
\]

\[
R_z = \begin{pmatrix}
0 & d & 0 \\
d & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \quad (2.45)
\]

where \( x=[100], y=[010] \) and \( z=[001] \).

For back scattering from a (001) surface, i.e. the surface of a (100) Si wafer, only \( R_z \) is observed, which corresponds to the longitudinal optical (LO) phonon polarized along \( z \). For back scattering from (110) surface of, for example, a cleaved wafer, as is the case with the stacked chips analysed in chapter 6 of this study, either the \( R_z \) or the \( R_x \) and \( R_y \) matrices can be involved. The \( R_x \) and \( R_y \) matrices correspond to scattering by transverse optical (TO), phonons polarized along \( x \) and \( y \) respectively [66]. For unstrained Si, the three optical Raman modes of Si have the same frequency of \(~520 \text{ Rcm}^{-1}\) where \( \text{Rcm}^{-1} \) refers to wave numbers relative to the frequency of the laser light.

2.4.5 Raman Peak Characteristics

The different characteristics of Raman peaks can reveal a range of information about the material being examined. Characteristic Raman frequencies can indicate the composition of the material, frequency shifts can indicate the stress/strain state of the material, polarisation of the Raman peak can indicate crystal symmetry and orientation, the width of the Raman peak can indicate the quality of the crystal, and peak intensity can indicate the volume of material present.

The intensity of the Raman peak can provide information as to the crystalline disorder in the sample. Changes in the Raman polarizability tensors determine the Raman scattering
intensity with decreases in intensity indicative of crystal disorder. Raman shift is the difference in wavenumbers (cm$^{-1}$), between the scattered radiation and the excitation (laser) radiation:

$$\Delta \omega_{\text{Raman}} = \Delta \omega_{\text{laser}} - \Delta \omega_{\text{scattered}}$$  \hspace{1cm} (2.46)

The frequency of Raman phonon modes are always measured relative to the frequency of the laser light, and designated relative cm$^{-1}$ (Rcm$^{-1}$). However the prefix is generally omitted and the popular labelling convention is cm$^{-1}$.

**Peak Shape**

The triply degenerate Transverse Optical (TO) phonon induced Raman peak shift of Si lies at 520.07 cm$^{-1}$[57, 61]. This peak is indicative of unstrained crystalline Si, and is due to the zero momentum state of the optical phonon with energy 64 meV [62]. In the case of amorphous Si ($\alpha$-Si), a variety of phonon modes and energies are allowed, and a broad peak centred on 470 cm$^{-1}$ is dominant. Nano-crystalline Si is characterised by a broad shoulder at 510 cm$^{-1}$ [58]. Crystallite peak width and position is influenced by the crystallite size and shape, with micro-crystals smaller than approximately 300Å leading to a peak red shift and broadening [63], and peak shapes increasing in asymmetry for smaller crystallite sizes.

**Strain Measurements**

The extent of strain in a strained crystal can be quantified by the difference between the phonon energy of the relaxed (unstrained) crystal and the strained phonon energy [59]. The solution to the characteristic equation, gives the frequencies of the three optical modes in cubic crystals, in the presence of strain [57]:

$$\begin{vmatrix}
    p\epsilon_{11} + q(\epsilon_{22} + \epsilon_{33}) - \lambda & 2r\epsilon_{12} & 2r\epsilon_{13} \\
    2r\epsilon_{12} & p\epsilon_{11} + q(\epsilon_{22} + \epsilon_{11}) - \lambda & 2r\epsilon_{23} \\
    2r\epsilon_{13} & 2r\epsilon_{23} & p\epsilon_{11} + q(\epsilon_{11} + \epsilon_{22}) - \lambda
\end{vmatrix} = 0$$  \hspace{1cm} (2.47)

where p, q and r are material constants, known as the phonon deformation potentials, and $\epsilon_{ij}$ are the strain tensor components. The eigenvalues, $\lambda_j$, where $j=1, 2, 3$, denote the presence of stress, and $\omega_{j0}$ is the Raman frequency in the absence of stress. The strain shift can therefore be calculated from:

$$\Delta \omega_j = \omega_j - \omega_{j0} \approx \frac{\lambda_j}{2\omega_{j0}}$$  \hspace{1cm} (2.48)

For backscattering from a (001) surface, only the third Raman mode is observed [64]. If a uniform biaxial stress model is assumed, the relationship between Raman shift and stress can be calculated from the equation [59, 64]:

50
\[ \Delta \omega_3 = -4 \times 10^{-9} \left( \frac{\sigma_{xx} + \sigma_{yy}}{2} \right) \]  
(2.49)

where \( \sigma_{xx} \) and \( \sigma_{yy} \) are the stress components for biaxial strain in the x-y plane. Assuming, \( \sigma_{xx} = \sigma_{yy} \), equation (2.49) can be written as:

\[ \sigma_{xx} = \sigma_{yy} = \frac{\Delta \omega}{4} \text{ GPa} \]  
(2.50)

Thus compressive uniaxial or biaxial stress results in a Raman peak shift to a higher wavenumber (blue shift), and tensile stress results in a Raman peak shift to a lower wavenumber (red shift).

### 2.5 Summary

In this chapter, principles underlying the theories of x-ray diffraction imaging, photoacoustic microscopy and micro-Raman spectroscopy have been presented. A basic introduction to SXRT/XRDI, and the principal image contrast mechanisms observed in the strained wafers and packages characterised in chapters 4, 5 and 6 have also been included. The photoacoustic effect in condensed matter samples has been reviewed, focusing on the established Rosencwaig–Gersho theory. The relationships between optical absorption coefficient, thermal diffusion length, laser wavelength and modulation frequency were also described. Finally, micro-Raman spectroscopy, a well-established and widely used quantitative analysis technique, was introduced. Raman scattering theory in solids was discussed and the use of micro-Raman spectroscopy to measure stress and strain in semiconductor materials considered. Chapter 3 expands on the theories of XRDI, PAM and micro-Raman spectroscopy by describing in detail the experimental equipment, materials and methods behind each technique and their application in this study.
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Experimental Methodology

3.1 Introduction

The aim of this chapter is to introduce the three main experimental techniques used in this study: X-Ray Diffraction Imaging (XRDI), 3-dimensional X-Ray Diffraction Imaging (3D-XRDI) and 3-dimensional surface mapping (3DSM). These methods are used as characterisation tools to qualitatively analyse strain fields in silicon, and in the case of 3D-XRDI and 3DSM to enable 3-dimensional visualisation of strain fields and lattice plane misorientation in bulk Si wafers and packaged chips. XRDI is used as a qualitative characterisation tool in conventional large area transmission (LAT), section transmission (ST) and large area back reflection (LABR) geometries. The main component of the two 3-dimensional imaging techniques, 3D-XRDI and 3DSM, is the 3-dimensional reconstruction of strain field and lattice misorientation data from X-Ray Diffraction Images using the widely available image processing and Computer Aided Design (CAD) packages ImageJ\(^1\) and SolidWorks®. Two complementary non-destructive analysis techniques are also described: PAM and micro-Raman Spectroscopy.

3.2 Synchrotron X-Ray Diffraction (SXRT) / X-Ray Diffraction Imaging (XRDI)

Synchrotron X-Ray Topography (SXRT), also known as X-Ray Diffraction Imaging (XRDI) is a well established and powerful technique for the imaging of strain and defects in crystals such as dislocations, stacking faults, precipitates, voids, dislocations, strained layers and grain boundaries [1-3]. Analysis of topographs can also yield information on the density and distribution of dislocations, strain distribution caused by thermal processing, or introduced into a sample through strain engineering, and subgrain structures including misorientation angles [4 - 6]. XRDI is used in a range of geometries for the characterisation of materials, with each geometry providing information on a different part (surface, bulk, and cross-section) of the crystal. Three main XRDI experimental setups were used in this study: large area back reflection topography (LABR), large area transmission topography (LAT) and section transmission topography (ST) [3].

\(^1\) ImageJ is also available as open source software known as Fiji. Fiji is ImageJ bundled with Java, Java 3D and many of the established plugins.
3.2.1 Image Geometries

SXRT provides much higher resolution topographs than conventional x-ray topography using a laboratory source and on a much shorter time scale, i.e. seconds versus hours. In addition to the geometric and spatial resolution of the synchrotron source, the resolution of the photographic film or ccd camera can also limit the spatial resolution of topographs. When taking topographs the two most commonly adjusted parameters are the sample to film/camera distance, L, and the angle of the sample holder with respect to the film/camera. The larger the sample to film/camera distance, the lower the resolution (eqn. 3.1), so smaller sample to film distances are preferable. However the film/camera should be located far enough away from the sample to avoid spot overlapping for large area topographs. Small adjustments of the sample holder orient different planes of the crystal with respect to the beam so as to position certain useful reflections optimally. For experiments discussed in this report the angle was typically between 0° and 20°.

3.2.1.1 Large area transmission

The large area transmission (LAT) geometry setup is shown in Figure 3.1(a). Radiation passes through the back side of the sample, and reflections are recorded on the film. The incident beam is collimated to a maximum of ~4 mm x 4 mm, as larger beam sizes can lead to excessive fluorescence of the sample, which produces an unacceptable background x-ray intensity and hence poor contrast on the film. Topograph images represent the whole sample thickness and intensity variations are accumulated from defects through the bulk microstructure of the sample. In the case of good quality crystals, transmission images can be recorded through several mm of material.

3.2.1.2 Transmission section topography

Transmission section topography (ST), Figure 3.1(b), is similar to LAT except the beam is collimated into a narrow ribbon by a slit typically approximately 10 -15 µm in height. This enables sample cross-section images to be obtained, providing the Bragg angle is not too small. As in the case of LAT topography, ST images represent the whole sample thickness and intensity variations are accumulated from defects through the bulk micro-structure of the sample.
3.2.1.3 Large area back reflection topography

Large area back reflection topography (LABRT) is illustrated in Figure 3.1(c). Radiation passes through a hole in the back side of the film, and impinges on the sample, perpendicular to its upper surface. As in LAT geometry, the incident beam is collimated to a maximum of 4 mm × 4 mm. LABRT is used to access information about the microstructure of the upper regions of the sample. Penetration depths can be calculated according to equations (3.1 – 3.2), and are typically within 1 µm – 10 µm of the sample surface.

3.2.1.4 Back Reflection Section Topography

Back Reflection Section Topography (BRST) is similar to LABRT except, like transmission section topography the beam is collimated into a narrow ribbon by a secondary slit, which is positioned between the main slits and the sample. A schematic of the BRST topography is shown in Figure 3.1(d).
3.2.2 Synchrotron Sources

Several synchrotron radiation sources are available for topography studies in Europe. The synchrotron sources used for this project were based at ANKA, Karlsruhe, Germany and HASYLAB-DESY, Hamburg, Germany. Both synchrotron sources have a similar beamline configuration, as described in Figure 3.2. The operation of a synchrotron source involves three main parts – a pre-accelerator, a booster synchrotron, and a storage ring. High energy electrons or positrons are generated by an electron gun (radioactive positron source) and accelerated to near the speed of light by a linear accelerator. For the sake of this discussion we will assume that the relativistic charged particles are electrons. The electrons are then transferred to a booster synchrotron, where their energy is increased. They are then circulated around an ultra-high vacuum storage ring, which contains a series of bending magnets. As the electrons pass through the magnetic field created by the magnets, electromagnetic radiation is created in accordance with relativistic electrodynamics [46, 47]. The straight sections of the ring contain insertion devices. These can be wigglers, or undulators, or a combination of the two.

Wigglers consist of a pair of arrays of bending magnets positioned perpendicular to the direction of motion of the electrons. The electron beam is periodically deflected by the alternating magnetic field, causing the electrons to wiggle or undulate about their nominal central position and thus radiate. The separation gap between the two arrays of magnets determines the magnetic field strength. By adjusting this gap, wigglers can be used to control certain properties of the radiation such as intensity and wavelength. Undulators are
similar to wigglers in that they cause small electron or positron deflections; however the undulation of the particles is much weaker than in the case of a wiggler. This results in a longer pulse of light rather than a series of short bursts and enables high flux and brightness levels to be achieved.

Figure 3.2: Topography Beamline at Synchrotron Radiation Facility [4].

The use of a synchrotron x-ray source enables excellent resolution topographs to be obtained. The maximum geometric resolution achievable for an image from a synchrotron source is dependent on the length of the beam line and the effective source size. The low divergence of the synchrotron beam is typically \( \approx 10^{-4} \) rads in the vertical plane and \( \approx 10^{-3} \) rads in the horizontal plane and the high intensity of the beam enables a high degree of spatial resolution to be achieved.

Smaller source sizes and longer beam lines lead to small angles subtended by the source at points in the specimen, and are preferable in order to obtain the best image resolutions [3, 7].

Figure 3.3: Schematic diagram showing the geometrical resolution set by the projected source height normal to the incident plane.

The geometric resolution, \( \delta \) can be calculated from:

\[
\frac{H}{L} = \frac{\delta}{D}
\] (3.1)
where $D$ is the sample to detector (film) distance, $L$ is the source to sample distance, $\omega$ is the divergence of the beam received by the sample, and $H$ is the size of the source (Figure 3.3).

$$\Rightarrow \delta = \frac{DH}{L} = \omega D$$

(3.2)

### 3.2.2.1 DESY

SXRT measurements were performed at HASYLAB-DESY, Hamburg, Germany (Hamburger Synchrotronstrahlungslabor am Deutschen Elektronen-Synchrotron), using the F-1 topography beamline at the DORIS III storage ring. The DORIS III ring operates at a positron energy of 4.450 GeV and typical beam currents of 80 – 150 mA, with a stored current lifetime of 10 – 18 hours [8]. The main parameters of the system are listed in the table below (Figure 3.4) [8]. For a typical sample to film distance of 80 mm, and the larger (horizontal) value for the source size, the geometrical resolution can be calculated from (3.2) to be $\approx 2.8 \mu m$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circumference</td>
<td>289 m</td>
</tr>
<tr>
<td>Source – Sample Distance</td>
<td>35 m</td>
</tr>
<tr>
<td>Source Size</td>
<td>1.224 mm x 0.510 $\mu$m</td>
</tr>
<tr>
<td>Beam Divergence (horizontal)</td>
<td>0.4 mrad</td>
</tr>
<tr>
<td>Beam Divergence (vertical)</td>
<td>0.238 mrad</td>
</tr>
</tbody>
</table>

Figure 3.4: Main Parameters of the Synchrotron at DESY [8].

Figure 3.5 shows the setup for LABR topography imaging at DESY. In order to obtain LABR topographs the x-ray film is positioned between the incoming x-ray beam and the film holder. All images recorded at DESY were on high resolution Slavich Geola VRP-M Holographic Film, with a grain size of $\sim 35$ nm. The film holder has a hole of $\sim 6$ mm in diameter at the centre to allow the x-ray beam to pass through. X-rays pass through the back side of the film, and impinge on the sample, which is held at 0°. Samples were mounted on a sample holder, which is attached to dual high precision Micos LS-65 linear stages designed specifically for this study. This enabled movement of the sample in x and y directions with a step size down to 0.2 $\mu$m and unidirectional repeatability of 0.3 $\mu$m.
Figure 3.5: LABR Topography setup at DESY. Synchrotron X-Ray beam passes through the back of the film holder, and diffracts off the sample which is fixed to the sample holder. A Laue pattern of topographs is formed on the X-Ray Film.

3.3.2.2 ANKA

SXRT measurements were also performed at ANKA, Karlsruhe, Germany using the TopoTomo X-Ray Topography beamline. The ring operated at an electron energy of 2.5 GeV, with a typical beam current of 200 mA and a lifetime of around 20 hours. The main parameters of the system are listed in the table below (Figure 3.6) [9].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circumference</td>
<td>110.4 m</td>
</tr>
<tr>
<td>Source – Sample Distance</td>
<td>30 m</td>
</tr>
<tr>
<td>Source Size</td>
<td>800 µm x 200 µm</td>
</tr>
<tr>
<td>Beam Divergence (horizontal)</td>
<td>2 mrad</td>
</tr>
<tr>
<td>Beam Divergence (vertical)</td>
<td>0.5 mrad</td>
</tr>
</tbody>
</table>

Figure 3.6: Main Parameters of the Synchrotron at ANKA [9].

There are two sets of slits at ANKA, one 6 m from the source, a secondary set 29 m from the source. The source size can be reduced down to a minimum of 5 µm x 5 µm by the first
set of slits. A typical beam size for large area topography would be 4 mm x 4 mm, which would be controlled by the second set of slits. For a typical sample to film/camera distance of 80 mm, and the larger (horizontal) value for the source size, the maximum geometrical resolution can be calculated from (3.2) to be ≈2.1 μm.

Figure 3.7(a): Image of the XRDI setup at ANKA showing the LAT geometry

Figure 3.7(a) shows the setup for ST topography imaging at ANKA. In order to obtain section topographs the X-rays are collimated into a narrow ribbon only 15 μm high using the second set of slits. The sample was mounted on a high precision goniometer capable of x-z translation movement and φ swivel movement. Utilising φ the sample was tilted to 12° to optimise the position of the 220 reflection (Figure 3.7(b)).
Topographs collected at ANKA can be recorded on either high resolution film or using a CCD camera system. A pco.4000 14 bit cooled CCD camera system from PCO Imaging®, with a resolution of $4008 \times 2672$ pixels and pixel size of $9 \, \mu m \times 9 \, \mu m$ was used in conjunction with a 300$\mu$m thick Ce doped Lu$_3$Al$_5$O$_{12}$ scintillating crystal for image acquisition at ANKA [10, 11]. The addition of 3.6x Rodenflex® “TV-Heliflex” magnification optics enabled an effective pixel size of $2.5 \, \mu m \times 2.5 \, \mu m$ to be obtained. Where the CCD camera was used it was positioned approximately 16 cm from the sample to record only the 220 reflection from the Laue pattern of topographs.

### 3.3 3-Dimensional X-Ray Diffraction Imaging (3D-XRDI)

3D-XRDI is a high spatial resolution synchrotron based ($<3 \, \mu m$ X-Y) diffraction imaging technique. 3D-XRDI provides an improvement over conventional XRDI in that it makes it easier to distinguish damage sites, identify stress / strain regions both above and below the surface, and gives a 3D analysis of defects in semiconductor wafers, most usefully when in kinematical diffraction mode. There are 4 key steps in the 3D-XRDI approach used in this study: XRDI image capture, XRDI image optimisation & registration, 3D rendering and 3D viewing. Image processing and analytical techniques (XRDI Image Optimisation, 3D rendering and 3D Viewing), and all post-rendering image enhancement, noise removal and analysis are performed utilising ImageJ software [21, 22].
Figure 3.8 below is a schematic of the 3D-XRDI image acquisition and processing steps. In the 3D processing steps (grey boxes) XRDI images are initially acquired via SXRT and imported into ImageJ as (tiff) stacks. The second step involves noise removal, stack registration and image cropping. Images are then rendered to form 3D representations, which can be viewed as volumes using the 3D Viewer. There are numerous image processing options in ImageJ. For optimal visualisation of strain fields in 3D-XRDI all or some of the post-rendering image processing options, which are represented by the yellow boxes in the flow chart should be performed. Internal strain induced x-ray contrast fields can be viewed in the 3D model. The green boxes in the flow chart show the two options for internal strain field visualisation: - cutting away part of the 3D model, or rendering the stack as two parts.
Figure 3.8: 3D-XRDI Image Acquisition and Processing Steps.
3.3.1 ImageJ

*ImageJ,* is a Java based image processing program written and developed by Wayne Rasband at the United States National Institutes of Health. *ImageJ* and its Java source code are freely available and in the public domain [21]. *ImageJ* can run on a number of platforms, either as an online applet or as a downloadable application. In addition to the sophisticated image editing and processing functionality available through its source code, *ImageJ* has extendable functionality via Java plugins. There are over 400+ plugins freely available online [23], which include advanced 3D volume reconstruction algorithms. *ImageJ* Version 1.44 for Windows operating system, bundled with 32-bit Java 1.6.0_20 [24] was used for this study. A number of plugins were added to supplement the basic functionality and expand 3D rendering capabilities. These included VolumeJ [25], StackReg [26], TurboReg [27], and K-means clustering [28].

3.3.2 3D Processing

3.3.2.1 XRDI Image Capture

3D-XRDI uses a stacked series of images obtained in the Transmission Section Topography (ST) geometry. [22]. These digital images were recorded at the ANKA Synchrotron, Karlsruhe, Germany using the TopoTomo X-Ray Topography beamline. Topographs were recorded using the PCO.4000 high resolution 14 bit cooled CCD camera (Section 3.3.2.2). The setup for ST topography image capture at ANKA is shown in Figure 3.1(b) and described in Section 3.3.2.2. The sample to camera distance used was 60 – 85 mm, depending on the particular sample being examined. The sample was mounted on the goniometer, and aligned so that the region of interest was centred on the slits. The image acquisition time was optimised for a single ST topograph so as to capture the highest contrast image possible without saturating the image. Utilizing the z-translation the sample was stepped in 15 µm steps, from approximately 2 mm above the damage site to approximately 2 mm below the damage site, thus obtaining a series of ‘slices’ across the region of interest. A dark-field image was also captured at the beginning and end of the stepping sequence for later image normalisation.

3.3.2.2 XRDI Image Optimisation & Registration

The XRDI images obtained at the synchrotron were then loaded onto a desktop computer with a quad core processor and *ImageJ* open-source software installed [21]. Using the *Math* functionality in *ImageJ* the dark field images obtained at the synchrotron were subtracted
from the topographs to remove any artefacts due to the scintillating crystal or ccd. Images were then stacked in sequence using the images to stack option. Images in the stack can be displaced from each other as a result of drift of the ccd sensor, and the stepping of the sample during image acquisition, the resultant 3-dimensional model from such a stack would be distorted, and not represent the true shape of the strain fields. Registration of the images prior to rendering is therefore essential. Two-dimensional image registration in ImageJ is supported by several plugins, which enable both manual and automatic registration. In the case of this study all image stacks were registered first using StackReg [26], where registration of one or more images was inadequate, images were subsequently manually registered using TurboReg [27].

XRDI ST topography images typically display cross sections across the entire sample. In order to focus on the region of interest, and reduce computational power needed, images were cropped to include only the damage site and surrounding strain fields using the crop function from the ImageJ menu.

3.3.2.3 Volume Rendering (Ray Casting)

The ImageJ 3D viewer is a plugin for ImageJ, which when combined with Java 3D and projection plugins enables image stacks to be rendered into a volume and viewed 3-dimensionally (Figure 3.9). Image stacks can be rendered using the Projector plugin [29] or by using the volume reconstruction plugin [30]. The projector plugin is utilized via the stacks/3D Project menus in ImageJ. The plugin offers three possible linear projection methods to render images: Nearest Point, Brightest Point or Mean Value projection. In the case of Nearest Point projection each pixel of a volume is projected onto a plane by a ray passing normal to the volume. The value of the nearest non-transparent point which the ray encounters is stored in the projection image [31]. Brightest point projection projects the brightest point encountered along each ray, while mean value projects the average value of all transparent points encountered along a ray path. Interpolation can be applied by ticking the checkbox, and the volume can be rotated about x, y or z axes. In the case of 3D-XRDI the volume is rotated about the x or y axes and the slice spacing is input as the z-value. The volume reconstructor plugin performs the same function as the projector plugin while utilising trilinear interpolation algorithms [32]. Trilinear interpolation applies the weighted average of the nearest voxels to arrive at its final interpolated value. The z-spacing value (slice separation) is input as the aspect-z value in the Volume Reconstructor popup window.
In order to accurately construct a 3D image of the XRDI slices the distance between each successive ST topograph must be known, as well as the µm / pixel ratio. If accurate image dimensions are known, the \texttt{analyse/tools/scale} bar option in \texttt{ImageJ} allows the µm / pixel ratio to be calculated. The z-spacing can then be calculated according to the relationship below:

$$\frac{\text{StepSize(µm)}}{\text{ImageScale(µm/pixel)}} = Z\text{-spacing} \quad (3.3)$$

Although either of the volume rendering techniques described above may be used for volume rendering of XRDI, the method should be chosen carefully. The \texttt{projector} plugin is fast and memory efficient. However images can appear pixelated when interpolation is used. Where interpolation is not used both plugins gave similar results in the axial plane, however in the case of the \texttt{projector} plugin gaps can appear between neighbouring slices when the 3D volume is viewed from certain angles. When the resolution of the data set is low, tri-linear interpolation produces better quality 3D images. XRDI images can appear blurred, and thus the volume reconstruction plugin was used to generate the 3D images used in this study.

![Figure 3.9: Series of Section Topographs (ST) which are rendered together to form 3D XRDI.](image)

3.3.2.4 3D Viewing

The \texttt{ImageJ 3D Viewer} plugin enables stacks to be shown as volume visualisations in 3D XYZ-space. After rendering the hypervolume can be opened using the \texttt{3D Viewer (Plugins/3D Viewer)}, and visualised in 3D. In the \texttt{3D Viewer} options \texttt{Color} should be set to \texttt{None} to use the default colour of the stack. The \texttt{resampling factor} is the factor by which the stack is resampled before it is rendered, this was set to two for all images rendered in this study. All other boxes should be left at their default values.
3.3.3 Post-Rendering Image Processing

Post-rendering 3D image quality can be enhanced by techniques such as noise removal, simple thresholding and transparency adjustments. Segmentation can also be performed via k-means clustering, and a variety of look up tables (LUT) can be applied to further enhance specific image features. Grey scale images can be segmented to separate features of interest from the background, and remove extraneous noise and image artefacts. The threshold slider sets the limit below which pixel values are set to black. Transparency of the 3D Volume can then be tuned so as to further remove noise, and enhance regions of interest. In an 8-bit greyscale image the transparency of each pixel is represented by a value between 0 and 1, with 0 as completely opaque, and 1 completely transparent. When used together thresholding and transparency are valuable tools in 3D-XRDI analysis as they enable uniform, outer layers (i.e. bare Si), to be stripped away and inner structures including highly strained regions, and defects to be highlighted. Figures 3.10 (a) and 3.10 (b) below show 3D-XRDI images with (a) no image processing applied (b) thresholding and transparency applied.

![Figure 3.10 (a): 3D-XRDI ‘raw’ image showing Si sample damaged by arcing. Image was rendered using volume reconstruction plugin.](image1)

![Figure 3.10 (b): 3D-XRDI image (Figure 3.10 (a)) after thresholding and transparency adjustments.](image2)

The black and white nature of the XRDI images and the subtle differences in grey levels make it difficult for the eye to distinguish changes in grey scale and the corresponding changes in strain field intensity. A K-means clustering can be used to separate the differences in strain field intensity, and enhance the analysis process. K-means clustering is available as a plugin at: http://www.ohloh.net/p/ij-plugins. A cluster is a region in which the density of objects is locally higher than in other regions. K-means clustering is a form of image segmentation where the number of clusters is initially decided by the user (K value).
The algorithm (Appendix A) initially selects K data points randomly. The remaining data points are assigned to one of the K clusters. The centroid of each of the K clusters then becomes the new mean and the steps are repeated until convergence is reached [29]. A false colour image is made from several grey scale images where each pixel value is mapped to a colour, according to the LUTs or function used, while restoring the default identity function. This ensures that grey values are modified so as to maintain the colour scaling of the input image. Over 100 LUTs are available in ImageJ, and they can be applied to greyscale images to highlight areas of interest or visualise regions of enhanced strain contrast. Figures 3.11(a)-(c) below show images with K-means clustering, and Spectrum and HiLo LUTs applied. Figure 3.11 (a) demonstrates K-means clustering applied to the Si arcing damaged sample in Figures 3.10 (a) & (b). The white regions correspond to areas where the strain field is the greatest, and the dark regions exhibit the least strain. Similarly, in Figures 3.11 (b) and (c) the regions of highest strain are indicated by the red and black areas, respectively. A plot of the active image’s LUT, describing the colour that is displayed for the range of pixel values 0 – 255 can be obtained by accessing the menu command Image/Color/Show LUT. It can be useful to display the LUT plot, as in Figure 3.11(b), to relate specific colours to strain levels for a given image.

Figure 3.11(a): 3D-XRDI image of arcing damaged sample with K-means clustering applied.

Figure 3.11(b): 3D-XRDI image of arcing damaged sample with Spectrum LUT applied after K-means clustering.
3.3.4 Slicing the 3D model

The 3D-XRDI images can themselves be individually sectioned along any plane of choice in order to see detail of the internal damage, while continuing to preserve the 3D data. After image processing and registration steps the stack of images is separated into two stacks, with the ST topographs at the plane of interest at the end of the first stack and beginning of the last stack, respectively. Volume rendering, 3D viewing and subsequent image processing steps can then be performed on each stack, and the 3D volumes oriented in space so the planes of interest are visible.

Where the feature or area of interest does not lie in the plane of one of the original ST topographs 3D volumes can be sliced post-rendering. The volume is first positioned so as to orient the side of the face to be removed towards the user. The selection tool in ImageJ is then used to select the region that is to be cut away (discarded). Using the Edit/Fill Selection commands the volume is cut by removing any part of the volume which is within the selected region. The volume can then be oriented so as to view the feature/area of interest (Figure 3.12(a)) and K-means clustering applied to highlight regions of interest (Figure 3.12(b)).
3.4 3-Dimensional Surface Modelling (3DSM)

3-Dimensional Surface Modelling (3DSM) is a modelling technique which uses the high resolution (~3 µm) strain imaging capabilities of XRDI, combined with the advanced freeform modelling capabilities of SolidWorks® to build 3-dimensional profiles of crystalline misorientation across completely packaged chips. SolidWorks® is a 3D, parametric, solid modelling program. It enables the creation of free-form surfaces by the definition of an array of points on the surface. The position of the points can be optimised using algorithms available through the SolidWorks® user interface or through plug-ins which are freely available online. SolidWorks® can then fit a surface to these points using a number of proprietary algorithms. The XRDI/CAD based 3DSM process includes four main phases: XRDI image capture, importing XRDI into SolidWorks®, creating B-spline curves and constructing the 3D surface model (Figure 3.13).
3.4.1 XRDI Image Capture

The X-Ray Difraction Imaging (XRDI) measurements were performed at ANKA, Karlsruhe, Germany using the TopoTomo beamline [2]. In order to apply the 3DSM technique the topographs were recorded in section transmission (ST) geometry. The experimental setup is described in Section 3.2. Briefly, the topographs were again recorded using the PCO.4000 high resolution 14 bit cooled CCD camera, with magnification optics, which enabled a pixel size of 2.5 µm to be obtained [9]. The sample to camera distance, L, was 80 mm. In order to obtain section topographs the X-rays are collimated into a narrow ribbon only 15 µm high. The CCD camera was positioned to record the 220 reflection from the Laue diffraction pattern of topographs. The sample was mounted on a high precision xy stage which enabled the user to step across the sample and thus obtain a series of section topographs across the packaged chip. ST topographs were taken at 1.0 mm steps from the pads at the top of the chip stepping sequentially until the bottom of the chip, was reached. The chip was then rotated at 90° and the process repeated; this enabled a grid of ST topographs, as illustrated in Figure 3.14(a), to be obtained.
Figure 3.14(a): QFN-A package. Red lines show the approximate positions where ST topographs were obtained.

Figure 3.14(b): Unpackaged chip from QFN-A package. Red arrows show the [011] and [1-10] crystal directions.

ST topographs represent reflections from the [2 2 0] planes of Si. As topographs are obtained with the chip at 0° (horizontal ST topographs) and rotated 90° (vertical ST topographs), assuming the crystal axes as in Figure 3.14(b), reflections arise from either the (2 2 0)/(-2 2 0) or (2 -2 0)/(-2 -2 0) planes respectively.

3.4.2 Importing XRDI into SolidWorks®

The original ST topograph images were scaled and cropped so that the topograph filled the complete frame. A set of 4 sketch planes parallel to a reference plane (right plane) were created in SolidWorks®. Each sketch plane was positioned so that the distance between adjacent sketch planes was proportional to the distance between two corresponding ST topographs. Horizontal ST topographs were imported into SolidWorks® and positioned on the corresponding sketch planes so as to be centred with respect to the perpendicular front and side planes (Figure 3.15). The above process was then repeated in a new SolidWorks® file using the vertical ST topographs from the same chip rotated at 90°.
3.4.3 Creating B-spline curves

The next step in the modelling process was to create splines in SolidWorks®. SolidWorks® uses B-spline curves to define high resolution curves. B-spline curves are extended versions of Bezier curves, with each B-spline consisting of a number of Bezier curve segments. They use parametric modelling and are preferable to polynomial models due to their small size, automatic detail resolution and scalability [30]. B-spline curves are made up of an arbitrary number of control points which provide a basis for the contour to approximate. The mathematics behind B-spline curves are complex, and beyond the scope of this thesis [31, 32, 33], however the use of B-spline curves is relatively straightforward, and is further simplified by 3D parametric CAD software packages such as SolidWorks®.

In order to model the shape of the imported ST topographs the contours of the topographs were followed by positioning points along the exterior contours and using the point option of the spline mode in SolidWorks®. B-spline curves were filled to the points using the curve fitting technique, which utilises the least square fitting method. The B-spline curve was then adjusted further so as to fit the contours of the topograph more closely. This was carried out by adjusting the handles which control the tangent vectors at the spline points (Figure 3.16).
Figure 3.16: ST Topograph (black line) with b-spline curve fitted to the contour (blue line). Points which form spline and handles which control tangent vectors are indicated by black and red arrows respectively.

B-spline curves were created for each of the 5 horizontal and 5 vertical ST topographs. The imported topographs were then hidden, enabling a set of splines to be displayed as in Figure 3.17.

Figure 3.17: Horizontal topographs and corresponding horizontal B-Spline curves created in SolidWorks®.
3.4.4 Constructing the 3D Surface Model

The 3D surface model was created using the boundary surface feature in SolidWorks®. The boundary surface feature creates a solid surface model by connecting the splines created in the previous step. The splines were selected in sequence, from the P1 horizontal spline to the P5 horizontal spline, ensuring the same ends of the splines were selected to ensure surface continuity. Figure 3.18(a) shows the boundary surface mesh across 5 horizontal splines; no tangency constraint, i.e. zero curvature is applied in order to give the closest possible fit of the surface to the splines. Figure 3.18(b) is the same surface with curvature combs visible in two directions, combs cross the spline at inflection points which enable the boundary curve formation to be visualised. The surface can also be created by lofting between splines, however boundary surfaces are generally considered of higher quality as the surface created is continuous in all directions.

Figure 3.18(a): Boundary surface formation showing splines and mesh detail.

Figure 3.18(b): Boundary surface formation showing curvature combs.

SolidWorks® is a commercially available package, information is therefore not freely available on the algorithms used for surface modelling, however we know from their licensing [34], and other sources [35] that SolidWorks® primarily uses Parasolid. Computer Aided Three-dimensional Interactive Application (CATIA) based geometry and some 3D ACIS Modeler (ACIS) based geometry is also used by SolidWorks®, either explicitly as surfaces or as a component of applied features. All three of the above software kernels / suites use Non-Uniform Rational Basis Spline (NURBS) as the core surface representation [36, 37]. B-splines, which form part of NURBS curves, are straightforward to implement. As NURBS surfaces tend to have a large number of control points their implementation is
more complex, and although SolidWorks® uses methods which simplify their complexity, in doing so it limits their capabilities. Further information on NURBS surfaces are given in [30-33].
3.5 Photoacoustic Microscopy (PAM)

The photothermal effect can be detected acoustically, optically, or thermally [38-40]. The cell used in this study was designed to detect the acoustic signal generated by the photothermal effect using gas condenser microphones. A photoacoustic microscope consists of five main elements: an excitation source, modulator, signal detector, signal processing and a display system. A low signal-to-noise ratio is inherent in all photoacoustic systems; in view of this the photoacoustic microscope must be designed to maximise the signal-to-noise ratio, and eliminate any superfluous noise caused by the mechanics / electronics of the system and its surroundings. The design of the current photoacoustic (PA) cell and system is based on Rosencwaig’s principles [38]:

1. Acoustic isolation from the outside world.
2. Minimisation of extraneous photoacoustic signal arising from the interaction of the light beam with the walls, the windows, and the microphone in the cell.
3. Microphone configuration.
4. Means for maximising the acoustic signal within the cell.
5. The requirements set by the samples to be studied and the type of experiments to be performed.

3.5.1 PAM Schematic & Operation

Figure 3.19 shows a schematic of the photoacoustic microscope (PAM). The PAM can be divided into several sub-systems, each with specific functionality. The sub-systems include the cell and microphones, the light source and optics, the amplifiers, and lock-in amplifier and signal processing equipment including the computer.
Figure 3.19: Schematic of Photoacoustic Microscope.

The sample is placed within the 15 mm diameter cell, which itself is mounted on a high precision Micos VT-80 xy stage having a minimum resolution of 5 µm and uni-directional repeatability of 0.5 µm. The laser and focussing optics are mounted directly above the cell window. The entire optical assembly is secured to a Micos PLS-85 translation stage which allows movement in the +/- z-directions with a resolution of 0.5 µm and uni-directional repeatability of <0.1 µm, and thus allows optimum focussing of the laser on the sample. The 4 microphones in the cell are wired to 4 pre-amplifiers, which link to a summing circuit. The summer output goes directly to the input of the lock-in amplifier. The laser is controlled via the temperature controller and the laser diode driver. The output of the laser diode driver is linked to a TTL (transistor-transistor-logic) output via the lock-in amplifier. The entire photoacoustic system is mounted on an optical table with vibration isolation to isolate it from room vibrations.

The general operation of the photoacoustic microscope can be described by the process whereby light at 810 nm from the laser diode is focussed on the sample through the cell window. The laser is modulated via the TTL output of the lock-in amplifier. Light from the laser heats the sample and the resultant pressure variation in the surrounding air is detected by the microphones. The xy stage scans across the sample in a left-to-right, top-to-bottom
raster pattern. The speed of the stage and the time constant of the lock-in amplifier, which are related to the resolution of the PAM image are user defined. The signal from the microphones is amplified, and then summed together in the pre-amp and summer printed circuit board (pcb). The signal is then input to the lock-in amplifier where it is detected, amplified and any out of band noise is removed. This increases the signal-to-noise ratio. Both the xy stage co-ordinates and the lock-in amplifier signal are transmitted via GPIB (General Purpose Interface Bus) and LabVIEW® software to the computer.

3.5.1.1 Cell & Microphones

The cell consists of a stainless steel body, which is highly polished to maximise the reflectivity. The light enters the cell through a Spectrosil ® (quartz) window. Spectrosil was chosen as it has a transmittance in excess of 99% for all incident light in the photon range 0.42 eV to 6.2 eV. The cell walls are relatively thick with respect to the size of the cell, and interfaces between the base plate and the cell, and the main chamber and the window are sealed by means of rubber o-rings to form a good acoustic barrier with the environment.

The volume of gas in the cell is a critical aspect of the PA cell design. For a solid sample, the PA signal in the cell is inversely proportional to the gas volume (equation 2.19). Therefore to increase the PA signal the volume of gas in the cell should be minimised. The layer of gas between the window and the solid forms a boundary layer, which acts as an acoustic piston, generating the signal within the PA cell. The thickness of the boundary layer must be greater than \( \mu_g \), the thermal diffusion length of the gas, in order for the signal to be produced [38-40, 48]. However the gas volume should not be too small as this could cause the signal to be dissipated through the cell walls and window before reaching the microphone.
The microphones used were 4 Knowles FG-3629 series electret microphones. The microphones are cylindrical in shape, which gives the advantage of a large surface area, and are designed so as to have a flat frequency response over a broad range 100 Hz – 10 kHz. This enables experiments to be undertaken at a range of modulation frequencies. In line with Rosencwaig’s principles, the microphones were positioned at the end of long, narrow acoustic tubes within the cell so as to minimise the amount of scattered light, and hence background noise that could reach the microphone diaphragm. Figure 3.20 shows the microphone detector head. The detector head fits into the cell housing, and is held in place by screws. The PA signal travels to the microphone via a tunnel of diameter ~ 1 mm and enters via the small aperture (Figure 3.21 (1)), which is sealed with the cell housing by means of an o-ring. Further information relating to the signal-to-noise ratio (SNR) and noise analysis is given in Appendix B.

Studies show [41] that the signal-to-noise ratio can be improved by adding the signals from several microphones. Where several microphones are used, the signal increases with the number of microphones, used, whereas the noise from the microphones increases with the square root of the number. Four microphones are used in the current PA cell, however if an array of microphones were to be used, it should be possible to substantially increase the SNR ratio even further.
3.5.1.2 Light Source & Optics

The excitation light source consisted of a Spectra Physics (model SFB100-810-D2-01) single emitter semiconductor laser diode of wavelength 810 nm and maximum output power of 1.2 W at a current of 1.5A. The laser is controlled by a temperature controller and laser driver. The laser driver is connected to the laser diode via a fiber optic, and the lock-in amplifier via a shielded cable and BNC connector.

An output beam from a laser diode is typically highly divergent. Collimating optics are therefore required to focus the beam to a small spot size. In addition to this, the beam profile should have an even intensity profile, ideally a Gaussian distribution. The design of the optics used in this PAM system is based on the use of a spatial filter. A spatial filter optimises the beam profile by removing the unwanted multiple-order energy peaks and passing only the central maximum of the diffraction pattern. The beam is first collimated by passing it through a lens with a low numerical aperture to ensure all the diffracted light is collected. It is then focussed through a pin hole to achieve a spot size of ~100 µm. The pin hole is positioned at the beam waist so as to allow only the central bright spot of the beam to pass. A second focussing and collimating lens further improves the beam profile, and reduces the spot size to enable focussing of a spot of ~50 µm diameter on the sample with an output power of ~1 W.

3.5.1.3 Amplifiers

A pre-amplifier is connected to the output of each of the four microphones (Figure 3.21, (8)). Each pre-amplifier consists of a low-noise operational amplifier chip connected to
resistors and capacitors configured in an adjustable gain summing inverting amplifier mode (Appendix B). The op-amp used was a NE5534 chip with an input impedance of 100 kΩ.

For an inverting amplifier circuit, the gain,

\[ A = \frac{R_f}{R_1} \]

(3.4)

where \( R_f \) is 100 kΩ (R2, Figure B2, Appendix B), and R1 is 1 kΩ (R1, Figure B2, Appendix B). A gain of 100 was therefore obtained for each one the pre-amplifiers connected to the microphones.

The signals from the four pre-amplifiers were summed together using a summing amplifier. The summing amplifier also used an operational amplifier chip in an inverting configuration, which enabled a gain of 100 to be achieved from the circuit. The gain could be adjusted using the potentiometer, which prevented the signal overloading at the lock-in amplifier. A circuit diagram of the summing circuit is given in Figure B3, Appendix B. The filtering is concentrated at the output of the summer.

\[ f_c = \frac{1}{2\pi\tau} \]

(3.5)

where \( f_c \) is the frequency of the filter, and \( \tau = RC \).

A 400 pF capacitor was used at the output, which drives a 10 MΩ load at the lock-in amplifier. This gives a high pass cut off at 40 Hz.

### 3.5.1.4 Lock-in Amplifier & Signal processing

The lock-in amplifier used in the PA setup is a Stanford Instruments SR830 DSP Lock-In Amplifier. The lock-in amplifier performs two major functions in the PA system:

- To act as an amplifier.
- To detect the very small (AC) microphone signal at a set frequency, from a noisy environment.

The lock-in amplifier consists of a phase sensitive detector with a very low pass filter. In the current PAM setup the lock-in amplifier modulates the output of the laser via its TTL output port. The port is linked to the internal oscillator of the lock-in amplifier, which outputs a
square wave (Figure 3.19). The square wave is used as the reference signal of the lock-in amplifier, and is at the same frequency as the (unknown) input signal. The summer and pre-amp circuits are connected to the lock-in amplifier via signal input A (Figure 3.19), which acts as a single ended amplifier. A phase lock loop (PLL) in the lock-in amplifier locks the amplified input signal to the reference signal, and introduces a fixed phase shift. It then multiplies the signals using a phase-sensitive detector (PSD). The resultant signal is then passed through a low pass filter, which is very narrow band pass. The result is a DC output which is proportional to the amplitude of the input signal, without any noise superimposed on it. More information on the design and operation of lock-in amplifiers is available at [49, 50].

3.5.1.5 Data Acquisition

The phase and amplitude photoacoustic signals are simultaneously received by the lock-in amplifier, alongside the xy stage co-ordinates. The signals are reconstructed as amplitude and phase images by means of LabVIEW® code on the PC, which also controls the xy stage. A GPIB card interfaces between the hardware and the PC.

3.5.2 System Operation

The PAM system can be operated in microscope (scanning) mode, or by fixing the stage position and scanning the frequency. In the case of microscope mode the frequency is kept constant and the cell is moved in a raster pattern under the laser to enable an image of the sample to be obtained. The time constant of the lock-in amplifier and the velocity of the xy stage determine the image resolution and are user defined. In frequency scanning mode the stage position is kept stationary and the modulation frequency is scanned between limits which are user defined. Results are recorded for both amplitude and phase values and plotted using Origin 8 software.
3.6 Micro-Raman Spectroscopy

3.6.1 LabRam® HR800 System

The system used for this study is a Jobin-Yvon Horiba LabRam® HR800 system with Labspec® 5 propriety software. It is an integrated Raman system with a microscope which is coupled confocally to an 800 mm focal length spectrometer. The sample is positioned on a high precision motorized XY(Z) table, which can be controlled by a joystick or directly by the software. A schematic of the Raman experimental setup is shown in Figure 3.22.

![Schematic of Spectrometer System](image)

**Figure 3.22: Schematic of Spectrometer System.** Either Argon ion or HeCd laser can be selected, and Mirror 1 and Edge / Notch filter adjusted appropriately.

The spectrometer used is a dispersive spectrometer, 800 mm long. A diffraction grating enables splitting of the Raman signal into its individual wavelengths. The dispersed beam is then directed for detection by a liquid nitrogen cooled CCD detector as shown in Figure 3.23.
The system is equipped with two lasers: a Uniphase (model 2214) Ar+ 488 nm air cooled laser, with an output power of 20 mW at 8A, and a 325 nm HeCd laser manufactured by Kimmon Koha Co. Ltd, with an output power of 22 mW [44]. Both lasers are mounted at the rear of the system, and light is reflected into the system via a periscope system. The 488 nm laser enables higher resolution and higher intensities than the 325 nm laser, as the shorter the excitation wavelength, the higher the dispersion required; also greater levels of stray light are introduced into the system with the 325 nm laser. However, the magnitude of the Raman peak shift is independent of the wavelength of excitation.

**Laser Penetration Depth**

Laser penetration depth can be varied by altering the wavelength of the excitation source. In the system used in these experiments two lasers were used in order to enable probing of the sample near the surface, and several hundred nm into the sample. The total intensity of the scattered light integrated from the surface of a sample to a depth d, is given by [43, 42]:

\[
I_v = I_0D \int_0^d e^{-2 \alpha x} dx = \frac{I_0D}{2 \alpha} \left(1 - e^{-2 \alpha d}\right)
\]

(3.6)

where $I_0$, $D$ and $\alpha$ are the incident light intensity, the Raman scattering cross section and the absorption coefficient of the probed material at the wavelength of the laser source, respectively. The penetration depth, $d_p$ can be defined as the depth which satisfies the relationship:

\[
\frac{I_d}{I_v + I_d} = 0.1
\]

(3.7)

where $I_d$ is the total scattered light intensity integrated from d to infinity.
The penetration depth can therefore be defined as:

\[ d_p = \frac{-\ln 0.1}{2\alpha} = \frac{2.3}{2\alpha} \]  

(3.8)

If \( \alpha \) is taken as \( 1.225 \times 10^6 \text{ cm}^{-1} \) for Si at \( \lambda = 325 \text{ nm} \) and \( 20.61 \times 10^3 \text{ cm}^{-1} \) at \( \lambda = 488 \text{ nm} \) [43] the penetration depths can therefore be calculated as 9.33 nm and 556 nm for the 325 nm and 488 nm lasers, respectively.

A notch filter is used to pass a limited band which is centred on the wavelength of the laser being used, and to attenuate the background and secondary emissions which can interfere with the Raman spectra. The edge filter minimizes transmission below a given wavelength and maximizes transmission above it. A notch filter is used to filter the exciting line of the Ar\(^+\) laser, and a holographic edge filter is used for filtering the exciting line of the HeCd laser. As the notch/edge filter is wavelength specific it must be manually swapped in / out according to the laser used.

Sampling is carried out through a high stability BX40 optical microscope with focus graduation of 1 \( \mu \text{m} \) and equipped with 10x, 50x, 100x objectives for use with the Ar\(^+\) laser, and a 40x objective for use with the UV laser. The objective used to deliver the laser light affects the laser energy density, with the largest numerical aperture (NA) lenses giving the highest relative energy densities.

**Minimum Laser Spot Size**

The main system features which determine the laser spot size are the NA of the microscope objective and the laser beam quality factor \((M^2)\). An ideal Raman system would have very high lateral spatial resolution, minimal depth of field and the highest possible laser energy density for a given laser power. If the laser beam quality is disregarded, the minimum spot size can be described by [51]:

\[ d = \frac{1.22\lambda}{NA} \]  

(3.9)

where \( d \) is twice the Rayleigh criteria, the minimum resolvable detail required to spatially resolve the presence of identical size spots, and \( \lambda \) is the wavelength of the incident light. The objective used to deliver the laser light also affects the laser energy density. For the LabRam® HR800 system used in these experiments, the measured peak energy density decreases by \( \sim 50\% \) for the 50x objective when compared to the 100x objective.
The confocal Raman microscope design enables a very small sample area or volume to be analysed. Figure 3.24 is a schematic of the confocal focussing system. The laser beam is focussed onto the sample, and the returning beam is passed back into the system for analysis and deflection.

![Figure 3.24: Micro-Raman confocal focussing system.](image)

The microscope system also includes a confocal hole, which is adjustable between 0 and 1000 µm via the software interface, and scaled on the sample by a factor of 1.4x objective magnification. A black and white camera is used for the observation of the sample. Spectral resolution and coverage are directly proportional to the focal length of the focussing lens and the line density of the grating used. The Labram HR800 system is equipped with 1800 l/mm, 3200 l/mm and 2400 l/mm gratings. The 3200 l/mm grating will disperse the spectrum almost 45 % more than the 1800 l/mm grating over the 800 mm length of the spectrograph, leading to the recording of higher resolution spectra.

### 3.6.2 System Calibration & Error Compensation

System calibration is of paramount importance if micro-Raman spectroscopy is to be used effectively to examine local mechanical stresses in silicon. In this study a number of calibration and correlation techniques were used to ensure the accuracy and repeatability of the Raman peak position measurement. These included allowing the system to stabilise before calibration, confirming the zero position of the spectrometer, calibrating to a known peak position and intensity on bare (undamaged) Si, and where possible cross correlating the results with the laser plasma peak to allow for temporal and thermal peak shifts.

Before commencing measurements the laser is switched on and allowed to stabilise, and the CCD is cooled using liquid nitrogen for at least an hour. The zero order position of the spectrograph is then set by allowing white light to scatter into the system, and with the spectrometer units set to nm, recording a spectrum. The position of the spectrum is then
adjusted using the Zero parameter to be within +/- 1 pixel of 0. The smallest peak shift (equivalent to 1 pixel) that can be measured using the Labram HR800 system is dependent on the laser and the grating used. In the case of the Ar\(^+\) laser, which was used in conjunction with the 1800 l/mm grating a minimum peak shift of 0.02 Rcm\(^{-1}\) could be measured. The UV laser can be used with either the 2400 l/mm or 3200 l/mm grating, leading to a minimum peak shift measurement of 0.01 Rcm\(^{-1}\). The laser shutter was then opened, and with the white light off and units set to cm\(^{-1}\), the laser was focussed on the surface of a standard piece of (100) silicon. The system is then calibrated to the TO phonon mode Raman peak shift of 520.07 cm\(^{-1}\) by adjusting the Koeff value. Where possible the sample being studied was used to calibrate the system, ensuring that the position chosen was clean and far enough away from any damage or features and the sample edge so as not to be under strain. Spectra are then recorded for each sample, and fitted using a Gaussian-Lorentz function in order to accurately determine the peak positions. In addition to local stresses in the sample being measured, external factors such as temperature, laser stability and focus position can affect the Raman peak position. In order to compensate for these external influences plasma lines of the laser can be used for further calibration. Plasma lines are Rayleigh scattered and insensitive to stress in the material. Where spectra were recorded over long time periods (> 1 hour), the plasma filter was removed from the system. The position of a plasma line was monitored over the course of the experiment. For each point measured on the sample, shifts in the position of the plasma line were correlated against Raman peak shifts and any extraneous source of error removed. The focussing of the laser spot on the sample surface can lead to local heating of the sample. When thermal expansion occurs the Si TO phonon frequency typically shifts to lower energies with increasing temperature (~0.025 cm\(^{-1}\)/K) [45], suggesting tensile stress. Studies show that within the range of laser power used in this study the red shifts are less than the resolution of the spectrometer, and thus below the noise level of the system [45].

**Summary**

The development of three novel characterisation techniques for the non-destructive in situ identification and mapping of stresses, strains and deformations inside packaged chips, and bare Si wafers / die have been presented:

- **3-Dimensionsal X-Ray Diffraction Imaging (3D-XRDI):** For high resolution 3-dimensional imaging of stresses and strains in Si wafers / die using a synchrotron source.
- 3-Dimensional Surface Mapping (3DSM): For high resolution 3-Dimensional mapping of strain fields and lattice misorientation in packaged die using a synchrotron source.
- Photoacoustic Spectroscopy (PAM): For non-destructive imaging of surface and sub-surface damage on Si wafers and die.

The advancements in XRDI / SXRT which were developed over the course of this project and enabled the development of 3D-XRDI and 3DSM have also been detailed. Micro-Raman spectroscopy is a well established technique for the quantification of strain in semiconductor materials. It is introduced here as a complementary analysis technique to the 3 above methods, and conventional XRDI.
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Evaluation of Plasma Arc Induced Damage on Silicon Wafers using 3D-XRDI, Micro-Raman Spectroscopy, and PAM.

4.1 Introduction

Plasma etch and deposition processes such as Plasma-Enhanced Chemical Vapour Deposition, (PECVD), High Density Plasma-Enhanced Chemical Vapour Deposition, (HDPCVD), Reactive Ion Etch, (RIE) and anisotropic etching are widely used for device fabrication in high volume semiconductor manufacturing. Plasma charging damage, and in particular damage caused by wafer arcing is one of the important plasma process induced damage phenomena, and can take several forms including wafer edge sensitive structure induced wafer arcing, wafer arcing due to localised transient plasma instability, and plasma micro-arcing [1-5]. The resultant plasma arcing damage results in pits and non-uniformities on the wafer surface. Wafer arcing can lead to lost dies and yield reduction, as well as an escalation in the volume of particles on the wafer and increased operation costs [3]. Plasma damage due to arcing is predominantly observed in etch processes, with backend high RF power process with multiple underlying metal layers having the highest risk of wafer arcing [3]. Although the mechanisms for plasma arcing and microarcing have been studied widely, relatively few studies [6, 7] have been carried out on the type and extent of the physical damage caused by such arcing events.

Three samples were examined for this study: the first two samples are plasma arc damaged samples generated in a laboratory plasma chamber under slightly different process configurations; the third plasma damaged sample was obtained from industry, and is the result of an arcing event on the back side of a patterned Si wafer. Scanning Electron Microscopy (SEM), XRDI and PAM are initially used to locate and identify the arc damage sites. 3D-XRDI is presented here as a novel, non-destructive analysis tool in the characterisation of plasma arcing damage. Micro-Raman spectroscopy is used as a complementary analysis tool, and enables us to obtain a unique insight into the nature of damage caused by plasma arcing, and the levels of strain resulting from the damage. Further image analysis using ImageJ software and image processing algorithms is used to enhance the 3D-XRDI images and provide complementary information on the nature of the strain within the sample. This investigation demonstrates that the damage caused by wafer arcing can have a significant effect on wafer integrity and device structure and that 3D-XRDI has
extensive capabilities for future non-destructive characterisation of process induced wafer damage.

4.2 Experiment

The plasma arcing damaged samples 1 and 2 were generated in the same plasma chamber with two slightly different process configurations. The plasma chamber consisted of a parallel plate design with the wafer on the grounded electrode, and was filled with Ar gas at approximately 3 mbar (2.25 torr). In the first of three damage regimes considered in this study the current drawn by the arc in the plasma was relatively high, ~200 mA, and resulted in a single damage site (Figure 4.1(a)). The second damage regime was caused by a low current of about 60 mA, and resulted in multiple arc damage sites (Figure 4.2(b)). The conditions for the third damage regime, (Figure 4.1(c)) are unknown, except that the arc was caused in an industrial plasma etch chamber.

Figure 4.1(a): Scanning Electron Microscope (SEM) image of damage regime 1. Image shows an approximate 1000 µm × 800 µm area of arcing damage on Si substrate.

Figure 4.1(b): SEM image of damage regime 2. Image shows 100 µm – 250 µm islands of arcing damage on Si substrate. Note the difference in scale compared to Figure 4.1(a).
Figure 4.1(c): SEM image of damage regime 3. Image shows 850 \( \mu \text{m} \times 750 \mu \text{m} \) area of arcing damage on back side of patterned Si wafer.

Figure 4.1(d): SEM image of damage regime 3. Image shows melting and cracks on arcing damaged region.

XRDI measurements were performed at HASYLAB-DESY, Hamburg, Germany using the F-1 topography beamline at the DORIS III storage ring, and at the ANKA Synchrotron, Karlsruhe, Germany using the TopoTomo X-Ray Topography beamline. In the case of the plasma arcing damage samples described in this section all topographs recorded on film were captured at the HASYLAB synchrotron and all topographs recorded on camera (CCD) were captured at the ANKA synchrotron. The HASYLAB topographs were recorded at high resolution using Slavich Geola VRP-M Holographic Film, with a grain size ~35 nm. The sample to the film distance, \( L = 80 \text{ mm} \), and a beam size of 2 mm \( \times \) 2 mm was used. Images of the topographs were obtained from the original X-ray films using an imaging system comprising of a Zeiss Axiotech microscope equipped with a CCD camera, frame grabber, and image acquisition software. Images were recorded at room temperature for x100 and x50 magnifications. LauePt software [8] was used to simulate the Laue pattern for the geometry (Figure 4.2(a)). This enabled each reflection to be indexed and x-ray penetration depths to be calculated.
Figure 4.2(a): LABR Laue pattern for Si crystal with L=80 mm, θ=0°, spot size = 2 mm x 2 mm. Numbers show index of reflections. Laue pattern simulated using LauePt [8]. -1 1 7, -1 1 9 and 2 2 12 reflections are circled in blue.

Figure 4.2(b): LAT Laue pattern for Si crystal with L=80 mm, θ=12°, spot size = 2 mm x 2 mm. Numbers show index of reflection. Laue pattern simulated using LauePt [8]. 2 2 0 reflection is circled in blue.

3D-XRDI uses a stacked series of images obtained in the Transmission Section Topography (ST) geometry [9]. XRDI images for 3D rendering were recorded at the ANKA Synchrotron, using the CCD camera (section 3.2.2.2). A single reflection, the 2 2 0 reflection, was recorded using the CCD (Figure 4.2(b)). The sample was mounted on a high precision XY stage which enabled the user to step across the sample in ~15 µm steps and thus obtain a series of ‘slices’ across the damage site (Figure 4.3). In the example shown in Figure 4.3 the raw data consisted of a series of 17 ST images captured on the CCD. This stack of section topographs was then rendered into a 3D image using topographic algorithms from the ImageJ software suite [10, 11]. Regions of interest were highlighted using K-means clustering [12] and false colouring algorithms [12, 13]. The 3D image acquisition and processing steps are described in detail in Section 3.3.
Figure 4.3: Series of Section Topographs (ST) which are rendered together to form 3D XRDI of damage regime 1. Changes in intensity and discontinuities at surface are a result of strain and related damage. Uniform grey area is bulk, unstrained Si.

The samples were also analysed by micro-Raman spectroscopy using both the 488 nm laser line of an argon ion (Ar\textsuperscript{+}) laser and the 325 nm laser line of a He-Cd UV laser on the JY Horiba LabRAM HR800 High Resolution Raman Microscope. The system was equipped with a high precision X,Y(Z) motorized stage which enabled 2-dimensional (2D) scans of the damage sites to be obtained. Measurements were taken at 2.5 – 5 µm intervals, and results were cross correlated against a reference plasma peak to compensate for any temperature or intensity related peak shift. As micro-Raman 2D scans were run over the course of several hours the plasma filter was removed and any shift in the plasma line due to temporal, thermal or focussing effects was measured. Each point on the line scan was then normalised against the corresponding plasma line shift and thus errors in measuring the peak shift were minimised as described in section 3.6.2.

Photoacoustic measurements were undertaken using the photoacoustic microscope (PAM) described in Chapter 2. The system can be operated in microscope (scanning) mode, or by fixing the stage position and scanning the chopping frequency. In this study the microscope images were taken at a chopping frequency of 760 Hz, to coincide with the approximate peak signal of the cell. The time constant of the lock-in amplifier and stage velocity were varied to optimise the image resolution. In the case of the frequency scan the scanning range was set to 200 Hz – 2000 Hz. Plots are obtained for both amplitude and phase values recorded. For the arcing point scan (red line, Figures 4.22(a) & (b)) the stage was moved to the point where the arc point was seen on the PAM image and a frequency scan was taken.
For the Bare Silicon scan (black line, Figures 4.22(a) & (b)) the stage was moved to bare (undamaged) site on the same sample and a frequency scan was taken.

4.3 Results & Discussion

4.3.1 Damage Regime 1
SEM images of damage regime 1 (Figure 4.1(a)) show an area of arc induced damage on the surface of the wafer measuring approximately 1000 µm x 800 µm, and consisting primarily of what appears to be surface debris. Large Area Back Reflection (LABR) topographs of the (0 2 6) reflection exhibit several intermittently positioned dislocation cells, with non-uniform shape and ranging in diameter from approximately 50 – 175 µm, with darker voids or nodules between them.

![Image](image.png)

**Figure 4.4: 0 2 6 LABR topograph of damage regime 1. Boxed area corresponds to region analysed by micro-Raman.**

When the section topographs are rendered 3D images are obtained which (Figures 4.5-4.6) enable visualisation of the strain fields on all surfaces of the sample and also within any arbitrary location in its volume. Figure 4.5(a) is a 3D rendered XRDI using 17 ST topography slices; the main damage site is below the surface of the silicon sample. The raised grey region at the top of the sample can be attributed to strain in the Si substrate due to crystalline lattice deformations caused by the arc induced damage. The strain field contrast can be observed across a large volume of approximately 1500 µm x 1100 µm in the x and y-directions, respectively, and a depth into the Si wafer of ~¾ the wafer thickness (see also Figure 4.6). Thus the damage regime extends into much larger volumes than can be observed solely by visual inspection.
A K-means clustering algorithm (section 3.3.3 and Appendix A), has been used to separate the differences in strain field intensity, and enhance the analysis process.

Figure 4.5(a): 3D-XRDI of damage regime 1. All 3D images are rendered from 220 Transmission Section Topographs.

Figure 4.5(b): 3D-XRDI of damage regime 1 with K-means clustering applied.

Regions of similar strain field induced x-ray intensity can easily be distinguished in the clustered image (Figure 4.5(b)) when compared to the un-clustered image (Figure 4.5(a)). The black cluster on the surface directly at the damage site, indicated by the red arrow, appears to experience the largest imposed strains; the region measures approximately 850 µm wide and penetrates through 600 µm to the backside of the wafer. The strain fields propagating from the surface spread out to reach a maximum of ~1800 µm half way through the depth of the substrate, further illustrating that the surface condition gives only a small indication of the extent of the damage. The main advantages of this algorithm are its simplicity and speed, which allows it to run on large datasets.

The 3D-XRDI images can themselves be individually sectioned along any plane of choice in order to see detail of internal damage, while continuing to preserve the 3D data. Figure 4.6 illustrates a 3D-XRDI of damage regime 1 which has been ‘cut’ down the centre and false colouring has been applied in order to highlight areas of interest or visualize regions of enhanced strain contrast. A false colour image is made from several grey scale images where each pixel value is mapped to a colour, according to the table or function used. In Figure 4.6 the image has first been brightened, and the contrast enhanced before the spectrum colour scale in false colouring was applied.
Micro-Raman spectroscopy data for damage regime 1 was taken over an area of the sample approximately 80 µm x 80 µm, corresponding to the region highlighted (white box) in the large area back reflection topograph of Figure 4.4. This region was selected for study as it illustrates the effects of strain at both the inside and at the periphery of the damage site. Spectra were acquired with 3 accumulation times of 20 seconds and 10 seconds for the Ar+ and UV lasers, respectively, to minimise noise effects. Previous micro-Raman data, taken at different locations on the same sample show these results to be indicative of what is happening on a larger scale at the interior and edges of the damaged region.

Figure 4.7(a) shows a 2D map of the main silicon Raman peak shift taken with a 325 nm UV laser, with a penetration depth, $d_p$, of ~9 nm in silicon, microscope image of the same location is shown in Figure 4.7(b). Micro-Raman spectroscopy results indicate crystalline silicon with some lattice disorder present. All the measured peaks on the damaged area are shifted due to stresses in the silicon (Figure 4.7(c)). A shift to higher wavenumbers indicates compressive stresses while shifts to lower wavenumbers are due to tensile stresses, indicating that the central part of the damaged region is in compressive stress and the periphery of the damage site is in tensile stress (Figure 4.7(a)). If a uniform biaxial stress model is assumed, the relationship between Raman shift and stress can be calculated from the equation [14]:

$$\Delta \omega = -4 \times 10^{-9} \left( \frac{\sigma_{xx} + \sigma_{yy}}{2} \right) (Pa)$$

(4.1)
where $\Delta \omega$ is the change in Raman frequency from the calibration position at 520.07 cm\(^{-1}\), and $\sigma_{xx}$ and $\sigma_{yy}$ are the stress components for biaxial strain in the X-Y plane,

Assuming, $\sigma_{xx} = \sigma_{yy}$ equation (1) can be written as:

$$\sigma_{xx} = \sigma_{yy} = \frac{\Delta \omega}{-4} \text{ GPa}$$  \hspace{1cm} (4.2)

The scale bar and corresponding arrows on the left side of Figure 4.7(a) indicate the calculated biaxial stress for the region of damaged silicon. Tensile stress at the surface ranges from 0 – 300 MPa, whereas compressive stress ranges from 0 – 600 MPa. Both tensile and compressive stress regions extend well beyond the visible damage site. Ar\(^+\) laser results (Figure 4.8) show the levels of stress deeper into the damage site ($d_p = 569$ nm). In contrast to the results at the surface, they show the bulk of the damaged site to be in tensile strain, and the surrounding area to be in compressive strain. Tensile stress is also observed after high temperature annealing, when Si transitions from an amorphous to a crystalline state [15], which is a similar process to the phase transition at the plasma damage site. When such a phase transition occurs, it may also be assumed that a compensating layer in compressive stress must exist in proximity to this tensile layer, as illustrated in Figure 4.8.

Figure 4.7(a): UV Micro-Raman 2D scan of region from damage regime 1 at $d_p = 9$ nm. Note area in compressive stress is above the dashed line, closest to main ‘body’ of damage site, and the area of tensile stress is largely below the
dashed line, on the periphery of the damage site. Edge of damaged region is bordered in black.

Figure 4.7(b): 40x optical microscope image of region in Figures 4.7(a) and 4.8. Note scale is the same for both images.

Figure 4.7(c): UV Micro-Raman spectra from damage regime 1 at $d_p = 9$ nm, corresponding to the 2D matrix scan in Figure 4.7(a). Spectra were collected over an $80 \mu m \times 80 \mu m$ area at a spacing of $5 \mu m$ and with 3 accumulations. Blue shift of $520$ cm$^{-1}$ peak indicates compressive stress. Peak at $575$ cm$^{-1}$ is indicative of Boron doping, peak at $330$ cm$^{-1}$ is also a Si peak, however the phase is not known. Smaller, sharp peaks can be attributed to cosmic rays.
4.3.2 Damage Regime 2

In most cases, for damage regime 2, the plasma induced damage on the wafer surface (using SEM) appears as a series of 100 – 250 µm diameter islands of microcrystalline Si. LABR topographs (Figure 4.9) show each island to contain a network of dislocations. Each dislocation cell measures approximately 20 µm wide, and extends over 250 µm into the substrate. The dislocation cells observed are very similar in size and form to dislocation cells observed in a previous study of laser micro-machining on Si [16]. This study showed that a UV laser with an output power of >20 W at 100 kHz repetition rate gave rise to a temperature increase of ~1.8 x 10^5 K at the surface of the Si, and resulted in strain magnitudes of the order of ~200 MPa. From this we can infer that the arcing event and high energy laser machining of Si induces similar damage in the substrate.

Figure 4.9: 0 2 6 LABR topograph of damage regime 2 showing arc induced islands containing networks of dislocation cells.
The 3D-XRDI image in Figure 4.9(a) is rendered from 12 stacked section topographs. The raised grey regions at the surface of the sample, which indicate an induced distortion of the underlying crystal Si lattice, can be attributed to the amorphous silicon regions identified by the micro-Raman spectroscopy results shown in Figures 4.11(a) and (b). As with damage regime 1, k-means clustering has been effectively used to highlight the different strain levels present within the sample (Figure 4.10(b)). The largest strain field present, corresponding to the circled region in both Figures 4.10(a) & (b) measures approximately $600 \mu m \times 350 \mu m$, and penetrates almost completely through the 450 $\mu m$ thick substrate.

Micro-Raman spectroscopy results, for the region shown in Figure 4.12(b), indicate the presence of both amorphous and crystalline Si. When a single arc-induced island of damage is examined using the UV laser the entire near surface region is shown to be in tensile stress, (Figures 4.11(a) & (b)), however when this is integrated to greater sample depths with the 488 nm Ar$^+$ laser with $d_p = 569$ nm, as in the case of damage regime 1 (Figure 4.12(a)), the data shows the damaged region to be in tensile stress, and the surrounding region in compressive stress. Lattice disorder remains, although to a lesser extent than at the surface. Figures 4.11(b) and (c) show that the main part of the damage site consists of Si-I, diamond cubic silicon, and a ring of $\alpha$-Si is present at the edges of the damage site. At the centre of the island, where bulk cubic Si holds the area in tension, strains as high as 500 MPa are observed. Strain levels decrease towards the edges of the damage region, where the
presence of amorphous Si, which has no long range order enables some strain relaxation. The presence of an inner crystalline region of Si, and an outer amorphous Si region, as seen in Figures 4.11 (b) & (c) is similar to the characteristic ring pattern which is observed in the femtosecond laser damage to Si [17, 18]. At the centre of the damage region the cooling rate is slow enough to allow crystalline Si to form, whereas at the edges of the damaged region the cooling rate is fast, and there is no time for the Si to return to the crystalline phase. It is likely that a similar two-zone ablation and cooling mechanism has occurred in the case of damage regime 2.

Figure 4.11(a): UV Micro-Raman spectra from damage regime 2 at $d_p = 9$ nm, corresponding to the 2D matrix scan in Figures 4.11(b) and (c). Spectra were collected over a 70 $\mu$m $\times$ 70 $\mu$m area at a spacing of 2.5 $\mu$m and with 3 accumulations. Red Shift of 520 cm$^{-1}$ peak indicates tensile stress. Peak at 469 cm$^{-1}$ is indicative of amorphous Si, peak at 178 cm$^{-1}$ may also be due to amorphous Si. Sharp peaks at ~100 cm$^{-1}$ and 850 cm$^{-1}$ are plasma lines.
Figure 4.11(b): UV Micro-Raman 2D scan of region from damage regime 2 at $d_p = 9$ nm. Spectra were taken over a 70 µm × 70 µm area at a spacing of 2.5 µm and with 3 accumulations. Plot shows 520 cm$^{-1}$ peak shift and related strain.

Figure 4.11(c): UV Micro-Raman 2D scan of region from damage regime 2 at $d_p = 9$ nm. Plot shows 470 cm$^{-1}$ (amorphous Si) peak which forms a ring around the periphery of the damage site.
Figure 4.12(a): Ar⁺ Micro-Raman 2D scan of region from damage regime 2 at \(d_p = 9\) nm. Spectra were taken over a 50 \(\mu\)m \(\times\) 60 \(\mu\)m area at a spacing of 2.5 \(\mu\)m and with 3 accumulations. Plot shows 520 cm\(^{-1}\) peak shift and related strain.

Figure 4.12(b): 50× optical microscope image of region in Figures 4.11-4.12.

4.3.3 Damage Regime 3

Optical images of damage regime 3 (Figure 4.1(c) and 4.13) show the impact of the arc on the Si surface, with rapid melting of the crystalline Si leading to an amorphous-type layer extending out from the centre of the damage site.
The LAT topograph (Figure 4.14) of the damage site exhibits a distinctive shape, with the strain field due to the arcing damage measuring approximately 4200 µm × 2400 µm, almost twice the size of the surface damage when viewed using an optical microscope. LABR topographs of the arcing damage site shown in Figures 4.16(a)-(c) represent the distribution of strain-induced x-ray contrast present at x-ray penetration depths, $t_p$, of 40 µm, 75 µm and 190 µm, respectively. The topographs show small rounded regions throughout the damaged area ranging in size from ~80 µm–200 µm in diameter. These dislocation cells are similar to those seen in damage regime 2, however they are up to 10 times larger. It is likely that when the current discharges on the silicon surface local melting occurs, and the silicon volume expands and then contracts. The silicon later recrystallises, however the extreme heat load results in material damage which is apparent from the appearance of cells of single crystal Si bounded by walls of piled up dislocations (Figure 4.15), [19, 20]. In the -1 1 7 and -1 1 9 reflections, at $t_p < 100$ µm, there is a more random pattern of circular dislocation cells and a wider strain field, indicating an increased displacement of the lattice planes towards the surface, where the strain is the highest and the contribution of the damaged Si volume is greatest.
The 3D-XRDI data for damage regime 3 are comprised of over 130 ST topographs. The 3-dimensional image reproduces the distinctive shape of the surface strain fields observed in the corresponding LAT and LABR topographs (Figures 4.13 & 4.16 (a)-(c)). The 3D-XRDI highlights arcing damage extending approximately 100 µm upwards from the surface of the
Si, this may be a result of surface debris, or recrystallised Si sitting on top of the more uniform single crystal Si beneath it.

Figure 4.17: 3D-XRDI of damage regime 3. Image is comprised of over 130 ST topographs from 220 reflection.

When the 3D-XRDI is sectioned (Figure 4.18(a)) the strain field contrast can be seen to extend over a large volume of the wafer, and runs approximately 350 µm through from the back side into the 660 µm thick wafer, indicating that this form of arcing damage could impact the patterned IC structures on the surface of the wafer. In contrast to the previous two damage regimes, 3D-XRDI for this sample show most of the damage lies closer to the surface. Figure 4.18(b) shows the sectioned 3D-XRDI with the phase and HiLo look up tables (LUTs) applied. Application of the LUTs has enabled the regions of greatest strain field intensity to be clearly isolated in blue, demonstrating that the highest strain levels extend around the periphery of the damaged volume. The next highest regions of strain are shown in white/grey, with the relatively unstrained regions appearing almost black.

Figure 4.18 (a): Damage regime 3, which has been sectioned along central plane to enable internal damage to be viewed.
Micro-Raman measurements were undertaken using both Ar+ (488 nm) lasers and UV (325 nm) lasers, in order to obtain data at 556 nm and 9 nm laser penetration depths respectively. Ar+ measurements were taken with an accumulation time of 3 s, with 3 accumulations over a scan area of 60 µm × 60 µm (Figure 4.19), which enabled data to be obtained at the edge, and closer to the centre of the arc damaged region. The 1800 grooves/mm grating, a 200 µm hole size and 100% filter were also set to optimise the signal from the micro-Raman system.

Figure 4.18(b): Damage regime 3, with phase and HiLo LUTs applied. Blue regions are regions of highest strain.

Figure 4.19 (a): Optical micrograph of region examined using Ar+ laser scan position image showing arcing from damage regime 3.
Figure 4.19 (b): Ar$^+$ Micro-Raman 2D scan of region from damage regime 3 at $d_p=556$ nm. Spectra were taken over a 60 $\mu$m \times 60 $\mu$m area at a spacing of 2.5 $\mu$m. Plot shows 520.07 cm$^{-1}$ peak shift and related strain in MPa.

Figure 4.19 (c): Ar$^+$ Micro-Raman spectra from damage regime 3 at $d_p=556$ nm, corresponding to the 2D matrix scan in Figures 4.19(b) and (d). Spectra were taken over a 60 $\mu$m \times 60 $\mu$m area at a spacing of 2.5 $\mu$m. Plot shows a single peak centred on 518.08 cm$^{-1}$.

Figures 4.19 (b)-(d) show the Raman spectra for a matrix scan taken with step size of 2.5 $\mu$m in x and y directions using the Ar$^+$ laser. In general the spectrum takes the form of a single symmetric peak centred on 518.8 cm$^{-1}$, with an average FWHM of 15 cm$^{-1}$. The 2D scan shows a pattern of a red peak shift at the edges of the damage region, indicating tensile stress, and a blue peak shift towards the centre of the damage region, indicating compressive stress. A downwards shift in peak position, accompanied by a reduction in peak intensity, as seen in Figures 4.19 (b) and (c) are indicative of confined micro-crystalline Si. The silicon peak intensity variation is also consistent with lattice disorder introduced by the heat and sub-surface damage caused by the arcing. The overall increase in
peak width (FWHM) from that of crystalline Si at 3 cm$^{-1}$ to between 7 and 16 cm$^{-1}$ as seen in Figure 4.19 (d), can also be attributed to the presence of crystalline disorder, which decreases the phonon lifetime, thus generating an increase in the bandwidth [21]. It is not possible to clarify the exact origin of the Si peak shifts and intensity variations, as discussed above, small changes may be attributed to changes in crystallite type and strain, however stress levels enable a good understanding to be obtained of the general state of the damaged Si surface. If a biaxial stress model is assumed (equation 4.2), [14], tensile stress levels of over 400 MPa, and compressive stress levels of up to 400 MPa are apparent close to the surface of the damaged area, with the greatest tensile stress levels near the edges of the damage site, and the greatest compressive stress levels toward the centre of the damage site.

![Figure 4.19 (d): Ar$^+$ Micro-Raman 2D scan of region from Figure 4.18(a), damage regime 3. Plot shows FWHM (cm$^{-1}$) measurements.](image)

Spectra for the UV (325 nm) laser, taken with an accumulation time of 60s, and utilising the 3000 grooves/mm grating, are shown in Figures 4.20 (a) – (c). A single peak, centred on average at 520.50 cm$^{-1}$ with a broad shoulder at 450 – 470 cm$^{-1}$ is obtained across the entire scan area (Figure 4.20 (c)). The broad peak at 470 cm$^{-1}$ is characteristic of amorphous Si Figures 4.16(a)-(c), this peak is not observed at ~560 nm, its presence in the UV micro-Raman data suggests a very thin layer of amorphous material above bulk crystalline Si.

The main peak decreases in intensity and increases in width as we move from the centre of the damaged region towards the edges, signifying less lattice disorder at the centre of the damage site. As with the results obtained using the Ar$^+$ laser a large red shift is apparent, indicating tensile stresses of 0 – 1768 GPa at the damage point. This tensile stress is much greater than that seen at deeper penetration depths (556 nm), demonstrating decreasing
strain from the top 9 nm down to 556 nm of the surface damaged region. This is in agreement with the 3D-XRDI, where in Figure 4.18(b) we see the highest strain levels on top of, and surrounding the damaged volume.

Figure 4.20 (a): UV Micro-Raman 2D scan of region from damage regime 3 at \( d_p = 9 \) nm. Spectra were taken over a 60 µm × 60 µm area at a spacing of 2.5 µm. Plot shows 520.07 cm\(^{-1}\) peak shift and related strain.

Figure 4.20 (b): UV Micro-Raman spectra from damage regime 3 at \( d_p = 9 \) nm, corresponding to the 2D line scan in Figure 4.19 (b). Spectra were taken over a 60 µm × 60 µm area at a spacing of 2.5 µm. Plot shows a single peak centred on 520.50 cm\(^{-1}\) and a broad shoulder at ~450 cm\(^{-1}\).

Photoacoustic microscopy was initially used to identify the arc damage site on the 10 mm × 10 mm Si wafer sample. Scans were run using the PAM described in section 3.5, with the laser modulation frequency set to 760 Hz, a time constant of 30 ms and 0.1 mm resolution. PAM amplitude and phase images in Figures 4.21 (a) & (b) clearly indicate the damage to
the silicon sample caused by arcing. Changes in contrast of the image at the arc point signify a variation in the depth and departure from good crystallinity at the location. The damage site appears to be smaller in the phase image (Figure 4.21(b)) when compared with the amplitude image (Figure 4.21(a)). We know from section 2.3.3 that the amplitude image tends to be indicative of the state of the surface, whereas the phase image indicates the subsurface state. In Figures 4.21(a)-(d) the sample edge is indicated by an increase in the amplitude or phase signal. This occurs where the diameter of the laser beam is much less than \( \mu_\text{s} \), and \( l_\text{s} \), and the 3D model of the PA effect is more relevant. Figures 4.21(c) & (d) show the spectral profile at the arc point for amplitude and phase images, respectively. The amplitude image shows a shift of \(-0.35\) mV at the arcing point, and the phase image shows a shift from \(+80^\circ\) to \(-80^\circ\), which corresponds to a \(20^\circ\) phase difference at the arcing point. The minima are displaced from each other by approximately 500 \( \mu \)m, further suggesting that the amplitude and phase images are revealing different characteristics of the damage.

Figure 4.21(a): PAM Amplitude image of damage regime 3. Bright green area at edge of sample indicates the sample edge. Region circled in black is the arc damage site. Units are in mV, as recorded by the lock-in amplifier.
Figure 4.21 (b): PAM Phase Image of damage regime 3. Lighter orange area at edge of sample indicates the sample edge. Region circled in black is the arc damage site. Units are in degrees, as recorded by the lock-in amplifier.

Figure 4.21(c): PAM amplitude image of damage regime 3, with profile at arcing point. Taken at 760 Hz, Time constant = 30 ms, 0.1 mm resolution.
Figure 4.21(d): PAM phase image of damage regime 3, with profile at arcing point. Taken at 760 Hz, Time constant = 30 ms, 0.1 mm resolution.

The plots in Figure 4.22(a) and (b) show the photoacoustic (PA) signal amplitude and phase signals respectively versus the modulation frequency of the laser at two locations: the arcing point (red line), and bare, undamaged Si (black line). The amplitude and phase shifts for the PA frequency scans in Figures 4.22(a) and (b) correlate well with those in PAM images (Figures 4.21(c) & (d)), which show similar amplitude and phase differences. In Figure 4.22(a) the amplitude reaches a maximum at 720 Hz, which corresponds to the resonant frequency of the cell. The thermal wave generated as a result of the irradiation of the laser light propagates through the sample and interacts with the subsurface defects. The distance the thermal wave propagates into the sample is the thermal diffusion length, \( \mu_s \), where

\[
\mu_s = \left(\frac{2\alpha_s}{\omega}\right)^{1/2}
\] (see section 2.3.2) [1, 2].
At a modulation frequency of 720 Hz, the peak amplitude for the frequency scan in Figure 4.22(a) and (b), a theoretical thermal diffusion length of 200 µm was calculated. The total sample thickness is ~660 µm which equates the peak frequency to approximately the top third of the sample. From the 3D-XRDI we know the arcing damage extends approximately 350 µm deep into the sample, which is broadly in line with the PAM measurements. Figure 4.22(b) shows a plot of the PA signal phase, where the phase is the phase shift of the sound wave with respect to light pulse, versus modulation frequency for both the arcing point and bare silicon. The points chosen were identical to those chosen in Figure 4.22(a). In the case of the phase versus frequency graph the difference between the signals at the arcing point, and on the bare Si is not as well defined as the amplitude signal variation (Figure 4.22(a)). This is expected as it is known from previous experiments [22, 23] that at frequencies ~1 kHz, the PA amplitude signal is dependant on the optical absorption coefficient and morphology of the top surface, whereas the phase signal is dependant on the sub-surface structure (section 2.3.3).

Images 4.23(a) and (b) show the arc damage imaged with x-ray topography, (XRT). Figure 4.23(a) is an image of the arcing damage sample with the arcing damage circled in blue. Figure 4.23(b) shows the XRT image superimposed on the PAM phase image (Figure 4.21(b)). XRT results correlate well with those obtained from PAM and prove the efficacy of PAM as a non-destructive characterisation tool in the location and characterisation of defects on Si.
4.4 Summary

In this study we present a novel combined suite of metrology tools for 3D wafer strain imaging and analysis of process induced damage on Si. 3D-XRDI and micro-Raman spectroscopy have been successfully applied to non-destructively image the strain regions caused by three different types of plasma arcing induced damage on silicon, and to quantify the corresponding levels of strain. The 3-dimensional nature of the images enables strain information to be obtained throughout the entire volume of the measured silicon, presenting a unique opportunity for non-destructive semiconductor device process analysis. Further data on how the strain fields propagate through the crystal is obtained by splitting the 3D rendered stack of images at a plane of interest. The 3D images prove that for the damage regimes examined herein visual damage on the surface of the wafer is not wholly indicative of the levels of damage which lie beneath. Although considerable research has been undertaken examining the mechanisms behind plasma damage in semiconductor manufacturing, the majority of the research focuses on the electrical effect of such damage to oxide layers and thin films [24-26]. To date wafer and device characterisation tools have been limited to electrical measurements on purpose designed test wafers. Plasma arcing damage is one of the important plasma process induced damage phenomenon, the thermal mechanical properties of plasma damage and the impact of the damage on the surface and sub-surface of wafers and die is therefore key to the reduction of lost dies, yield, and operational costs.

3D-XRDI for damage regimes 1 and 2 are comprised of a relatively small number (<20), ST topographs, and are the first 3D-XRDI images published using the rendering techniques described in Section 3.3 of this report [27]. At the beginning of this project the image acquisition process took approximately 3 hrs for 45 ST topography images. Efficiency has been greatly improved over the course of this project by the automation of sample stage stepping, camera alignment and image capture sequences. It is now possible to obtain 600+
ST topography images in the same time, and the only limit to the amount of images which can be captured is the size of the storage media available. ST topographs used to create the 3D-XRDI for damage regime 3 were acquired using these new, more efficient techniques, enabling higher resolution 3D-XRDI to be created.

The K-means clustering algorithm used to enhance the 3D-XRDI images works well on data sets having isotropic clusters, and is therefore well suited to the highlighting and analysis of strain fields caused by plasma damage, together with appropriate false colouring. The disadvantage of the K-means algorithm is that it is not repeatable: as the clusters depend on the initial random assignments, each run can yield slightly different results.

Micro-Raman spectroscopy enables the levels of strain from the surface, down to depths of many hundreds of nm to be quantified. Results show the extension of strain fields beyond the visible surface damage area, and their correlation with the extended strain fields in the 3D-XRDI images.

PAM has been successfully applied to locate the arcing damage on sample 3 in both microscopy and frequency scanning modes. PAM and XRT results are in close correlation, proving that PAM can be successfully applied to the characterisation of surface and sub-surface defects on Si.
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5.1 Introduction

As the integrated circuit (IC) industry continues to push for improvements in chip performance and form factor while driving down costs, embedding of chips into organic substrates using printed circuit board (pcb) technology has emerged as a promising technology route for 3D component integration [2, 22, 23, 24]. Core technologies such as wafer thinning to the order of tens of microns, embedding by lamination, laser drilling, via metallization and vertical stacking technologies have become key enablers in the move towards high density, high functionality 3D integrated circuits. However the range of different materials used in chip embedding and packaging can lead to the build up of internal stresses and warpage of the embedded die. IC manufacturing and chip embedding processes can also induce stresses in the chip which have the potential to affect device functionality and reliability and ultimately lead to device failure. The management of mechanical stresses is therefore one of the key enablers for the successful implementation of 3D IC technology [23].

To date test methodologies for embedded chips have consisted of finite element modelling (FEM), micro-Raman spectroscopy, optical inspection, electrical testing and destructive testing such as shear testing [1, 2, 5, 6, 8]. Significant causes of strain, and hence failure of embedded chips are known to come from 3 major sources: materials induced stresses caused by differences in the coefficient of thermal expansion (CTE), wafer / chip warpage, and stress from the embedding / lamination processes [1, 2, 5, 13, 14, ]. Materials induced failures are predominantly located at or near through silicon vias (TSV), where differences in the coefficient of thermal expansion (CTE) between the Si substrate and adjacent vias can lead to the formation of stresses in the surrounding substrate [12, 13, 14]. Wafer / die warpage increases greatly at thicknesses less than 100 µm, however bonding to the Cu substrate and subsequent lamination has been found to decrease warpage and relieve stresses. During lamination pressure and heat should be sufficiently high so as to provide sufficient adhesion and prevent voids occurring; however excess pressure and heat can lead to the formation of voids and delamination [2, 6]. With so many diverse challenges to the realisation of high volume 3D IC integration, advanced, non-destructive testing
methodologies are fundamental to the development of embedded chip design and manufacture.

In this chapter X-Ray Diffraction Imaging (XRDI) is used in conjunction with 3D surface modelling (3DSM) to non-destructively obtain qualitative information on the nature and extent of the strain fields in thin, chip embedded Quad Flat Nonlead (QFN) packages at different stages in the manufacture, pre-conditioning and qualification processes, and to quantify the level of lattice warpage. Micro-Raman spectroscopy complements 3DSM data by quantifying the level of strain in unpackaged chips. 3DSM and the data obtained from XRDI techniques have the potential to improve process steps in chip packaging and reduce the major sources of warpage and in package stress that can lead to device failure.

5.1.1 IZM Fraunhofer Package

The packages examined in this study are QFN-A packages [1, 2], measuring 160 µm thick and 10 mm × 10 mm in size. Packages were produced in Berlin, under the EU HERMES project. The package consists of an active die bonded Si chip, 5 mm × 5 mm in size and 50 µm thick, with a peripheral bond pad pitch of 100 µm, embedded face up in a substrate. The chip is covered from the top side with a RCC (resin-coated-copper) dielectric layer 90 – 100 µm thick. A schematic of the chip assembly, processing and testing steps are shown in Figure 5.1 (a) and (b) [1, 2].
5.1.2 Chip Embedding Process

Face-up embedding was chosen for the QFN-A package as it offers the possibility of better heat dissipation via access to the back side of the chip. This is particularly important in the case of embedded power chips. Prior to embedding, chips were prepared by electrolytic deposition of 6-8 µm of Cu to the bond pads. Using a high precision (± 10 µm) die attach machine, double layered die attach film (DAF), an adhesive layer 20 µm thick was used to bond the chip to the Cu substrate (Figure 5.1 (1)). A resin coated copper (RCC) layer 90 – 100 µm thick was applied to the chip from the top side using a standard pcb multilayer vacuum lamination process [8], and the epoxy was then cured at ~185 °C for 60 min (Figure 5.1 (a) & (b), (2)). A pulsed 355 nm UV laser was used to drill the microvias through to the chip pads (Figure 5.1 (a) & (b), (3)). The vias were then cleaned to remove excess epoxy
resin and improve Cu adhesion, and palladium was deposited on the epoxy surface prior to Cu metallization via electroplating (Figure 5.1 (a) & (b), (4)). Structured Cu conductor lines are required to connect the bond pads and capture pads on the chip. This was undertaken by means of laser direct imaging (LDI), which was used to expose a negative resist, which was subsequently acid etched to reveal the Cu line structure. The final step in the packaging process is Cu structuring on the bottom side of the package (Figure 5.1 (a) & (b), (5). Packages were processed in large panel format, and separated by cutting or sawing [1, 2] before undergoing pre-conditioning and qualification tests.

Samples were analysed after stages 1, 3 and 5 of the embedding process. Figure 5.2 below outlines the sample number and the corresponding process stage.

<table>
<thead>
<tr>
<th>Process / Test Stage</th>
<th>Stage 1 Chip Attach</th>
<th>Stage 3 Via Electroplating</th>
<th>Stage 5 Post Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Reference Number</td>
<td>Sample 4</td>
<td>Atiotech 3a</td>
<td>09-096 No. 158</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hitachi 3b</td>
<td>09-095 No. 136</td>
</tr>
</tbody>
</table>

Figure 5.2: Sample reference numbers and process stages for QFN-A package analysis.

5.1.3 Preconditioning and Qualification Tests:

The samples studied in this report underwent preconditioning and qualification tests in order to establish their reliability under a range of test conditions. Preconditioning tests were undertaken to simulate the effects of the board assembly process at component level. Preconditioning treatment was in line with the JESD22-A113-E [3] standard and consisted of 4 process steps. All packages were subjected to:

1. 5 temperature cycles from -40°C to 60°C, at a cycle rate of 1 to 3 cycles per hour (cph) [13], to simulate shipping conditions.
2. Dry bake for 24 hours at 125°C in order to remove all moisture from the packages.
3. Moisture soak level 2 (MSL3) (192 h, 30°C, 60% Relative Humidity), within 2 hours of the dry bake.
4. Solder reflow simulation, between 15 min and 4 hrs after removal from the temperature/humidity chamber. Three reflow passes at the established Pb free reflow temperature of 280°C, wherein cooling occurred between reflow cycles so that the reflow temperatures/times of the samples are not affected on the subsequent reflow cycles.
The second phase of testing involved 4 different reliability tests, with each package undergoing a different test. Test conditions are summarised below:

1. High temperature storage (HTS) at 150°C for 1000 hr, as defined by MIL-STD-883H [17], with the exception that HTS is done over a much longer period of time. This test is undertaken to determine the effect of high temperature storage on the packages without any electrical stresses applied.

2. Thermal cycling with 1000 cycles from -55°C to 125°C, in line with JESD22-A104D, Test Condition B [16]. The purpose of this test is to establish the resistance of the packages to extremes of high and low temperatures, and their ability to withstand cyclical stresses.

3. Temperature humidity storage, at 85°C with 85 % humidity for 1000 hr, with bias applied to the package, as defined by standard JESD22-A100C [15]. Corrosion of the package is promoted by high temperature and humidity, the corrosion process is triggered by the bias, which is applied to the package to simulate the bias conditions of the device in its real-life application. The bias can also drive mobile contaminants to areas of concentration on the die.

4. Pressure cooker test for 168 hr at 121°C, 100 % relative humidity, 2 atm pressure, as defined by standard JESD22-A102D [14]. This test is utilised to assess the ability of the package to withstand extreme temperature, humidity and vapour pressure conditions. It is used to accelerate corrosion in the metal parts of the product, including the metallization areas on the surface of the die.

Sample numbers and the corresponding reliability tests are outlined in Figure 5.3.
### Figure 5.3: Table detailing sample numbers and the corresponding process stage / reliability test stages for QFN-A package analysis.

<table>
<thead>
<tr>
<th>Process / Test Stage</th>
<th>Stage 6 After Preconditioning</th>
<th>Stage 7 After Phase 2 Reliability</th>
<th>Test Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Reference Number</td>
<td>Sample Reference Number</td>
<td>Sample Reference Number</td>
<td>Sample Reference Number</td>
</tr>
<tr>
<td>09-095 No. 150</td>
<td>09-088 No. 241</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>09-096 No. 008</td>
<td>09-089 No. 047</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>09-089 No. 241</td>
<td>09-089 No. 047</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>09-088 No. 218</td>
<td>09-088 No. 218</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

### 5.2 Experimental

X-Ray Diffraction Imaging (XRDI) measurements were performed at ANKA, Karlsruhe, Germany using the TopoTomo beamline [31, 32], and HASYLAB-DESY, Hamburg, Germany using the F-1 topography beamline at the DORIS III storage ring [25]. Topographs were recorded in large area transmission (LAT), large area back reflection (LABR) and section transmission (ST) geometries. The experimental setup for XRDI is described in Section 3.2.1. In the case of topographs recorded at ANKA, the PCO.4000 high resolution 14 bit cooled CCD camera, with magnification optics was used, which enabled a pixel size of 2.5 µm to be obtained [9]. The sample to camera distance (L) was 80 mm. In the case of topographs recorded at HASYLAB-DESY, images were recorded on high resolution film, (Section 3.2.2.1), and a sample to film distance, L, of 80 mm was used.

Initially ST topographs were taken at 1.0 mm steps from the pads at the top of the chip stepping sequentially until the bottom of the chip, was reached. The chip was then rotated by 90° and the process repeated, as described in section 3.4.1. In order to obtain higher resolution 3DSM topographs the image capture process was also tested using a step size of 0.5 mm, thus providing a greater number of points for definition of the 3DSM. A detailed explanation of image acquisition and building of 3DSM is available in section 3.4 of this study. With the exception of stage 3 samples 3DSM were shaded in order to enable the top and underside surfaces to be identified, with the top surface shaded in green, and the underside shaded in grey.
Micro-Raman measurements were used to quantify strain levels in the stage 1 samples. Using the 488 nm Ar$^+$ laser line on the JY Horiba LabRAM HR800 high resolution Raman microscope (Section 3.6) scans were taken at 3 different positions on the chip, as described in Figure 5.4. The scan positions were selected so as to include regions on the chip which are prone to warpage, while avoiding the vias and patterning/symbols on the chip surface. Scans taken at positions 1 and 3 measured 1,400 µm wide × 25 µm high, with step sizes of 20 µm and 5 µm respectively. The central scan (Figure 5.4, position 2) measured 1,000 µm wide × 25 µm high, with step sizes of 20 µm and 10 µm respectively.

![Figure 5.4: Positions of Raman matrix (2D) scans on Sample 4.](image)

Before commencing measurements the laser was allowed to stabilise and the system was calibrated using a standard, unstrained piece of (100) silicon and calibrating to the triply degenerate Transverse Optical (TO) phonon induced Raman peak shift of 520.07 cm$^{-1}$ in Si [19, 20]. As the total thickness of the chip, die attach film and Cu substrate measured less than 200 µm, flatness of the stage 1 chips was an issue. To compensate for any small deviations in flatness the chip-substrate structure was taped to a microscope slide and the optical auto-focus functionality on the micro-Raman system was used. This enabled signal intensity levels to be maintained across the width of the chip while using a short accumulation time (1s), to prevent heating of the sample. As the total scan time for each scan was less than one hour it was not necessary to correct for thermal and temporal peak shifts after data acquisition.

### 5.3 Results

Samples of the QFN-A packaged chips were characterised using both X-Ray Diffraction Imaging (XRDI) and 3-Dimensional Surface Modelling (3DSM) after 5 of the 7 processing
stages described in Figure 5.1(b): chip attach, via drilling, final Cu structuring, preconditioning and reliability testing.

5.3.1 Stage 1: Chip Attach

After the first processing step, samples consisted of 5 mm × 5 mm squares of 50 µm thick Si embedded face up on a Cu substrate. A single chip, sample 4, was examined using XRDI, 3DSM, and the Ar⁺ laser of the micro-Raman system. Initial tests on stage 1 chips showed them to be highly sensitive to the x-ray beam heat load from the synchrotron, which was estimated to raise the local chip temperature to ~40°C. As a result of this the acquisition time for ST and LAT topographs was set to 0.5 s, and the contrast of ST and LAT topographs was therefore compromised to a minor extent. Figure 5.5 (a) is a LAT topograph of the centre part of the sample. The sample shows some patterning along the left and right edges, and a grain running from the top right through to the bottom left corner of the image. Although several LAT images were taken they could not be patched together due to the lack of patterning / features on the topograph. The overall dimensions of the LAT topograph are approximately 5,000 µm × 12,700 µm, with the elongation of the topograph occurring parallel to projection of the diffraction vector, \( \mathbf{g} \). Elongation of LAT topographs is observed on several samples in the study. This phenomenon is most likely a result of the high degree of lattice curvature present in the chips / packages. We know that the greatest sensitivity to lattice displacement occurs when \( \mathbf{g} \) is parallel to, or antiparallel to the reciprocal lattice vector \( \mathbf{h} \). This condition is satisfied in the case of sample 4, as shown in the LAT (Figure 5.5(a)).

3DSM showing the misorientation of the 2 2 0 planes in the Si chip (Figures 5.5(b) & (c)) have been normalised to reflect the square shape of the chip, and thus compensate for the geometric distortion observed in the corresponding LAT.
Figure 5.5 (a) & (b), (a) 2 2 0 LAT topograph from stage 1 chip showing central region of sample 4. White dots are artefacts from the CCD. The projection of the diffraction vector g onto the plane of the recording film is also indicated. (b) 3DSM of stage 1 chip showing misorientation of (2 2 0) Si planes of sample 4. Contours are shown to indicate degree of warpage of chip.

Figure 5.5 (c): 3DSM showing $\Delta \alpha$, the relative misorientation of (2 2 0) Si planes of sample 4 viewed end on, with ST position corresponding to the upper edge of the chip facing the page.

The 3DSM are created from a series of 10 ST topographs as described in section 3.4. Distortion in the ST topographs is formed by the orientational contrast mechanism, where diffracted x-rays from highly strained and hence misorientated, regions in the Si lattice possess an altered Bragg angle. Deviations in the recorded position of the diffracted Si in the ST images (Figure 5.7) are seen as a result of the lattice planes being distorted either in compression or tension across the full width of the Si chip. Possible causes of lattice distortion are described in Figures 5.6 (a)-(c). During heteroepitaxal growth, if there is a large mismatch between the lattice constants of the two materials, and the layers are grown below the critical thickness, the upper layer may become strained with the lattice symmetry.
changing from cubic to tetragonal, (Figure 5.6 (a)). Overlayer deposition can also lead to strain, resulting in tension and hence distortion in the underlying Si lattice (Figure 5.6 (b)). The most likely cause of lattice misorientation seen in the ST topographs and 3DSM in this study is lattice distortion across the entire volume of the chip, resulting from chip warpage (Figure 5.6(c)). For a given chip/package the origin and extent of chip warpage depends on the processing/embedding stage.

For orientational contrast to occur, the lattice misorientation must exceed the x-ray beam divergence, which is a maximum of 2 mrad in the case of the ANKA synchrotron [17]. In a perfect crystal Bragg diffraction occurs according to the relationship:

$$\lambda = 2d_{hkl} \sin \theta_B$$  \hspace{1cm} (5.1)

where \(d\) is the interplanar spacing, \(\theta_B\) is the Bragg angle, and \(\lambda\) is the wavelength of the incident beam. In a perfect crystal Bragg diffraction occurs at an angle of \(180^\circ - 2\theta_B\) relative to the incident beam.

\(\Delta \theta_{\text{MAX}}\); the maximum shift in Bragg angle, given by the combination of the lattice dilation, \(\Delta d / d \tan \theta\) and the lattice tilt, \(\alpha\):

$$\Delta \theta_{\text{MAX}} = \Delta d / d \tan \theta_B + \alpha$$  \hspace{1cm} (5.2)
where Δd is the deflection of planes parallel to $\mathbf{g}$.

$\frac{\Delta d}{d} \tan \theta$ cannot be obtained, as white beam radiation provides a large number of wavelengths, which give a diffracting wavelength for any dilated planes.

∴ $\Delta \theta_{\text{MAX}} \propto \alpha$  \hspace{1cm} (5.3)

The magnitude of orientational contrast shift can be calculated from:

$\frac{\Delta S}{2L} \equiv \Delta \alpha$  \hspace{1cm} (5.4)

where $\Delta S$ is the measured angular misorientation across the measured length of the sample, as shown in Figure 5.7. $L$ is the sample to film distance used in SXRT (80 mm), and $\Delta \alpha$ is the maximum apparent shift in the Bragg angle due to the strain-induced tilt of the diffracting planes [15, 16, 18]. $\Delta \alpha_{\text{MAX}}$, the maximum misorientation of the Si planes for the reflection imaged (using XRDI), is therefore measured relative to the points of greatest and least angular displacement in the relevant ST topograph, as shown in Figure 5.7.

![Figure 5.7: 2 2 0 ST topograph of sample 4, number 1 in series of 10 ST topographs which combine to form images 5.4 (b)-(d). Yellow lines show maximum deviation in ST topograph, which is equal to $\Delta S$.](image)

The greatest lattice distortion is observed in the final ST topograph, at the top of the chip, as seen in Figures 5.5 (c) and 5.7. $\Delta \alpha_{\text{MAX}}$, the maximum lattice tilt for Sample 4 is $0.84 \times 10^{-3}$ (± 5%) degrees, considerably less than that seen at later processing / reliability testing stages. Figures 5.8 – 5.10 (a)-(b) show micro-Raman scans across 3 regions of the sample as described in Figure 5.4. Micro-Raman spectra were taken using the Ar+ laser, which has a penetration depth of ~556 nm in Si, thus the data are therefore indicative of strain levels.
close to the surface of the chip. Scans 1 and 3, across the upper and lower regions of the chip respectively, show a single narrow Si peak, indicative of crystalline Si, centred on \( \sim 521.7 \) cm\(^{-1}\). If a uniform biaxial stress model is assumed the stress corresponding to the Raman peak shift can be calculated from equations 4.1 and 4.2, Section 4.3.1 [21]:

\[
\sigma_{xx} = \sigma_{yy} = \frac{\Delta \omega}{4} \quad \text{GPa}
\]

where \( \Delta \omega \) is the change in Raman frequency from the calibration position at 520.07 cm\(^{-1}\), and \( \sigma_{xx} \) and \( \sigma_{yy} \) are the stress components for biaxial strain in the x - y plane.

Strain levels across the scans 1 and 3 (Figures 5.8 & 5.10, (a), (b)), range from 345 – 470 MPa, with both regions in tensile strain, and the highest strain levels are closest to the corners of the chip. The central micro-Raman scan 2, (Figure 5.9 (a), (b)), shows uniform strain levels of up to \( \sim 360 \) MPa from left to right across the chip, with changes in the strain occurring from the top of the scan downwards. As with scans 1 and 2 tensile stress is largely present, although low levels of compressive stress are also observed. Only a single phase of crystalline Si is present in scan 2, signified by a single narrow peak, with an average FWHM of 4.1 cm\(^{-1}\). Multiple scans on the same region prove that the regular strain pattern is a genuine strain phenomenon rather than a temporal or thermal effect.

**Figure 5.8 (a):** Micro-Raman spectra for top section (Scan 1) of Sample 4 as shown in Figure 5.4. Main peak, indicative of crystalline Si is centred on 521.6 cm\(^{-1}\).

**Figure 5.8 (b):** Micro-Raman 2D scan for top section (Scan 1) of Sample 4 as shown in Figure 5.4. Entire region is in compressive stress, as indicated by scale
on left side of image. Highest levels of stress are indicated in blue/black, and present at the edges of the scan.

Figure 5.9 (a): Micro-Raman spectra for middle section (Scan 2) of Sample 4 as shown in Figure 5.4. Main peak, indicative of crystalline Si is centred on 520.75 cm\(^{-1}\).

Figure 5.9 (b): Micro-Raman 2D scan for middle section (Scan 1) of Sample 4 as shown in Figure 5.4. Lower ~2/3 of scan is in compressive stress, with low levels of tensile stress also present, as indicated by scale on left side of image.

Figure 5.10 (a): Micro-Raman spectra for top section (Scan 3) of Sample 4 as shown in Figure 5.4. Main peak, indicative of crystalline Si is centred on 521.75 cm\(^{-1}\).

Figure 5.10 (b): Micro-Raman 2D scan for bottom section (Scan 3) of Sample 4 as shown in Figure 5.4. Entire region is in compressive stress, as indicated by scale on left side of image. Highest levels of stress are indicated in blue/black.
Micro-Raman spectroscopy is a well established and widely used characterisation technique for analysis of strain in Si die and packaged chips [20, 21, 27, 28]. As such it provides an appropriate platform from which to evaluate the efficacy of novel, qualitative techniques such as XRDI and 3DSM. Raman results show strain levels close to the surface of the chip of the order of 100’s of MPa, the strain pattern shown in the 2D micro-Raman scans, with the greatest levels of compressive strain apparent at the edges and corners of the chip (Figures 5.8-5.10), compare well with the 3DSM (Figure 5.5(b & c)), which exhibit a uniform, relatively undistorted (warped) region at the centre of the chip, and warpage of the 2 2 0 lattice planes along all 4 edges of the chip. Although the magnitude of the induced lattice warpage, as seen in the 3DSM, and measured from the ST topographs is relatively small at this early processing stage, micro-Raman results prove that close to the surface, the induced strain levels are high and have the potential to affect device functionality and/or reliability [2, 14, 26]. The LAT topograph (Figure 5.5(a)), shows uniform strain across the chip, demonstrating that detailed information on lattice warpage is not always apparent from conventional XRDI, and that 3DSM is a valuable tool in characterisation of strain in packaged chips.

5.3.2 Stage 3: Via Electroplating
Two samples were analysed after Cu electroplating of the vias; Atiotech 3a and Hitachi 3b. As illustrated in Figure 5.1 (a), after stage 3 of processing die are completely enclosed in Cu and no part of the die is visible (Figure 5.11). Lasers used in Micro-Raman spectroscopy cannot penetrate Cu, and thus micro-Raman spectroscopy is not feasible beyond the first two stages of the packaging process (Figure 5.1 (a & b)). Likewise, none of the currently available IC characterisation metrologies can non-destructively measure or image stress/strain, warpage or defects beneath the SoC/SiP package lid [23]. This is a major drawback, since the electrical performance of the SoC/SiP is governed by the semiconducting Si (or SiGe, Ge, GaAs, InP, etc.) chips embedded in the system. XRDI, and in particular 3DSM are therefore an important tools in the analysis of major sources of die warpage and in-package stress, both techniques can be utilised at all stages of the chip embedding and packaging processes.
LAT topographs of both samples display a distinctive wave pattern, with a peak to peak pitch of 1050 – 1150 µm. As with the Stage 1 sample the LAT topographs (Figures 5.12 and 5.13), are elongated in the direction parallel to $\mathbf{g}$. The irregular pattern on the LAT images did not allow the topographs to be patched together to obtain a diffraction image of the complete chip, however the magnitude of the induced lattice warpage appears to be approximately two times greater parallel to the projection of the diffraction vector $\mathbf{g}$ onto the ccd than perpendicular to it (Figure 5.23 (a)).

The wave pattern is most prominent in the central region of the chip, with peaks smoothing out and becoming less pronounced towards the edges of the chip. Initial examination of the
LAT topographs in Figures 5.12 and 5.13 gives little information on the nature of the lattice distortion which would give rise to such a pattern, however the 3DSM clearly show the pattern of strain induced die warpage inside the packages (Figures 5.13 (a) – (f) and 5.15 (a) – (d)). As with the previous sample the shape of the 3DSM have been normalised to reflect the square shape of the chip. In addition to normalisation, additional connectors were added while constructing the 3DSM [30], to allow more precise control of the flow of the boundary surface. This was undertaken to ensure an accurate surface between adjacent splines with a large change in slope between them.

Two sets of 3DSM are shown for each sample, to represent topographs obtained from the chips at 0° (horizontal ST topographs) and 90° (vertical ST topographs). As reflections arise from different crystal planes (section 3.4.1), 3DSM for ST topographs recorded at 0° and 90° differ, with bumps more pronounced in vertical (90°) 3DSM in both the Atiotech 3a and Hitachi 3b chips. Figure 5.14 (f) demonstrates how the bumps on the 3DSM relate to the wave pattern on the LAT topograph, and further demonstrates the efficacy of the surface mapping process for packaged chips. \( \Delta \alpha \) measurements for both chips at 0° and 90° show the relative angular lattice misorientations across the length of the sample to be approximately equal for both chips, with a \( \Delta \alpha_{\text{MAX}} \) of \( \sim 0.9 \times 10^{-3} \) (± 5%) degrees, for the horizontal ST topographs and \( \sim 0.65 \times 10^{-3} \) (± 5%) degrees (Figures 5.14(b), 5.15(b)), for vertical ST topographs (Figures 5.14(d), 5.15(d)).
topographs were taken vertically across sample, beginning at the top edge of the chip. Sample was oriented at 0° when ST were recorded.

Figure 5.14(c): 3DSM of misorientation of (2 2 0) Si planes inside Atiotech 3a sample. Sample was oriented at 90° when ST were recorded.

Figure 5.14(d): 3DSM of misorientation of (2 2 0) Si planes inside Atiotech 3a sample. Sample was oriented at 90° when ST were recorded.

Figure 5.14(e): 3DSM of misorientation of (2 2 0) Si planes inside Atiotech 3a sample, showing Δα_{MAX}. Sample was oriented at 90° when ST were recorded.

Figure 5.14(f): 3DSM of misorientation of (2 2 0) Si planes inside Atiotech 3a sample with LAT overlaid. For both images topographs were recorded with the sample rotated at 90°. Scale is same at that for Figure 5.11.
Figure 5.15(a): 3DSM of misorientation of (2 2 0) Si planes inside Hitachi 3b sample. 3DSM illustrates bumps corresponding to peaks on LAT topograph. 10 ST topographs were taken horizontally across sample, beginning at the top edge of the chip.

Figure 5.15(b): 3DSM of misorientation of (2 2 0) Si planes inside Hitachi 3b sample, showing $\Delta \alpha_{\text{MAX}}$. Sample was oriented at $0^\circ$ when ST were recorded.

Figure 5.15(c): 3DSM of misorientation of (2 2 0) Si planes inside Hitachi 3b sample. 3DSM illustrates bumps corresponding to peaks on LAT topograph. 10 ST topographs were taken vertically across sample, beginning at the bottom edge of the chip.

Figure 5.15(d): 3DSM of misorientation of (2 2 0) Si planes inside Hitachi 3b sample, showing $\Delta \alpha_{\text{MAX}}$. Sample was oriented at $90^\circ$ when ST were recorded.

The development of the regular pattern of bumps / peaks at this stage in the process, and its absence at stages 1 and 5 suggests the phenomenon is linked to either the chip embedding by vacuum lamination or via drilling processes. TSVs are positioned along the edges of the chip, with 44 vias on each side placed 100 µm apart, the density and position of the bumps is therefore inconsistent with TSV drilling and placement. Previous laboratory based studies utilising FEM and SEM analysis [6, 29] on chips embedded in epoxy, have
identified a region of high stress concentration between the chip and the epoxy, leading to cracking and delamination. The lamination process for QFN-A packages has undergone comprehensive development and optimisation [1, 2, 7, 8, 11] over the course of several projects. Heating rate and pressure are critical parameters with respect to lamination integrity. High heating rates at low pressures (5 – 10 bar) can lead to the occurrence of voids, and excessive epoxy fluid viscosity has the potential to cause insufficient epoxy coverage around the chip and influence package flatness [1, 2].

The distinctive pattern of lattice warpage seen after stage 3 processing is therefore most likely linked to vacuum lamination process, where the presence of voids or variations in epoxy coverage may lead to localised variations in strain in the crystal lattice, leading to the formation of bumps (Figures 5.14 & 5.15 (a) – (f)).

5.3.3 Stage 5: Post Production
Two post production samples were taken from batch 2 and examined prior to the preconditioning process. In the case of the first sample, 09-096 no. 158, the topograph of the 2 2 0 reflection in LAT topography (Figure 5.16(a)) is comprised of 6 camera images patched together. The topograph measures approximately 14,200 µm × 45,200 µm, illustrating stretching of the LAT topograph both parallel to, and perpendicular to the diffraction vector $g$. Although elongation occurs in all directions, it is over 3 times greater parallel to $g$, similar to the effect seen in LAT topographs in stages 1 and 3.
Figure 5.16(a): LAT topographs of sample 09-096, no 158. 2 2 0 reflection was recorded using a CCD camera. Region circled in red corresponds to region shown in Figure 5.16 (b).

Figure 5.16(b): 0 2 10 LABR topograph of elliptical region circled in Figure 5.16 (a). Image was recorded on film and the contrast inverted for ease of comparison.
In Figure 5.16 (d) the image has been normalised to compensate for this geometrical distortion, and the true square shape of the chip is reflected. The region circled in red, Figure 5.16(d), corresponds to the region shown in the 0 2 10 LABR topograph in Figure 5.16(b). Figure 5.16 (c) illustrates how the convex lattice planes interact with this highly stressed region and diffract the incoming beam, forming an elliptical shaped strain pattern. Orientational contrast occurs when diffracted beams overlap or diverge due to lattice misorientation. In the case of topographs recorded using a ccd camera the image contrast is inverted, and regions of low intensity, where loss occurs appear black. The greatest lattice distortion is therefore located towards the centre of the circled region.
Chip support and clamping in die bonding and chip placement processes are critical for die placement accuracy [1]. When support is insufficient warpage can occur [11, 1]. The LAT topograph of sample 09-096 no. 136 (Figure 5.22 (a)), measures approximately the same dimensions as LAT topograph of sample 09-096, no 158 (Figure 5.16 (a)) and shows a similar strain field pattern, with a corresponding elliptical region of high distortion at the same location. The uniform nature of the strain fields, and their presence on both packages, suggests they are linked to the manufacturing process. They may be due to the supports or clamps in die bonding and chip placement processes, perhaps where a die or substrate is supported on two sides, stress from processing can manifest itself in unsupported planes. The presence of vias can also lead to localised stresses in the package. Via drilling was undertaken using a pulsed 355 nm UV laser. We know that localised heating of the Cu surrounding very small diameter (15 µm) vias can lead to warpage [10], and can induce significant strain ~ MPa (Figures 5.17 (a), (b)) [4]. Die warpage may therefore be partially attributable to vias. TSV can also induce stress by squeezing / stretching the adjacent material leading to material deformation, debonding and delamination.
Figure 5.17 (a): Stereo-microscope image taken after drilling the vias to the copper pads with the UV laser. View shows drilled via focusing on the underlying chip Copper pad. Scale bar is 100 µm, via diameter is 51 µm.

Figure 5.17 (b): Stereo-microscope image taken after drilling the vias to the copper pads with the UV laser. View shows drilled via focusing on the upper Cu layer of the package. Note distortion of via edges and surrounding region, indicating the presence of stress and strain. Scale bar is 100 µm, via diameter is 69 µm.

The graphs below (Figures 5.18 and 5.19) show $\Delta \alpha_{\text{MAX}}$, the maximum measured strain induced lattice tilt, for ST topographs at positions 1-5 (Figure 3.14), in both horizontal and vertical directions. As the normal (unstrained) position of the ST image is not known, $\Delta \alpha_{\text{MAX}}$ is defined, as in Section 5.3.1, where $\Delta \alpha = 0$ is the position of least deviation of the ST image, and $\Delta \alpha_{\text{MAX}}$ is the position of greatest deviation, as shown in Figure 5.7. The maximum lattice warpage ranges from $\sim 1.69 \times 10^{-3}$ - $0.15 \times 10^{-3}$ (± 5%) degrees for 09-096, no 158 and from $\sim 2.89 \times 10^{-3}$ - $0.78 \times 10^{-3}$ (± 5%) degrees for 09-096, no 136, and is dependent on the location on the chip.
diffracting (2 2 0) Si lattice planes inside the sealed package show the maximum apparent shift in position in the surface maps, and the magnitude of the measured angular misorientation is again confirm the presence of the characteristic distorted region, circled in red, at 3D topographs placed 1 mm apart, they are therefore of lower resolution than the previous Figure 3.14.

Figure 5.18: Angular displacement (warpage) data for package 09-096 No. 158. Horizontal and Vertical ST topograph positions (P1 – P5) correspond to red lines in Figure 3.14.

Figure 5.19: Angular displacement (warpage) data for package 09-095 No. 136. Horizontal and Vertical ST topograph positions (P1 – P5) correspond to red lines in Figure 3.14.

The 3DSM for both samples at stage 5, post production, are each comprised of 5 ST topographs placed 1 mm apart, they are therefore of lower resolution than the previous 3DSM from stages 1 and 3. The 3DSM of sample 09-096 no. 158 are shown in Figures 5.20 – 5.21(a) - (c) below. 3DSM formed from both the horizontal and vertical ST topographs again confirm the presence of the characteristic distorted region, circled in red, at the same position in the surface maps, and the magnitude of the measured angular misorientation is greatest in the case of the surface maps from the horizontal ST topographs. The images show the maximum apparent shift in Bragg angle due to the strain induced tilt of the diffracting (2 2 0) Si lattice planes inside the sealed package. The 3-dimensional surface
models clearly pinpoint the highly distorted region (circled in red) corresponding to the same region highlighted in the topographs (Figures 5.16 (a) and (b)), and confirm that 3DSM can be used to produce accurate x-y maps of the location of the strain induced wafer warpage inside the packaged chip.

Figures 5.20 (a), (b), (c): 3DSM maps of misorientation of (2 2 0) Si planes inside a completely sealed package 09-096 no. 158. ST topographs were taken with the package orientated at 0°, i.e. in the horizontal position. Red circles correspond to the elliptical region in Figures 5.16 (a) & (b).
Figures 5.21 (a), (b): 3DSM maps of misorientation of (2 2 0) Si planes inside a completely sealed package 09-096 no. 158. ST topographs were taken with the package orientated at 90°, i.e. in the vertical position. Red circles correspond to the elliptical region in Figures 5.16 (a) & (b).

The 3DSM for sample 09-096 no 136 are shown in Figures 5.22 (c) and (d). As in the case of sample 09-096 no 158, the region of high lattice distortion seen in the LAT topograph (Figure 5.22 (a & b)) can be easily identified. In the case of the 3DSM comprised of vertical (90°) ST topographs the highly distorted region, circled in red in Figure 5.22 (d) is slightly displaced towards the top of the surface map when compared with the horizontal 3DSM and LAT topographs. This may be due to an insufficient number of ST topographs for the required resolution, and hence averaging or smoothing of points on the boundary surface formed between the splines (see Section 3.4.4). $\Delta \alpha$, the strain induced lattice tilt is greatest in the case of the 3DSM with the chip in the vertical position, reaching a maximum of $\sim 2.9 \times 10^{-3}$ degrees (± 5%), at the position corresponding to the distorted region circled in red. For the 3DSM formed from horizontal ST topographs the highly distorted region circled in Figure 5.22 (c) has a measured strain induced lattice tilt of $\sim 2.3 \times 10^{-3}$ degrees (± 5%), less than the maximum value of $\Delta \alpha$, $\sim 2.5 \times 10^{-3}$ (± 5%), degrees for the entire 3DSM of the 2 2 0 planes of the chip.
Figure 5.22(a): LAT topographs of sample 09-096 no. 136. 2 2 0 reflection was recorded using a ccd camera. Region circled in red corresponds to region of high lattice distortion.
5.3.4 Stage 6: Preconditioning

Two packages from batch 2, 09-095 no. 150 and 09-096 no. 008, were characterised after the preconditioning process, as described in Section 5.1.3. Preconditioning is undertaken in order to increase the likelihood of failure precipitation, and some degree of lattice warpage is expected [1]. LAT topographs of the 09-095 no. 150 package are shown in Figures 5.24 (a) – (d) below. The width of the x-ray diffraction images is the same for all three images, i.e. approximately 14,150 µm wide, and measures a maximum of 15,400 µm long. The slits for these experiments were set to 12 mm × 12 mm, and the divergent nature of the x-rays when diffracted by the highly misoriented (2 2 0) planes of the embedded Si chip, as seen with the post-production samples is evident. However geometrical elongation of the LAT topographs, as seen with stage 1, 2 and 3 samples is not observed after preconditioning. During the temperature cycle - dry bake – moisture soak phases of the preconditioning processes some strain relief may occur, allowing the strain fields to become more uniform in the (2 2 0) plane. LAT topographs differ depending on the position and orientation of the sample with respect to the x-ray beam, where x-rays diffract from a convex region on the crystal lattice x-rays diverge, and lead to an enlarged image, as described in Figure 5.23(a); conversely, when x-rays diffract from a concave region on the crystal lattice the x-rays converge, and a smaller, distorted image is formed, as described in Figure 5.23(b). The non-uniform changes in topograph shape seen in LAT topographs for samples 09-095 no. 150 (Figures 5.24 (a)-(c)) and 09-096 No. 008 (Figures 5.27 (a), (b), 5.29 (c)), can therefore be attributed to regions of differing lattice curvature and misorientation, observed in the corresponding ST topographs and 3DSM (Figures 5.26 (a), (b), 5.28 (a), (b), and 5.29 (a), (b)).
Figures 5.23(a): Formation of enlarged LAT topograph due to x-rays diffracting off convex lattice planes in the QFN-A package. Note diagram is to scale with the exception of lattice distortion, which has been exaggerated for ease of viewing.

Figures 5.23(b): Formation of reduced size LAT topograph due to x-rays diffracting off concave lattice planes in the QFN-A package. Note diagram is to scale with the exception of lattice distortion, which has been exaggerated for ease of viewing.
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Figure 5.25: Angular displacement (warpage) data for package 09-095 No. 150. Horizontal and Vertical ST topograph positions (P1 – P5) correspond to red lines in Figure 3.14.

The lattice warpage for package 09-095 no. 150 ranges from ~2.18 × 10^{-3} - ~0.33 × 10^{-3} (± 5%) degrees (Figure 5.25). The 3DSM for both of the stage 6 packages display a distinct pattern of lattice distortion, with large, symmetrical curves at ST positions corresponding to
the top and bottom edges of the chip (Figures 5.26(b), 5.28(b), 5.29(b)). Strain maps for both chips exhibit similar forms, with the maximum measured angular misorientation at the edges of the strain map and the central region of the strain map exhibiting the lowest levels of angular misorientation. Figures 5.26(a) and (b) are low resolution (5 ST topographs) and high resolution (10 ST topographs) 3DSM for the same chip, 09-095 No. 150. Although the maximum $\Delta \alpha$ is the same for both 3DSM, the high resolution image shows almost identical values for the maximum lattice tilt, $\Delta \alpha_{\text{MAX}}$, at positions on the 3DSM corresponding to the top and bottom on the chip, whereas the low resolution 3DSM shows less lattice tilt at positions on the 3DSM corresponding to the bottom of the chip, $\sim 1.4 \times 10^{-3}$ ($\pm 5\%$) degrees, than at the position corresponding to the top of the chip, $\sim 2.2 \times 10^{-3}$ ($\pm 5\%$) degrees. This may be due to the wide spacing of the ST topographs, (1 mm), which combine to form the 3DSM. When fewer ST topographs are used to form the splines (Section 3.4.4), the point cloud which defines the boundary surface is of lower density. The boundary surface algorithm compensates for larger distances between points by approximating points on the surface to fill the empty space, resulting in a lower resolution 3DSM. Where the surface extends beyond the final ST topograph position averaging does not occur and the surface ends abruptly. Points beyond the final ST topograph position may therefore be missing in the lower resolution 3DSM.

LAT topographs for package 09-096 No. 008 are shown in Figures 5.27(a) and (b). In the corresponding 3DSM (Figures 5.28, 5.29(a)), the 3DSM maps are rotated in space so as to
reproduce the geometrical perspective of the LAT topographs. The close correlation between the 3DSM and the topographs can easily be observed, and the fidelity of the surface modelling process appreciated.

**Figure 5.27(a):** 2 2 0 LAT topograph of package 09-096 No. 008. Image is recorded with chip at 0°.

**Figure 5.27(b):** 2 2 0 LAT topograph of package 09-096 No. 008. Image is recorded with chip rotated to 90°.

**Figure 5.28(a) and (b):** 3DSM of package 09-096 No. 008, showing misorientation of (2 2 0) Si planes. 5 ST topographs were taken with the package orientated at 0°. Relative positions of ST topographs which form basis of 3DSM are also shown.
Figure 5.29 (a) & (b): High resolution 3DSM of package 09-096 N0. 008, showing misorientation of (2 2 0) Si planes. 10 ST topographs were taken with the package oriented at $0^\circ$. Relative positions of ST topographs which form 3DSM are also shown. Figure 5.28 (c): 2 2 0 LAT topograph of package 09-096 N0. 008. Note correlation between LAT topograph and 3DSM as oriented in (a).
Lattice warpage for package 09-096 no. 008 ranges from $-6.13 \times 10^{-3}$ to $-0.54 \times 10^{-3}$ (± 5%) degrees (Figure 5.30). Package 09-096 no. 008 therefore has by far the greatest lattice warpage, and hence strain levels, of all the packages measured in this study. It is known that the expansion and bending of the epoxy during the reflow cycles can lead to bending of the package, and hence high stresses [2]. As the shape and profile of the 3DSM has a similar form to that of 09-095 no. 150, the other pre-conditioned sample in the study, this type of warpage is most likely a genuine result of the pre-conditioning process. Although the pre-conditioning process does appear to relieve lattice strain in the directions parallel and perpendicular to \( g \), section topographs and 3DSM show that strain levels and warpage in the \([2 2 0]\) direction, orthogonal to the \((2 2 0)\) plane, are increased by pre-conditioning. This is in agreement with the results reported by Manessis et al. [1, 2], who observed warpage on the same packages after MSL3 testing, and when undertaking shear testing on the same packages at 1) resin/chip and 2) chip/DAF interfaces recorded decreased package strength by a factor of 3× to 4× [1].

### 5.3.5 Stage 7: Phase 2 Reliability Testing

Four samples underwent reliability testing as described in section 5.1.3 and Figure 5.3. Package 09-088 No.241 (Figures 5.31, 5.32 (a), (b)), underwent high temperature storage, and exhibits a similar form to the post-preconditioning samples, with the least lattice displacement at the centre of the package, $-0.41 \times 10^{-3}$ (± 5%) degrees, and the greatest displacement at the edges of the package $-4.01 \times 10^{-3}$ (± 5%) degrees (Figure 5.33). The centre horizontal profile of the chip reveals a similar ‘rippled’ appearance to that seen at the

![Figure 5.30: Angular displacement (warpage) data for package 09-096 No. 008. Horizontal and Vertical ST topograph positions (P1 – P5) correspond to red lines in Figure 3.14.](image-url)
edges of the post production samples, the effect being illustrated in the ST topographs shown in Figures 5.34 (a) and (b). The rippled appearance may be related to voids, originating from the lamination process, and not directly resulting from the reliability test itself [2]. The rippled effect is revealed further in 3DSM of the package, Figures 5.32 (a) and (b). LAT topographs and 3DSM for package 09-088 No.241, measure ~14,450 µm wide, approximately the same size as the after preconditioning samples, further confirming that this high temperature reliability test does not have a significant effect on strain or warpage in the package.

Figure 5.31 (a) & (b): 2 2 0 LAT topographs of package 09-088 No. 241. Yellow circled area indicates strained region most likely originating from the lamination process.
Figure 5.32 (a) & (b): 3DSM of package 09-088 No. 241, showing misorientation of (2 2 0) Si planes. Yellow arrows point to strained region most likely originating from the lamination process.

Figure 5.33: Angular displacement (warpage) data for package 09-088 No. 241. Horizontal ST topograph positions (P1 – P5) correspond to red lines in Figure 3.14.

Figure 5.34(a): ST topographs of middle (P3) horizontal ST topograph from sample 09-088 No. 241, 2 2 0 reflection, showing distinctive ‘rippled’ profile Figure 5.33 (b): Top edge (P1) horizontal ST topograph from sample 09-096 No. 158 with similar ‘rippled’ features on profile.
Package 09-089 No. 047 underwent thermal cycling reliability testing. Although previous thermal cycling tests on similar packages have exhibited good results [2], this package demonstrates very high levels of lattice strain resulting in a fragmented LAT topograph due to extreme cases of orientational contrast and strongly suggests significant damage to the silicon in the package (Figures 5.35 (a) and (b)). Thin packages are more susceptible to humid conditions, and absorb moisture at a faster rate than thicker packages. During preconditioning, particularly MSL3 processing, moisture can become trapped within the package. At sudden elevated temperatures the trapped moisture can vaporise and exert immense internal stresses on the package. Figure 5.36 is a schematic of the LAT topograph image formation: misorientated lattice planes diffract incoming x-rays as shown, resulting in images at different spatial positions on film. Accurate angular data cannot be obtained from the ST topographs due to their fragmented nature.

Figures 5.35 (a) & (b): 2 2 0 LAT topographs of package 09-089 No. 047 showing fragmented images resulting from high levels of strain. Scale is the same for both topographs.
Figure 5.36: Diagram illustrating how topographic images of the areas of a sample with lattice planes misoriented with respect to “good” silicon appear at different spatial positions on film.

BRST topographs from three regions on the package, indicated by the red lines are shown in Figure 5.37 below. BRST show the areas at the edge of the chip to have very considerable lattice misorientation of up to $\sim 0.95 \times 10^{-3} \pm 5\%$ degrees, across the regions shown in Figure 5.37 (red lines). There are significant variations in strain levels across the chip, with the corners of the chip, showing the least strain. This is most likely due to the presence of the pads which can relieve strain.

Figure 5.37: BRST from regions on package 09-089 No. 047, indicated by red lines. All ST shown are $-119$ reflections. Slit size was set to 4 mm long and $\sim 15 \mu m$ high.

Packages 09-089 No. 241 and 09-088 No. 218 underwent temperature humidity storage and pressure cooker tests, respectively. Both packages show very large warpage/strain, (Figures
5.38 (a), (b), 5.39 (a)), indicated by the distorted shape and fragmented nature of the topographs. The ST topograph for 09-089 No. 241 appears as a broken line on the film. As with the previous sample, this indicates very high levels of lattice misorientation. The pressure cooker test is known to be the toughest of the phase 2 reliability tests, and damage is evident from visually examining the exterior of the package (Figure 5.39 (b)). The cause of failure could not be determined from XRDI, however when pressure cooker tests were carried out on similar packages in a 3D stack, SEM images showed the through hole interconnection failed at the interface between adjacent material layers, where the plating thickness was low [12]. ST topographs could not be recorded for this package as the lattice distortions were too large to allow enough commensurate regions to be imaged.

![Figure 5.38(a): 2 2 0 LAT topograph reflection of package 09-089 No. 241. Image consists of 3 topographs patched together.](image1)

![Figure 5.38 (b): 2 2 0 ST topograph of package 09-089 No. 241 at approximately the centre of the chip.](image2)
Figure 5.39 (a): 2 2 0 LAT topographs of package 09-088 No. 218. Image consists of 7 topographs patched together.

Figure 5.39 (b): Optical Image of package 09-088 No. 218 showing external damage, resulting from pressure cooker testing.

Regions of damage (discolouration) to chip surface (pale green).

5.4 Summary

This chapter describes 3D surface modelling (3DSM), a novel technique for the non-destructive measurement of in situ strain and wafer die warpage in thin, chip embedded Quad Flat Nonlead (QFN) packages. 3DSM is used in conjunction with XRDI to obtain high resolution (~3 µm) strain/warpage maps and qualitative information on the nature and extent of the strain fields in completely packaged chips. Micro-Raman spectroscopy
complements 3DSM data by providing quantitative information on the level of strain within the chips prior to the embedding process. Strain patterns in both the micro-Raman spectroscopy results and the 3DSM for Stage 1 chips correlate well, with the greatest levels of strain at the edges and corners of the chip, and a uniform, relatively undistorted (warped) region at the centre of the chip.

Chips / packages were examined at 5 different stages in the manufacture, pre-conditioning and qualification processes. Results show that the magnitude of strain induced lattice misorientation / warpage varies from chip to chip within the same process step; however the location of strain maxima and the strain pattern is characteristic of the particular process or reliability test being studied. 3DSM can be generated at each stage of production or reliability testing, and complemented by LAT topographs and angular displacement data. 3DSM data enables imaging of strain perpendicular to the plane of the topograph, (2 2 0) in this case, which is not easily observable or quantifiable using XRDI alone. Distinctive strain patterns can be identified from the surface maps, proving that the manufacturing and embedding process is stable. Initially this study used 5 ST topographs placed 1 mm apart to form the basis of the point cloud which defines the 3-dimensional surface. Later 3DSM are created using 10 ST topographs, 0.5 mm apart, enabling greater accuracy in the definition of the point cloud and hence the surface map to be obtained. Results comparing low and high resolution 3DSM show them to be in good agreement, with small differences attributed to loss in definition due to the lower number of points.

Lowest levels of strain are apparent before chip packaging/embedding, with strain levels increasing from stage 5, post production to stage 6 preconditioning and are at their greatest after Phase 2 Reliability testing, depending on which reliability tests are undertaken. Strain patterns observed using XRDI and 3DSM are not solely a result of the preceding manufacturing / testing stage. Underlying structures such as tracks, vias and metal layers can affect the levels of strain in the chip. LABR topographs and 3DSM show that all chips have lowest strain levels at the corners, irrespective of the processing stage. Analysis of strain patterns using XRDI and 3DSM agree well with the outcomes of FEM, shear testing, SEM and acoustic tomography on similar packages [1, 2, 5, 6, 8]. However, crucially, all these techniques are destructive (and of course FEM modelling is only as good as the assumed input data). The close relation between features observed on LAT and LABR topographs, and those reproduced in the 3DSM, particularly at via electroplating and post
production stages prove that 3DSM is an effective technique for producing accurate maps of the location and magnitude of strain induced die/wafer warpage inside packaged chips.

The need to address non-invasive and non-destructive stress and strain metrology in Systems on Chip or System in Package (SoC/SiP) is recognised in the International Technology Roadmap for Semiconductors (ITRS 2009). 3DSM mapping provides the unique ability to non-destructively assess strain inside sealed packages post production, and after reliability testing, and complements other established characterisation / analysis techniques. Results prove the potential for this technique to examine non-destructively major sources of die warpage, and to provide quick feedback towards process improvement.
References


Study of Warpage in Stacked Chip Scale Package (CSP) using XRDI and Micro-Raman Spectroscopy.

6.1 Introduction

Chip scale packages (CSP's) were initially designed to meet the demands of portable electronic devices such as netbooks, smartphones, mobile internet devices, handheld games consoles and global positioning systems (GPS) units. By reducing the package size, when compared to traditional peripherally leaded packages, and using established ball grid array (BGA) technology, which requires little or no new investment in capital equipment, yields can be improved and assembly costs kept low.

3-dimensional (3D) integration technology used in stacked CSP’s involves vertically gluing together thinned Si wafers to form a stacked chip structure, and then interconnecting the layers to achieve the high level of silicon integration and area efficiency required in portable multi-media products. Stacked CSP’s, also known as Stacked System Integration Packages (SSIPs) [19], have many advantages over conventional, single die CSP’s and unstacked chips, enabling chip size to be condensed, reducing track length, improving speed, and decreasing interconnect power and crosstalk. Furthermore, stacked CSP’s can be multifunctional, integrating multiple applications such as SRAM and flash memory, which are important to the mobile phone industry. A number of advanced materials and processes are used in stacked CSP technology including high density, thin core substrates, advanced materials (die attach film, epoxy mould compound) and die attach, wire bonding, and moulding processes. Wafer thinning, alignment, interconnection, bonding and encapsulation are critical steps in the manufacture of 3D integrated circuits (ICs), and can all lead to strain and hence damage in the large scale integration (LSI) structures.

Previous attempts to analyse packaged or processed integrated circuits have been limited by the thickness of the metallization and the outer packaging itself. Early attempts on delidded packages [22] enabled 5-10 µm resolution imaging of strain fields, and the basic analysis of warpage.
More success has been achieved in the examination of the strain fields under bump metallisation, ball grid array solder bumps and on the impact of under bump metallisation on solder bump reliability [13-15, 23, 24]. In all of these cases a powerful combination of XRDI, micro-Raman spectroscopy and finite element modelling has been applied in order to elucidate the impact of these processes on bump, device and package reliability. However the packages, devices and/or bonds under test could not be examined in their actual processed state and the samples had to be prepared for scanning electron microscopy and thinned down for XRDI through the wafer back sides.

This study examines the strain induced post assembly in triple stacked CSP’s by the manufacturing process, using two established, non-destructive characterisation techniques: synchrotron x-ray topography (SXRT) and micro-Raman spectroscopy.

### 6.2 Stacked Chip Scale Package (CSP)

A diagram of the triple stacked CSP characterised in this study is shown in Figure 6.2. The package consists of 3 silicon die stacked on top of each other and individually separated by an insulator. Cu foil is bonded to one side of the substrate using a polymide adhesive and then patterned to form the required circuitry. The die stack is bonded to a thick, rigid bismaleimide/triazine (BT) laminate substrate, which maximises the separation between die and pcb surface and thus decouples the stresses caused by the differences in the coefficient of thermal expansion (CTE) of the silicon die and the pcb material during thermal processing [19, 28, 29]. Large eutectic solder balls with 0.8 mm pitch are used to route the chips to the pcb. The entire package is encapsulated in an epoxy mould compound.
Figure 6.2: Diagram of triple stacked CSP (not to scale) showing main components including silicon die, adhesive, gold wire and solder balls with 0.8 mm pitch.

6.3 Experiment

SXRT measurements were performed at the ANKA Synchrotron, Karlsruhe, Germany using the TopoTomo X-Ray Topography beamline (section 4.3.2.2). Topographs were recorded in large area back reflection (LABR) geometry at high resolution using Slavich Geola VRP-M Holographic Film, with a grain size ~35 nm. A sample to film distance, L = 85 mm, and a beam size of 2.5 mm × 1.5 mm was used. Images of the topographs were obtained from the original X-ray films using the Zeiss Axiotech microscope equipped with a CCD camera, frame grabber, and image acquisition software. Images were recorded at room temperature for x100 and x50 magnifications. LauePt software was again used to simulate the Laue pattern for the geometry [16], which enabled each reflection to be indexed and penetration depths to be calculated.

The triple stacked CSP was cross sectioned and enclosed in a resin material (Figure 6.3(a)).

Figure 6.3(a): Optical cross section of stacked CSP enclosed in resin, showing 3-layer structure. Total package height ~675 µm (excluding BGA), die thickness ~100 µm. Die stack thickness ~350 µm. Bottom die is attached to substrate by adhesive.
Micro-Raman spectroscopy measurements were performed using the JY Horiba LabRam HR800 micro-Raman system (section 3.6.1) with the 488 nm Ar+ laser. A 10× objective was used to focus the laser source to a diameter of about 10 µm on the sample surface. A confocal hole of 200 µm and a grating of 2400 g/mm were chosen for the experiments. Before commencing measurements the system was calibrated as described in section 3.6.2. A line scan consisting of 11 points, 5µm apart was set up to measure each layer, as described in Figure 6.3(b). Line scans were taken at the same position for each layer, with 3 accumulation times for each scan to surpass noise effects. As scans could be performed in a relatively short time (<10 mins) it was not necessary to compensate for peak shifts resulting from thermal or temporal changes.

![Image of Raman line scan](image)

Figure 6.3(b): Position of Raman line scan for each layer (die) on triple stacked CSP. Layers (die) are labelled with respect to Figure 6.3(a).

### 6.4 Results

Analysis of the stacked CSP was undertaken in order to qualitatively and quantitatively examine the lattice displacement in each of the Si chips in the package. Due to the size of the package, and in order to minimise fluorescence from the resin material in which the package was mounted, the x-ray beam was kept to a maximum of 2.5 mm wide × 1.5 mm high. The package therefore had to be imaged in parts. Using the x-y stage the package was stepped across in 2mm steps, and images were recorded on the film after each step. A 0.5 mm overlap was allowed for each step to ensure no region of the package was omitted (Figure 6.4).
Warp is a measure of the angular misorientation of a set of planes. A qualitative estimate of the amount of strain and lattice warpage in the chip can be obtained by comparing LABR topographs at different x-ray penetration depths. Figures 6.5 (a) and (b) show LABR topographs of the 2010 and 206/4012 reflections from the stacked CSP. Harmonics occur when there are several orders of diffraction in a single diffraction spot, which leads to diffraction from lattice planes corresponding to (hkl), (2h2k2l), (3h3k3l), etc. The calculated x-ray penetration depth for the 2010 reflection, $t_p \approx 107 \, \mu m$. $t_p$ for the 206/4012 reflection is either $\approx 18 \, \mu m$ or $206 \, \mu m$. The image on the film corresponding to either the 206/4012 reflection is comprised of a 64% 206 intensity contribution plus a 36% 4012 intensity contribution and it is therefore not possible to determine exactly which reflection or x-ray penetration depth the image has arisen from. Warpage can vary from smiling (edges up) to frowning (edges down) depending on the stack configuration, die size, and materials. Typically warpage of the bottom package is smiling [27]. In general, both sets of topographs show a similar pattern, with the greatest lattice displacement apparent at the extremities of the chip. The 206/4012 images appear to exhibit slightly greater warpage than the 2010 images, further indicating that the level of lattice warpage varies according to position on the die.
Figure 6.5(a): 2010 LABR topographs, t_p ~107 µm from stacked CSP. The first image (uppermost position) corresponds to position 1 in Figure 6.4, and the image second from the top to position 2, etc.
Figure 6.5(b): 2 0 6 / 4 0 12 LABR topographs, \( t_p \sim 18/206 \) µm from stacked CSP. The first image (uppermost position) corresponds to position 1 in Figure 6.4, and the image second from the top to position 2, etc.

To obtain a quantitative estimate of the stress in the chip one can in the first instance measure the warpage from topographic images. We know from Section 5.3.1 that:

\[
\therefore \Delta \theta_{\text{MAX}} \propto \alpha \quad (6.1)
\]

where \( \Delta \theta_{\text{MAX}} \) is the maximum shift in Bragg angle, and \( \alpha \) is the lattice tilt.

The magnitude of orientational contrast shift can be calculated from:

\[
\frac{\Delta S}{2L} \equiv \Delta \alpha \quad (6.2)
\]
where $\Delta S$ is the maximum angular misorientation across the measured length of the sample, $L$ is the sample to film distance used in SXRT (80 mm), and $\Delta \alpha$ is the maximum apparent shift in the Bragg angle due to the strain-induced tilt of the diffracting planes [1, 13, 14].

Plots of the maximum displacement (warpage) of each die (Figure 6.6), show the greatest amount of lattice displacement in the middle Si die, ranging from about 81 to 364 arcsec, with the top silicon die exhibiting slightly less warpage, ranging from approximately 245 to 120 arcsec. Misorientation in the Si due to the package is lowest for the bottom die; this is most likely due to its attachment to a substrate, providing greater stability [19].

Figure 6.6: Maximum lattice tilt, $\Delta \alpha$, for diffracting planes for reflections (h k l), and x-ray penetration depths ($t_p$) shown.
As stated earlier, micro-Raman spectroscopy is a well established non-destructive, high resolution analysis tool for the measurement of local mechanical stresses in semiconductor materials [1, 5-8, 13, 14]. Lattice strain can change the frequencies of the phonons in a material, which results in a shift of the Raman peak frequency. The peak frequency of the Raman line of single crystal silicon has been reported to lie at approximately 520 cm$^{-1}$ [4, 5]. The calibrations undertaken during this study, on a clean sample of (100) silicon at room temperature, show the peak to lie at 520.07 cm$^{-1}$. A positive or negative shift in the Raman peak position from the unstressed value corresponds to a compressive or tensile stress, respectively [6].

We know from Section 2.4.2 that due to polarisation rules, only peaks that meet the conditions:

$$I = C \sum_j [\hat{e}_i \cdot R_j \hat{e}_s]$$

(6.3)

can be observed, where $\hat{e}_i$ and $\hat{e}_s$ are the unit vectors of the polarisation of the incoming and scattered light, respectively, $R_j$ is the Raman tensor, $I$ is the Raman scattering intensity, and $C$ is a constant.

When measuring in backscattering on the (001) surface of Si, which is the crystal orientation of most Si chips, only the LO peak can be observed [7]. Assuming biaxial stress $\sigma_{xx}$ along (100) and $\sigma_{yy}$ along (010), the relationship between Raman shift and stress is given by equations 2.48 – 2.50 (section 2.4.5), [5, 6, 25]:

$$\Delta \omega_3 = \frac{\lambda_3}{2 \omega_0} = -1.93 \times 10^{-9} (\sigma_{xx} + \sigma_{yy})$$

(6.4)

where $\omega_3$ is the Raman frequency of the third optical mode of Si.

Although equation 6.4 has been previously used to calculate the stresses in cross-sections and in packaged chips and MEMS [17, 18], the equation is only valid when performed on the (001) surface [6-8]. When interpreting micro-Raman results for packaging induced stress in Si chips, where chips are cleaved and results are collected from a cross-section of each silicon layer, equation 6.4 is not strictly correct, due to the anisotropic nature of Si.
When backscattering from the (1-10) surface of Si (Figure 6.8), only the second TO peak is observed, and the relationship between Raman shift and stress is given by [6-8, 20]:

$$\Delta \omega_2 = -0.365 \times 10^{-9} \sigma_{xx}' - 2.31 \times 10^{-9} \sigma_{yy}'$$  \hspace{1cm} (6.5)

where $\sigma_{xx}'$ is on the cross-section parallel to the surface of the chip, i.e. along [110], and $\sigma_{yy}'$ is perpendicular to the surface of the chip, i.e. along [001]. From equation 6.5 we can see that Raman peak shift is dominated by stress along the [001] direction. In addition to stresses induced in the CSP from wafer processing, and packaging, the cleavage of the package for analysis also affects the local cross-sectional stress distribution [21]. Raman measurements for the CSP in this study therefore consist of a combination of stresses from the $\sigma_{xx}'$ and $\sigma_{yy}'$ directions, and from at least three processes. It is not possible to isolate the different stress components for the micro-Raman measurement or determine which process from which the strain has originated. Thus in the case of the packaged CSP described in section 6.2, micro-Raman measurements can only estimate approximate levels of stress in the chip. This approximation is in line with previous similar studies [17, 18], where equation 6.4 has been used to calculate the levels of strain in the packaged die.
Figure 6.8 shows micro-Raman peak position and compressive stress levels versus relative scan position across each die in the stacked CSP. Raman scans show the greatest change in strain levels from the bottom (left side) to the top (right side), of the middle die, with a relatively small variation in strain levels in the top and bottom die.

Micro-Raman spectra for the bottom die, (Figures 6.9 (a) and (b)), show the cubic Si peak lying between 521.65 cm\(^{-1}\) and 522.20 cm\(^{-1}\), \(\Delta\omega\), the peak shift from the unstrained position, is >0, indicating compressive strain. The strain is at its lowest value at the very bottom of the Si die, where the Si is attached to the substrate, and is at its greatest in the centre of the line scan, which corresponds to the middle of the bottom die. At the upper edge of the bottom die the strain decreases again, with levels corresponding to about 480 MPa. The strain pattern is in agreement with the XRDI results, which show the least lattice warpage in the bottom die. Table 6.1 shows the average CTE for materials in the CSP layer stack/package. The CTE for the pcb is much greater than the CTE of Si, resulting in the epoxy resin/solder mask shrinking as it cools, and inducing compressive stress in the Si. This undesirable effect is minimised by the presence of the BT substrate and large solder balls, which buffer and maximise the separation between Si die and pcb board.
<table>
<thead>
<tr>
<th>Material</th>
<th>CTE (ppm/°C)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si (100)</td>
<td>2.6-3.3</td>
<td>Average values, dependant on axis [12]</td>
</tr>
<tr>
<td>Cu</td>
<td>16.4</td>
<td>Average values, dependant on axis [11]</td>
</tr>
<tr>
<td>Epoxy Resins</td>
<td>50-125</td>
<td>Average value [10].</td>
</tr>
<tr>
<td>Polymide Adhesive</td>
<td>28</td>
<td>Average value [10].</td>
</tr>
<tr>
<td>bismaleimide/triazine (BT)</td>
<td>13 - 55</td>
<td>Pre-glass transition temperature (180°C), dependant on axis [9].</td>
</tr>
</tbody>
</table>

**Table 6.1:** Average CTE for materials in the triple stacked CSP (Figure 6.1).

**Figure 6.9(a):** Ar+ Laser Micro-Raman Spectrum for line scan with 5 micron steps. Bottom layer of sample.
Line scans of the middle die (Figures 6.10 (a) and (b)), show spectra in the range $521.25 \text{ cm}^{-1}$ to $523.25 \text{ cm}^{-1}$. The strain gradually increases from a minimum of 295 MPa towards the bottom of the middle layer, to a maximum of 795 MPa close to the top of the layer. The middle layer shows the greatest range in strain values, as well as the largest spectral blue shift, which correlates with the LABR topographs (Figure 6.5, (a) and (b), Figure 6.6), where the strain maps show the largest amount of strain for this layer, with the measured angular misorientation across the width of the die at a maximum closest to the top die.
For the top Si die, (Figures 6.11 (a) and (b)), Raman peak shifts of 1.53 cm$^{-1}$ to 2.38 cm$^{-1}$ are present with associated stress values of 382 MPa to 595 MPa. As with the bottom die, the top die shows the least amount of strain at the upper and lower surfaces, with a large increase in strain in the centre of the line scan, corresponding to the middle of the silicon die. Encapsulation processes can lead to warpage of the chip, where the asymmetry between the encapsulated layers and the bottom die leads to an imbalance and hence the build up of stresses. Although large stresses are seen in both the XRDI and micro-Raman results for all die, the disparity is reduced, particularly in the case of the top die, by the presence of the rigid substrate on which the bottom die is mounted.
Figure 6.11(a): Ar+ Laser Micro-Raman Spectrum for line scan with 5 micron steps. Top layer of sample.

Figure 6.11(b): Ar+ Laser Micro-Raman Plot of Peak Position versus Scan Position for Line Scan in Figure 7.3.10 above, Top layer of sample.

6.5 Summary

This chapter introduces the basic technologies utilized in triple-chip stacked CSP’s, and the materials and processes involved in their construction. Thermal-mechanical stress induced in the Si die by packaging are examined using two non-destructive, high resolution characterisation techniques: XRDI and micro-Raman spectroscopy.

The stresses which are built into 3D chips as a result of the manufacturing process can lead to yield, electrical performance and reliability issues. Regions with high concentrations of
strain are prone to debonding, voiding and cracking [19]. Compressive die stresses up to 795 MPa in magnitude, as observed in the middle layer of the 3D structure examined in this study, and the warpage visible in the synchrotron x-ray topographs would be well capable of doing such damage. Micro-Raman results correlate well with those obtained from the XRDI images, Figures 6.5 (a) and (b), which show increased stresses in the middle and top Si layers relative to the bottom layer.
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Conclusions & Further Research

7.1 Conclusions

This study is driven by the needs of industry. Progress goals in integrated circuit manufacturing are defined by the International Technology Roadmap for Semiconductors (ITRS) [http://www.itrs.net/]. The most recently published, 2009 ITRS states that there is “… a need to develop metrologies that can be used to efficiently measure either stress or strain under both thermal and mechanical loading conditions in thin films (for example in layers within Silicon) in packaged form.” Advanced SoC/SiP systems are still not as reliable as conventional packaged integrated circuit systems and meeting the reliability requirements of future SoC/SiP components and systems will require tools and procedures that are not yet available. Further SiP/SoC metrology requirements are detailed in the ITRS SiP White Paper V9.0, [http://www.itrs.net/papers.html]:

1. Identification of failure mechanisms
2. Improved non-destructive failure analysing techniques and methods
3. Electrical/thermal/mechanical simulation
4. Test vehicles for specific reliability characterisation
5. Lifetime models with defined acceleration factor
6. Failure classification standards.

This study directly addresses the metrology gap listed in items 1 and 2 on the list, and in the ITRS through the development beyond proof-of-concept stage of a novel combined suite of metrology tools: 3-Dimensional X-Ray Diffraction Imaging (3D-XRDI) and 3-Dimensional Surface Mapping (3DSM) for the analysis of packaged chips at all stages, from bare die through to completely packaged chip. Conventional XRDI / SXRT techniques are also implemented, to this author’s knowledge, for the first time in the analysis of warpage and strain in stacked chips. A further, innovative technique, photoacoustic microscopy (PAM), is effectively used in this study to image defects in silicon wafers / dies.

3D-XRDI has been successfully developed and employed in the study of defects / strain due to plasma arcing inside semiconductor wafers/die from the top of the wafer through to the back side, enabling full 3D strain profiles to be obtained. Furthermore, the unique imaging capabilities of 3D-XRDI allows sub-surface defects and features that were previously only apparent to experts in the field of x-ray topography, through the analysis of individual section transmission topographs, to be identified by a relatively inexperienced user. The use
of post-rendering image processing techniques to enhance 3D-XRDI images, and simplify the analysis process is demonstrated through the use of thresholding, transparency and K-means clustering algorithms, and the application of LUTs on 3D-XRDI of plasma arc damaged samples. Details of internal damage of the wafer/die can be viewed by sectioning the 3D-XRDI along any plane of choice, or slicing the 3D model at any chosen position. Image capture and integration times at the ANKA synchrotron have been greatly improved over the course of this project, leading to more than an order of magnitude decrease in the time required to take a series of section transmission topographs. Initially the image capture process took ~4 min per topograph, currently the process takes ~10 s per topograph, and further order of magnitude speed improvements are expected over the coming year or so. The efficacy of the XRDI technique is validated by micro-Raman spectroscopy, a well established and widely used technique for the analysis of strain in semiconductors.

3DSM is an entirely novel, non-destructive x-ray diffraction imaging technique, developed in this study to produce x-y mapping of the deformations and strain fields in packaged SiP. 3DSM is applied to the analysis of 5 of the 7 stages of typical embedded QFN manufacturing and test processes, from bare die through to packaging and reliability testing, enabling possible process-related sources of die warpage to be identified, and hence providing valuable feedback towards chip improvements in embedding technology. Validation of 3DSM is undertaken through the comparison with known characterisation techniques, namely conventional XRDI and micro-Raman spectroscopy. Stage 3 via electroplating results demonstrate the close correlation between the wafer pattern on the LAT topographs, and the bumps on the 3DSM. A similar correlation is seen at stage 5, post production, where an elliptical region of high distortion seen in the LAT and LABR topographs is reproduced in the 3DSM.

Modern packages are now thin enough to be easily penetrated by x-ray photons, making XRDI possible on single and stacked packages. In this study XRDI is used as a qualitative characterisation tool in conventional LAT, ST and LABR geometries, on single and stacked die packages. It also functions as a foundation for the generation of 3D-XRDI and 3DSM. XRDI is effectively used to characterise warpage in a triple stacked CSP for the first time. Quantitative values are also obtained for the level of warpage in the middle and top dies in the package. Results show that the use of a BT laminate substrate is effective in reducing die warpage in the bottom die, and that when combined with a suitable encapsulating material, warpage of the top die is also minimised. However the middle die appears to have
the greatest levels of warpage, and further study is required to understand the origin of this warpage. Overall results prove that XRDI is an extremely adaptable quality evaluation tool for semiconductor IC process development, and that it has the potential for the analysis of complex stacked packages.

PAM has been used for the location and depth probing of process related defects in silicon, which are located several hundred microns beneath the chip surface. Further research is required to improve the resolution of PAM measurements, and the reliability and repeatability of the PAM system.

The current trend for increasing device integration (SoC, SiP, MCP, 3D packaging), and 3 dimensional multi-die and multi-layer packages has introduced many challenges for the future of IC manufacturing. This study contributes directly to the state-of-the-art by developing a suite of novel techniques which can be applied to the analysis of advanced packages from bare die/wafers all the way through to fully encapsulated packages, and thus fulfilling one of the challenges of the ITRS. The data obtained in this project has the potential to enable research groups and industrial end users to:

- improve process steps,
- reduce the major sources of die warpage and in-package stress,
- produce faster-to-market products with greater reliability and performance.

The above techniques have a great deal of potential for the non-destructive analysis of strain / warpage in wafers, die and packaged chips. However a significant weakness of XRDI based techniques is the need for a synchrotron source, and thus the inability to integrate them into a fab environment. Techniques such as 3D-XRDI and 3DSM are therefore currently more suited to process research and development.

### 7.2 Further Research

The primary focus of further research should be to establish the limitations of XRDI, 3D-XRDI, 3DSM and PAM, particularly with respect to the analysis of 3D packages. There is a limit to the thickness of Si, or the number of layers/chips the synchrotron beam can penetrate. Similarly, the maximum number of layers the PAM laser beam and induced thermal waves can penetrate should be established.

As discussed in the conclusions, the time to capture section transmission topographs has been improved by more than an order of magnitude over the past 3 years by the introduction
of a high resolution CCD camera and implementation of automated image capture software. Image resolution was also improved by the introduction of a second set of slits close to the beam exit. Further hardware and software improvements and automation should be pursued to further reduce image acquisition time. Hardware improvements at the ANKA synchrotron include redesign of the sample holder to enable several samples to be mounted alongside each other, and the addition of a second set of section topography slits in the vertical position to enable the capture of a grid pattern of topographs without the need to rotate the sample by 90°. Software improvements at the synchrotron include automatic stage stepping and image capture sequences, similar to those applied in the 3D-XRDI process. Due to the high degree of orientational contrast in the packaged chips ST topographs can appear at different places on the CCD camera. Automatic pattern recognition algorithms would therefore be required to ensure that complete ST images are always captured.

In the case of 3D-XRDI the 3D rendering and image processing steps are tedious, and time consuming. A straightforward way to improve the efficiency of the image processing stages is to write an ImageJ plugin, which includes all the processing steps from image registration through to post rendering image processing. As 3D-XRDI uses standard, open source image processing algorithms, more robust and sophisticated software could be written using C++/Java, and developed in line with a GUI interface.

The minimum resolution of 3DSM is dependent on a number of factors: synchrotron and image acquisition (CCD) resolution limits, the spacing of the ST topographs used to construct the 3DSM, and the surface modelling algorithms used to reconstruct the surface models. Initial proof-of-concept work on 3DSM was undertaken with ST topographs captured at 1 mm steps across the package, with the package rotated at 0° and 90°. Resolution was later enhanced by reducing the step size to 0.5 mm. Further resolution improvements may perhaps be achieved by reducing the spacing of ST topographs to ~15 µm, as in the 3D-XRDI image capture process. As discussed in Section 3.4.4 SolidWorks® uses a simplified form of NURBS surface in its boundary surface algorithm. Improved resolution may be achieved through the implementation of more complex boundary constraints, and additional connectors may be added, to allow control of the flow of the boundary surface and to ensure an more accurate surface between adjacent splines with a large change in slope between them (Section 5.3.2). Another option would be to add splines going in the direction of the connectors. These splines could then be used to define the second direction of the boundary surface. Although both these techniques are effective,
implementation in every 3DSM may be too time consuming. A new surface construction technique may therefore be needed to improve accuracy of surface modelling, within practical time constraints. A possibility is the SolidWorks® add-in called ScanTo3D, which enables the importation of point cloud data, and its conversion into a NURBS surface.

Using the current PAM system scan of a 10 mm × 10 mm surface area takes approximately 10 mins. Improvements in the laser focussing, amplifier electronics and software design of the PAM should enable increased scanning speed and image resolution. The PAM chamber should also be redesigned to facilitate larger die and full wafers.
Appendix A

K-Means Clustering

For a given data set \( X = \{x_1, \ldots, x_N\}, x_i \in \mathbb{R}^d \) which is partitioned into \( M \) distinct subsets (clusters) \( C_1, \ldots, C_M \) such that the clustering criterion is optimised. The most common k-means clustering algorithm uses the sum of the squared Euclidean distances between each data point, \( x_i \) and the centroid \( m_k \) of the subset \( C_k \) which contains \( x_i \) [1, 2]. The clustering error depends on the clustering centers, \( m_1, \ldots, m_M \).

\[
E(m_1, \ldots, m_M) = \sum_{i=1}^{N} \sum_{k=1}^{M} l(x_i \in C_k) \|x_i - m_k\|^2
\]

where \( l(X) = 1 \) if \( X \) is true, and 0 otherwise.

To solve the problem with two clusters (\( k=2 \)), the initial positions of the cluster centre \( k=1 \) is at the centroid of the data set \( X \), and the initial position of the second cluster is at the data point \( x_n \), \( n = 1, \ldots, N \). \( N \) iterations of the k-means clustering algorithm are then performed, with \( k \) clusters where each iteration, \( n \), starts from the state \( \{m_1^{*}(k - 1), \ldots, m_{k-1}^{*}(k - 1), x_n\} \). The best solution obtained is considered as the solution for \( k=2 \) with \( \{m_1^{*}(k), \ldots, m_{k}^{*}(k)\} \).


Appendix B

Noise in PAM Microphones.

Figure 3.2.1(b) shows a plot of the noise levels obtained from the PAM system for an empty cell, with laser modulation at 720 Hz. The signal was measured using the existing pre-amp. circuitry, which was fed directly into the sound card of a PC and recorded using igarage™ software. The total noise in the system ranges between -80 dB and -33 dB, (99 μV – 22 mV), and shows two significant peaks at approximately 473 Hz and 1550 Hz.

Studies of the noise in this system show that the main source of noise is electronic noise from the microphones. The noise at the microphones can be approximated by:

\[ f = \frac{1}{\sqrt{2\pi\tau}} \]

where \( f \) is the bandwidth of the signal, and \( \tau \) is the time constant set at the lock-in amplifier. The bandwidth is therefore equal to 53 Hz. Noise at the summer output = \( \frac{0.5}{\sqrt{f}} = \frac{0.5}{\sqrt{53}} \), = 69 µV/Hz\(^{1/2}\). The factor of 0.5 in this calculation assumes the lock-in amplifier uses a single side band, i.e. that half the energy is dumped, and half is converted to DC. Gain is achieved in both the pre-amplifier and the summer circuits. Total gain, \( g_{\text{total}} = g_{\text{summer}} \times g_{\text{pre-amp}} \), \( g_{\text{total}} = 100 \text{ V} \times 100 \text{ V} = 10,000 \text{ V}^2 \). The peak noise at the microphone can therefore be obtained from Noise at the summer output / total gain, which is equal to 6.9 nV/Hz\(^{1/2}\). The theoretical expectation for the noise value is given by \( \sqrt{4kT\theta} \), where \( T \) is room temperature, and \( k \) is Boltzmann’s constant. This gives a value of approximately 40 nV/Hz\(^{1/2}\). The difference between the theoretical and the calculated results may be due to the estimation of the noise at the summer output.
Figure B1: Graph plotting the PA signal obtained from the empty PAM cell with laser modulation frequency of 720 Hz.

**PAM Pre-Amplifier Circuit Diagrams**

![Pre-amplifier circuit diagram](image)

Figure B2: Pre-amplifier circuit diagram
Figure B3: Summer circuit diagram
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