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Abstract

The CMS experiment at the LHC has taken data from proton-proton

collisions at the center of mass energy of 7 TeV. This data is used

to search for new physics with an analysis based on large missing

transvere energy and high energetic jets. The Standard Model back-

ground is estimated with high precision using data-driven estimation

methods. The prediction of the background from tt and W + jet

events with non-identified electrons and muons from the W -decay is

descussed in detail in this analysis.

No excess over the Standard Model expectation could be found in

the data. The results are interpreted with the CLS-method within

the constraint minimal supersymmetric Standard Model (cMSSM). A

lower limit on the squark mass of 1100 GeV can be set.



Zusammenfassung

Proton-Proton-Kollisionsdaten mit einer Schwerpunktsenergie von 7 TeV

wurden vom CMS-Experiment am LHC aufgenommen. Mit Hilfe

dieser Daten wird nach neuer Physik gesucht. Die Suche basiert auf

einem starken Ungleichgewicht der gemessenen Impulse und hoch-

energetischen Jets. Der Standard Model Untergrund wird mit hoher

präzisiondurch aus Daten bestimmt. Die Methode zur vorhersage von

tt und W + jet Ereignissen bei denen das Elektron oder Muon aus

dem W -Zerfall nich identifiziert werden, wird detailiert diskutiert.

Es gibt in den Daten keinen Überschuss gegenüber der Standard Mod-

ell Erwartung. Die Resultate werden mit der CLS-Methode in dem

constraint minimal supersymmetric Standard Modell (cMSSM) inter-

pretiert. Squarkmassen unter 1100 GeV können durch diese Analyse

in diesem Modell ausgeschlossen werden.



Contents

1 Introduction 1

2 The Standard Model 5

2.1 The Fermion Sector . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 The Boson Sector . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 Quantum Electrodynamics (QED) . . . . . . . . . . . . . . 6

2.2.2 Quantum Chromodynamics (QCD) . . . . . . . . . . . . . 8

2.2.3 Electroweak Theory . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Electroweak Symmetry Breaking . . . . . . . . . . . . . . . . . . . 11

2.4 Particle Content of the Standard Model . . . . . . . . . . . . . . . 13

2.5 Success and Problems of the Standard Model . . . . . . . . . . . . 13

3 Supersymmetry 17

3.1 Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2 Solutions to Standard Model Problems . . . . . . . . . . . . . . . 19

3.3 Minimal Supersymmetric Model . . . . . . . . . . . . . . . . . . . 21

3.3.1 Supersymmetry Breaking . . . . . . . . . . . . . . . . . . . 22

3.3.2 Electroweak Symmetry Breaking . . . . . . . . . . . . . . 23

3.4 Particle Content in the Model of Minimal Supergravity . . . . . . 25

3.5 Production and Decay of Supersymmetric Particles at the LHC . 27

3.6 Constraints on the Parameter Space . . . . . . . . . . . . . . . . . 30

4 The Experiment 31

4.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . 31

4.2 The Compact Muon Solenoid . . . . . . . . . . . . . . . . . . . . 32

i



CONTENTS

4.2.1 The Inner Tracker . . . . . . . . . . . . . . . . . . . . . . . 33

4.2.2 The Electromagnetic Calorimeter . . . . . . . . . . . . . . 34

4.2.3 The Hadronic Calorimeter . . . . . . . . . . . . . . . . . . 36

4.2.4 The Solenoid . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2.5 The Muon System . . . . . . . . . . . . . . . . . . . . . . 37

4.2.6 The Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5 Experimental Signatures of Particles 39

5.1 Signals of Particles . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5.2 Jets and Jet Energy Corrections using Tracks . . . . . . . . . . . 41

5.2.1 Alternative Jet plus Track Correction . . . . . . . . . . . . 43

5.2.2 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.3 The Particle Flow Algorithm . . . . . . . . . . . . . . . . . . . . . 49

5.4 Summary of the Jet Energy Corrections . . . . . . . . . . . . . . 49

6 Search Strategy 51

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

6.2 Search Selections . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

6.2.1 Baseline Selection . . . . . . . . . . . . . . . . . . . . . . . 52

6.2.2 Evolved Selections . . . . . . . . . . . . . . . . . . . . . . 54

6.3 Triggering and Cleaning of the Data . . . . . . . . . . . . . . . . 55

6.4 Comparison of Data and Simulation . . . . . . . . . . . . . . . . . 60

7 Background Studies 65

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

7.2 The Lost Lepton Method . . . . . . . . . . . . . . . . . . . . . . . 67

7.2.1 Properties of the Background Events . . . . . . . . . . . . 68

7.2.2 Calculating the Prediction . . . . . . . . . . . . . . . . . . 69

7.2.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . 69

7.2.2.2 The Control Sample . . . . . . . . . . . . . . . . 72

7.2.2.3 Non-isolated Leptons . . . . . . . . . . . . . . . . 77

7.2.2.4 Non-reconstructed Leptons . . . . . . . . . . . . 78

7.2.2.5 Leptons out of Detector Acceptance . . . . . . . 79

7.2.3 Correction for Dileptonic Events . . . . . . . . . . . . . . . 81

ii



CONTENTS

7.3 Lepton Efficiencies . . . . . . . . . . . . . . . . . . . . . . . . . . 81

7.3.1 Tag & Probe Method . . . . . . . . . . . . . . . . . . . . . 81

7.3.2 Lepton Identification Efficiency . . . . . . . . . . . . . . . 84

7.3.3 Lepton Isolation Efficiency . . . . . . . . . . . . . . . . . . 85

7.4 Test of the Method on Simulated Events . . . . . . . . . . . . . . 91

7.4.1 Test of the Prediction of not-isolated Leptons . . . . . . . 92

7.4.2 Test of the Prediction of non-reconstructed Leptons . . . . 92

7.4.3 Test of the Total Background Prediction . . . . . . . . . . 95

7.5 Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

7.6 Prediction of the Lost Lepton Method . . . . . . . . . . . . . . . 98

7.7 Other Standard Model Background . . . . . . . . . . . . . . . . . 101

7.7.1 Hadronically decaying Tau Leptons . . . . . . . . . . . . . 102

7.7.2 QCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

7.7.3 Invisibly Decaying Z . . . . . . . . . . . . . . . . . . . . . 103

7.8 Combination of the Background . . . . . . . . . . . . . . . . . . . 104

8 Interpretation in the cMSSM 107

8.1 Results with the CLS Method . . . . . . . . . . . . . . . . . . . . 107

8.2 Combining the Search Regions . . . . . . . . . . . . . . . . . . . . 113

8.3 Results with the Full 2011 Dataset . . . . . . . . . . . . . . . . . 117

9 Conclusion 121

A Additional Tests of the Method on Simulated Events 123

B Additional Information for Limit Setting 131

List of Figures 135

List of Tables 137

References 139

iii



CONTENTS

iv



1

Introduction

The Standard Model (SM) of particle physics has been extremely successful in

describing the data of nearly all experiments over a huge energy range from

a fraction of an electron Volt (eV) up to the TeV scale. It has also shown a

large predictive power. Most remarkable is the experimental confirmation of the

predicted W and Z vector bosons in the early 1980s. Precision measurements at

LEP [1] at CERN have tested the electroweak theory to the 10−3 level, in some

cases even much more precisely. With the finding of the predicted top-quark in

1995 all SM particles are experimentally confirmed except for the higgs boson.

The search for this particle is one of the main tasks of the two multi-purpose

experiments on the Large Hadron Collider (LHC) [2], ATLAS [3] and CMS [4].

Apart from the missing higgs particle, there are other shortcomings of the

SM. Gravity is not included in this model and, although several experiments have

shown that there is a large amount of cold dark matter in the universe [5] [6],

there is no candidate for this within the SM. The SM also cannot explain the

large difference between the amount of matter and anti-matter in the universe.

There are other, more subtle reasons to believe that the SM is only a low energy

approximation of a more fundamental theory. The number of free parameters in

the SM is quite large and there is no understanding why there are exactly three

generations of particles, why the charge of an electron exactly equals the charge of

the proton or why the masses of neutrinos are of much smaller values than other

particles. To keep the higgs mass reasonably small a high degree of fine-tuning

of the parameters of the SM would be necessary.

1



1. INTRODUCTION

There are several theories available that can solve some of these shortcomings

- usually by introducing new particles. The most promising extension of the

SM is supersymmetry (SUSY) that relates fermions - the matter particles in the

SM - with boson - the force carriers in the SM. This extension introduces a

supersymmetric partner to each SM particle and therefore doubles the amount

of particles. As no SUSY particles with the mass of their SM partners have been

found, SUSY has to be a broken symmetry. This extension of the SM allows

to solve most of the shortcomings of the SM, especially if the masses of the

superpartners are at the TeV scale. As the LHC has taken data for more than

a year with a center of mass energy of 7 TeV, it is of great interest to look for

SUSY particles within the LHC data. In this thesis the minimal supergravity

(mSUGRA) framework is studied, where the SUSY breaking is mediated through

gravity. Some basic assumptions motivated by Grand Unification Theories are

made in the mSUGRA framework that reduce the large amount of free parameters

to just 5 parameters in addition to the parameters of the SM.

An all-hadronic analysis on the data taken by the CMS experiment is pre-

sented that looks for SUSY particles. This search is particlularly difficult because

the cross section of SUSY prosseses is very small for larger SUSY masses, leading

to a small signal to background ratio. There are several background processes to

the signature of signal events. To be as sensitive as possible the uncertainties on

these backgrounds need to be reduced. In this thesis the background from tt and

W + jet events with an electron or muon from the W -decay that is not identified

by the experiment, is predicted from data. This is one of the four major back-

ground processes. The other being QCD multijet events, events with a Z-boson

that decays into neutrinos and tt and W + jet events, where the W -boson decays

into a tau-lepton that decays hadronically. As no excess over the SM prediction

can be observed, it is only possible to set exclusion limits on the SUSY parameter

space. This analysis is able to set the world’s best direct limits on the mSUGRA

parameter space, excluding a huge fraction of the so far most promising regions.

In the second and third chapter the SM and SUSY is reviewed with a dis-

cussion of the shortcomings of the SM and how SUSY solves these problems. A

focus is set on production and decay channels at accelerators. In chapter four

2



the experiment is discussed and the reconstruction of physics objects with a fo-

cus on jet reconstruction is discussed in chapter five. The analysis strategy is

presented in chapter six, followed by a discussion of the data driven background

estimation in chapter seven. In chapter eight all data-driven background predic-

tions are combined and a limit on the mSUGRA parameter space is set, before

summarising the analysis in chapter nine.
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2

The Standard Model

The modern theory of particle physics, known as the Standard Model (SM),

describes all elementary particles and forces - except gravity - that we know

about. It is extremely successful in its predictions and has been tested with very

high precision at various experiments at particle accelerators such as the LEP [1],

the Tevtron [7] and the LHC [2]. There are however strong indications that

the SM is only a low energy approximation of a more fundamental theory. The

SM can be divided into three parts: Fermions as fundamental matter particles,

bosons as carrier of the fundamental forces and the Higgs mechanism, which

allows particles to gather mass. The review and formulas presented here is based

on [8] [9] [10] and follows closely my previous work in [11].

2.1 The Fermion Sector

This part of the SM describes all spin 1/2 particles, called fermions. Each fun-

damental force within the SM couples to a charge. These charges define in which

interactions the fermions participate and how strong the couplings to these forces

are. All fermions take part in the weak interaction 1 and only the neutrinos

do not carry an electrical charge. If fermions interact strongly, they are called

quarks and carry a charge called colour. Fermions that are colour-neutral are

called leptons. The nature of the strong force, which will be discussed later, is

1As explained later the weak force couples only to left-handed particles and right-handed

anti-particles.

5



2. THE STANDARD MODEL

the reason why quarks always form bound, colour-neutral states called hadrons,

while leptons are observed as free particles. If these hadrons consist of a quark

and an anti-quark they are called mesons. Hadrons consisting of three quarks are

called baryons such as the long lived neutron and the stable proton, which has

an experimental lower limit on its lifetime of 2.1 · 1029 years [12].

There are three generations of fermions. Corresponding to each fermion in the

first generation there are two particles in the second and third generation with

the same quantum numbers but considerably higher masses. Neutrinos in higher

generations do not necessarily have higher masses. To every fermion there is also

an antiparticle with the same mass, lifetime and spin, but opposite charge.

Fermions are grouped into left-handed doublets and right-handed singlets with

Chirality1 -1 and 1 respectively. An overview of all fermions together with the

bosons discussed in the next section is given in Tab. 2.1.

2.2 The Boson Sector

All forces in the SM are described by renormalisable2 gauge field theories. These

forces are conveyed by spin 1 particles, which are called gauge bosons. The

electromagnetic and weak forces are described by the electroweak theory, based

on a U(1)Y x SU(2)L Lie group. Strong interactions are described by Quantum

Chromodynamics, based on a SU(3)C symmetry group. The concept of gauge

theories is explained exemplary on Quantum Electrodynamics (QED) U(1)EM .

2.2.1 Quantum Electrodynamics (QED)

In quantum field theories a fermion and its anti-particle are described by the

spinor fields Ψ and Ψ. The Lagrangian of a free particle is:

1A particle has positive helicity if the spin measured in the direction of the momentum is

positive. Chirality is a Lorenz invariant definition that is identical to helicity in the relativistic

approximation, i.e. the mass energy of a particle is small compared to its kinetic energy.
2Infinities in the calculation of higher order diagrams are absorbed into constants such as

the coupling constants. By this the remainder of the equations remain finite, but the constants

become dependent on the energy at which they are probed and are called running constants.

6



2.2 The Boson Sector

LDirac = Ψiγµ∂µΨ−mΨΨ, (2.1)

where the first part describes the kinetic energy and the second part corresponds

to its mass. Gauge interactions between fermions are introduced by requiring

local gauge invariance. Noether’s Theorem [13] states that invariance under a

global U(1) phase transition of the form:

Ψ→ Ψe−iα (2.2)

leads to conservation of the charge e and the current Jµ:

Jµ = eΨγµΨ. (2.3)

Local gauge transformations depend on the space-time location x and have

the form:

Ψ→ Ψe−iα(x). (2.4)

The Lagrangian (2.1) is not invariant under such a transformation. To restore

this invariance, a gauge field Aµ is introduced and the partial derivative ∂µ is

substituted by the covariant derivative Dµ, with

Dµ = ∂µ − ieAµ. (2.5)

If Aµ transforms like:

A′µ = Aµ −
1

e
∂µα(x), (2.6)

the Lagrangian becomes local gauge invariant and has the form:

L = Ψiγµ∂µΨ−mΨΨ + eΨiγµΨAµ. (2.7)

The last term is the interaction term between the Photon Aµ and the fermion.

It has the form expected from the correspondence principle replacing the classical

current J = (ρ,~j) by the conserved current Jµ and field A = (Φ, ~A) by Aµ.

To get the complete Lagrangian the kinetic energy of the photon, i.e. the energy

7



2. THE STANDARD MODEL

stored in the potential of its electromagnetic field, has to be included. With the

antisymmetric force tensor Fµν = ∂µAν − ∂νAµ the full EM-Lagrangian can be

written as:

L = Ψiγµ∂µΨ−mΨΨ + eΨiγµΨAµ −
1

4
F µνFµν . (2.8)

There can be no mass term for the photon of the type mAµA
µ, because it

would not be gauge invariant. Thus it remains massless.

2.2.2 Quantum Chromodynamics (QCD)

In the 1970s experimental data hinted to a degree of freedom in the quark sector

that had not been known before. The prediction of the measurement of the

ratio R = e+e−→ hadrons
e+e−→µ+µ−

for example did not agree with data by a factor

of three. This could be accounted for by introducing the color charge. This

charge of the strong interaction is similar to the familiar electric charge only

that there are three different color states: red, green and blue1. This leads to

the choice of a SU(3)C gauge group, where the index C stands for colour and

is introduced to avoid confusions with the flavor SU(3) group that gives the

structure to the bound quark states. The concept of QCD is the same as in

QED, but the more complicated structure of SU(3)C leads to some qualitatively

different phenomenology.

Since there are eight generators in this group, there are also eight gauge

bosons. These are called gluons and carry a color charge themselves due to the

non-abelian structure of SU(3)C . By this, additional gauge boson self-interactions

with 3-gluon and 4-gluon vertices are possible. As gluons are bosons and carry

a charge and anti-charge, the force is not shielded as in QED where the vacuum

polarisation from electron-positron pairs reduces the force with distance. Instead

the anti-shielding in QCD leads to the increasing strength of the strong force with

distance and is the reason why quarks always form bound states. The residual

1The names were given, because these colours behave similar when they are added, e.g.

together they give a neutral ”white”

8



2.2 The Boson Sector

force1 between hadrons keep the nuclei together, but the strength of this residual

force decreases rapidly with distance.

2.2.3 Electroweak Theory

Experiment [14] showed that the weak force couples only to left-handed particles

and right-handed antiparticles. Therefore, the weak current has the form:

JµweakWµ, (2.9)

with

Jµweak = Ψa,Lγ
µΨb,L = 1/2Ψa(γ

µ − γµγ5)Ψb. (2.10)

The term in brackets has the form vector - axial vector (V-A) and is respon-

sible for the parity2 violation.

Experiments show that the bosons involved in weak interactions can carry an

electromagnetic charge leading to the suggestion that the electromagnetic and

the weak force are related and that they can be formulated in a combined way.

Weak interactions can be described by a gauge theory based on SU(2) and as

the interaction couples only to left-handed particles it is written SU(2)L. SU(2)

has three generators and therefore three gauge bosons W1−3. To include electro-

dynamics a larger group is needed and the simplest expansion with respect to the

number of gauge bosons is SU(2)L x U(1)Y . The hypercharge is defined as:

Y = 2(Q− I3), (2.11)

with I3 being the z-component of the weak isospin charge:

Ii =
1

2
τi, (2.12)

and τi being the Pauli matrices. Y is the generator of U(1)Y instead of the

electric charge in U(1)EM .

The covariant derivative in this theory is:

1This effect is quite similar to the Van der Waals-force in electromagnetism that is due to

the polarization of each molecule.
2Parity is the operation of space inversion.

9



2. THE STANDARD MODEL

Dµ = ∂µ − ig1
Y

2
Bµ − ig2TiWi,µ, (2.13)

with Ti = τi
2

for left-handed particles and Ti = 0 for right-handed particles.

Since the Pauli matrices do not commutate, there is a cross-product in the kinetic

energy term of the SU(2)-bosons leading to three- and four-boson vertices similar

to QCD. However, there is no confinement in electroweak interaction. The fields

W1,2 mix to form the charged W± gauge bosons. They correspond to the fields

W± = W1±iW2√
2

. The photon and the Z-boson are orthogonal linear combinations

of the fields B and W3. The coefficients can be described as a sine and a cosine of

an angle of rotation. This angle is called the Weinberg angle ϑW and is measured

to be about 28◦1 [15].

Aµ = cosϑWBµ + sinϑWW3,µ (2.14)

Zµ = − sinϑWBµ + cosϑWW3,µ (2.15)

The photon does not couple to the neutrino and the coupling to the electro-

magnetic field is e. This leads to:

g1 =
e

cosϑW
(2.16)

g2 =
e

sinϑW
(2.17)

The coupling constants of the weak interaction are larger than for electro-

dynamics. The reason why weak interactions have a small cross-section and a

short range is the mass of the weak gauge bosons. This mass is experimentally

confirmed, even though a simple mass term would not be gauge invariant and is

not present in the SM Lagragian. The Higgs mechanism through which gauge

invariant terms for boson masses become possible is subject of the next chapter.

The left-handed nature of the weak force has important implications on the

kinematics in proton-proton events with a W±-boson at the LHC. Not only are

W+ and W− preferably polarised left-handed along their flight direction, but also

1at the Z-mass. It varies with energy.

10



2.3 Electroweak Symmetry Breaking

are the leptons from a W−-decay preferably emitted in direction of flight, while

it is the opposite direction for leptons from W+-decays [16].

2.3 Electroweak Symmetry Breaking

As stated in the last chapter, there has to be a mechanism that gives masses to the

vector bosons without destroying gauge invariance. This Higgs-mechanism breaks

the SUL(2) x UY (1) symmetry in such a way, that the UEM(1) symmetry remains

unbroken and the photon remains massless. SU(3)C also remains unbroken.

Just as in ferromagnetism, where the rotation symmetry breaks below the

Curie-temperature, the Lagrangian possesses a symmetry that is not possessed

by the minimal of the potential. The simplest way to produce such a spontaneous

symmetry breaking is to introduce a Higgs field, that is a complex scalar SU(2)L

doublet:

Φ =

(
Φ+

Φ0

)
, with Y = +1. (2.18)

The electric charges, indicated by the indices, follow from the assigned hyper-

charge and the weak isospin charge. The globally gauge invariant Lagrangian for

Φ is given by:

LΦ = (∂µΦ)†(∂µΦ)− µ2Φ†Φ− λ(Φ†Φ)2, λ > 0. (2.19)

With the last two terms representing the potential, that is called ”Mexican

hat” potential when µ2 < 0, because of its form. With µ2 > 0 the potential

would have an absolute minimum at Φ+ = Φ0 = 0 and therefore cannot break

symmetry. In the interesting case with µ2 < 0 the lowest energy state, i.e. the

vacuum expectation value, is v√
2
, with v =

√
−µ2/λ. Now, the Lagrangian

(2.21) has to be made locally gauge invariant under electroweak transformations

by exchanging ∂µ by Dµ = ∂µ − ig1
Y
2
Bµ − ig2(~τ

2
~W )µ. The extra terms in the

covariant derivative operator lead not only to cubic and quartic interaction terms

between the Higgs and the gauge fields and between the Higgs itselves, but also

to new mass terms. These masses are given by:

11



2. THE STANDARD MODEL

1

4
v2g2

2W
+†µW−†

µ +
1

8
v2(g1B

µ − g2W
µ
3 )(g1Bµ − g2W3µ) (2.20)

Changing the B and W3 fields to Z and A yields:

MW =
1

2
vg2, MZ =

1

2
v
√
g2

1 + g2
2 and MA = 0. (2.21)

The ratio between the W and the Z boson masses given by:

MW = MZ cos θW (2.22)

This has been confirmed experimentally [17]. The Higgs mass is given by:

MH =
√
−2µ2, (2.23)

and is not predicted by the SM as µ is a free parameter. The Higgs particle

is the only particle in the SM that has not yet been experimentally observed

with a sufficient confidence level, but experiments at LEP excluded the Higgs

for masses below 114 GeV and CMS has recently extended the excluded Higgs

masses between 127 GeV and 600 GeV [18]. Higgs masses above 600 GeV are

disfavoured by fits to the electroweak precision data, so that the Higgs is expected

to have a mass between 114 GeV and 128 GeV, if it exits. CMS, ATLAS and

the Tevatron see an excess of events in their data hinting towards a Higgs mass

around 124 GeV, but the excess is not yet strong enough to claim a discovery.

The Higgs mechanism can also produce fermion masses. A simple Dirac mass

term mΨΨ can be transformed in the following way:

mΨΨ = mΨ(PR + PL)Ψ = mΨP 2
RΨ +mΨP 2

LΨ = mΨLΨR +mΨRΨL (2.24)

ΨL is a doublet, while ΨR is a singlet under SU(2), they cannot be combined

to produce an invariant mass term. Using the Higgs doublet, the term can be

modified to:

LYuk = λΨ[(ΨLΦ)ΨR + ΨR(Φ†ΨL)], (2.25)

12



2.4 Particle Content of the Standard Model

with λΨ being a coupling constant. Here, the inner parenthesis is a product

of two isospinors. Doing this for all fermions of the standard model gives:

LYuk = λeΨLΦeR + λuqLΦuR + λdqLΦdR + h.c.+ 2nd and 3rd Families

(2.26)

where

ΨL =

(
νe
eL

)
qL =

(
uL
dL

)
Φ =

(
Φ+

Φ0

)
=

(
0

v +H(x)

)
(2.27)

Φ = iσ2Φ∗ =

(
Φ0∗

−Φ0

)
. (2.28)

This creates the mass term ma = λa
v√
(2)

, where a can be any charged lepton

or quark. The couplings to the Higgs field are proportional to λa√
2

= ma
v

. These

Yukawa couplings do not arise from gauge-symmetry requirements. They describe

the mass generation in a convenient way, but do not explain the values of masses

and why there is such a large difference between them.

Neutrino masses are not discussed in this thesis. If neutrinos are dirac-

particles and not majorana-particles, which are their own antiparticles, the mass

term can be constructed in the same way as for the other fermions.

2.4 Particle Content of the Standard Model

A summary of all confirmed SM particles and their quantum numbers is given

in Tab.(1.1). The Higgs boson is not included as it still needs experimental

proof. One of the main goals of the Large Hadron Collider (LHC), which will

be discussed in detail in chapter 4.2, is to find the Higgs boson to complete the

finding of the SM particles.

All fundamental particles are considered point like.

2.5 Success and Problems of the Standard Model

The SM of particle physics described in this chapter has been extremely successful

in describing a huge amount of data over an energy range from a fraction of an

13



2. THE STANDARD MODEL

Fermions (Spin=1/2)

Generation Quantum number

I II III Y Q I3

 νe

e


L

 νµ

µ


L

 ντ

τ


L

 −1

−1

  0

−1

  1
2

− 1
2


Leptons

eR µR τR −2 −1 0

 u

d′


L

 c

s′


L

 t

b′


L

 1
3

1
3

  2
3

− 1
3

  1
2

− 1
2


Quarks

uR cR tR
4
3

2
3

0

d′R s′R b′R − 2
3

− 1
3

0

Gauge Bosons (Spin=1)

Interaction Quantum number

electromagnetic Gamma (γ) 0 0 0

weak Z0 0 0 0

weak W± 0 ±1 ±1

strong g1...8 0 0 0

Table 2.1: The particles of the SM. The Higgs boson (spin=0) is not included as

its existence is still not verified in experiment.
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2.5 Success and Problems of the Standard Model

electron volt to about 1 TeV. It has also made a number of predictions that have

been confirmed experimentally. The discovery of W and Z bosons in the early

1980s for example confirmed the electroweak theory in a spectacular way.

Precision measurements at the LEP collider at CERN have tested the elec-

troweak theory to the 10−3 level, in some cases like the magnetic moment of the

electron the tests are even more precise by many orders of magnitude.

There are some obvious shortcomings of the SM, though. Gravity is not

included in this theory and fermion masses are not predicted by the SM. Neutrino

masses are set to zero although neutrino oscillations [19] strongly suggest that

this is not the case. A variety of observations in cosmology strongly suggest the

existence of cold dark matter in the universe [5] [6] for which there is no candidate

in the SM. While there are mechanisms in the SM that can lead to an asymmetry

between matter and anti-matter these are not strong enough to explain the large

asymmetry observed.

There are also aesthetic considerations that the SM is only a ”low” energy

approximation of a more fundamental theory: The number of free parameters,

most of them masses and mixing angles, is quite large. There is no understanding

why there are exactly three generations in the SM. There is no reason within

the SM why the magnitude of the charge of an electron is exactly the same as

the charge of the proton. The three gauge coupling constants vary with energy

(running coupling) and come quite close at the GUT scale around 1016 GeV (GUT

stands for Grand Unified Theory), but they do not meet in one point if only SM

particles are taken into account. This would be desirable for constructing a GUT

theory, which could explain the equality of charges.

A very interesting problem of the SM is the Hierarchy Problem, because it

hints to the scale where some new physics should reveal itself. The radiative

corrections lead to corrections to all non-zero masses. Usually these corrections

increase logarithmic, but for the Higgs boson mass the corrections are much more

severe. The corrections due to fermion and boson loops to the Higgs mass are in

leading order [20, 21]

(δm2
H)Fermion =

λ2
F

16π2
(−2Λ2 + 6m2

F ln
Λ

mF

+ ...) (2.29)
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2. THE STANDARD MODEL

(δm2
H)Boson =

λS
16π2

(Λ2 − 2m2
S ln

Λ

mS

+ ...) (2.30)

Λ is the cut-off parameter, which can be thought of as the energy up to which

the theory is still valid. In the SM the correction due to fermion loops clearly

dominate. Taking the cut-off parameter as the GUT scale or the Planck scale 1,

where gravitational effects become important, this would give corrections many

times larger than the Higgs mass itself. It is generally possible to limit these

corrections within the standard model by other terms, but the parameters have

to be ”fine-tuned” to an extremely high degree. In order to bring Λ to the GUT

scale the Lagrangian mass parameter m2
H needs to be fine-tuned to one part of

1034 ≈
(
mW
mΛ

)2

. This does certainly not seem to be a natural approach.

1The Planck scale is about 1019 GeV. This value assumes that the laws and dependencies

of gravity are still valid on short distances.
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3

Supersymmetry

Supersymmetry (SUSY) is a symmetry between bosons and fermions. In super-

symmetric models every SM particle has a partner which differs in spin by 1/2.

In this chapter the concept of supersymmetry is described. As supersymmetry

solves several problems of the SM, it is one of the most favoured physics models

beyond the SM. The chapter starts with explaining these solutions, motivating

the assumption of many hypothetical particles searched for in the analysis pre-

sented in this thesis. The review and formulas presented here is based on [22] [21]

and follows closely my previous work in [11].

3.1 Concept

Supersymmetry relates bosons and fermions with each other. A fermion can be

transformed into a boson and a boson into a fermion under the supersymmetry

transformation operator Q. These spinors fulfill the anticommutation relation:{
Qa, Qb

}
= 2(γµab)Pµ, (3.1)

where Pµ is the Poincaré group generator of spacetime translations.

Generators with this anticommutation relation can be combined with the

Poincaré symmetry, adding an exception to the Coleman-Mandula theorem from

the 1960s that stated that this is only possible by a direct product.

The operator P 2 is still a Casimir operator, which means that it commutes

with all the generators of the group. Therefore, all particles in one supermultiplet,

17



3. SUPERSYMMETRY

i.e. two particles that are related by a supersymmetry transformation, have the

same mass. They also have to have the same electric and color charge. The

square of the Pauli-Lubanski pseudovector W 2, that corresponds to the spin the

same way as P 2 to the mass is no longer a Casimir invariant. The spin of particles

in one supermultiplet can therefore differ.

The fact, that two superpartners have the same mass is disturbing, though,

as there is no integer spin particle with the same mass and charge as for example

the electron. Therefore, supersymmetry must be a broken symmetry. A breaking

mechanism will be discussed in the next section.

As left- and right-handed fermions have different gauge transformations, there

are two scalars for each fermion called sfermions. These sfermions form together

with the SM fermions chiral supermultiplets. It seems strange to give sfermions

a chirality, since they do not have spin. It refers to ”the partner to a left- or

right-handed fermion”. The superpartner of the SM gauge bosons are spin 1/2

”gauginos” that have also two helicity states. These gauge-bosons and gauginos

form a gauge or vector supermultiplet.

In the SM, baryon- and lepton-numbers are conserved. In supersymmetric

theories it is possible to construct renormalisable operators that do not conserve

these numbers, but are still consistent with SM gauge symmetries and supersym-

metry. However, terms that violate lepton- and baryon-conservation cannot both

be large to comply with the experimental lower limit on the lifetime of the proton

of more than 2.1 · 1029 years [12]. With the introduction of R-parity conservation

these terms are assumed to be zero. R-parity is defined by:

R = (−1)3(B−L)+2S, (3.2)

where B and L are baryon- and lepton-numbers, respectively, and S is the

spin. All SM particles have positive R-parity, while their superpartners have

negative R-parity. Therefore, there can be no mixing between SM particles and

sparticles. Furthermore, the lightest supersymmetric particle (LSP) has to be

stable, if R is conserved. This is assumed for this analysis.
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3.2 Solutions to Standard Model Problems

In the last chapter the problem of the large corrections to the Higgs mass was

shown in Eq. 2.29 and Eq. 2.30. If there are two superpartners to each fermion -

one for the left- and one for the right-chiral state - with λ2
F = λS the quadratic

dependence on the cut-off parameter Λ vanishes leaving only a logarithmic de-

pendence:

δm2
H ∝ (m2

S −m2
F ) ln

Λ

m
(3.3)

This reduces the corrections to a logarithmic dependence. Still the mass-

difference between the supersymmetric partners enter the calculation leading to

the suggestion that these particles should not be very heavy 1. This makes

searches for supersymmetry at the LHC with a current center of mass energy

of 7 TeV especially interesting.

The large amount of cold dark matter in the universe can not be accounted for

within the SM. In most SUSY models R-parity conservation is assumed, which

implies that supersymmetric particles can only decay into SM particles plus an

odd number of supersymmetric particles. Therefore, the lightest supersymmetric

particle (LSP) is stable and if it is only weakly interacting it is a natural dark

matter candidate.

The number of baryons in the universe dominates over that of anti-baryons.

Baryon asymmetry implies CP-violation. Although CP violation has been proven

to exist within the SM, the size of this effect is much too small to account for

the asymmetry. In supersymmetric models there are several possible interactions

that can lead to CP violation and therefore can explain the baryon asymmetry.

In the SM infinities in higher order corrections are included in the constants

such as the gauge couplings, leading to an energy dependence. This is called

renormalisation. With increasing energy the three gauge couplings come close to

each other, but only if supersymmetric particles at the TeV scale are included

in the higher order calculations they meet at the GUT scale2, as can be seen in

1This is especially true for the stop which has a large yukawa-coupling
2The scale depends on the physics at shorter distances not yet explored by experiments.

Assuming only a supersymmetric SM this value is around 1016 GeV.
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3. SUPERSYMMETRY

Figure 3.1: Renormalisation group evolution of the inverse gauge couplings

α−1
i (Q) in the Standard Model (dashed lines) and the MSSM(solid lines). In the

MSSM case, the sparticle mass thresholds are varied between 250 GeV and 1 TeV,

and α3(mZ) between 0.113 and 0.123. Two-loop effects are included. [21] [23]

Fig. 3.1. While there is no strong argument why they need to meet this hints to

a more fundamental theory with less free parameters.

The most obvious shortcoming of the SM is the failure to include gravity. If

supersymmetry is a local symmetry, the associated massless gauge field is the

gravitino, the superpartner of the graviton. SUSY therefore provides a natural

framework in which to unify gravity with the strong, weak and electromagnetic

force. While there are still non-renormalisable parts in the supergravity La-

grangian that are beyond the scope of this thesis, it certainly justifies to interpret

searches for SUSY particles within the framework of supergravity models.

20



3.3 Minimal Supersymmetric Model

3.3 Minimal Supersymmetric Model

There is a large amount of possible supersymmetric theories. All models consid-

ered in this analysis are based on the Minimal Supersymmetric Model (MSSM),

which is a direct supersymmetrisation of the SM, except for the facts that a sec-

ond Higgs doublet field has to be introduced and that R-parity is conserved. It

is ”minimal” with respect to the amount of new, yet undiscovered, (s)particles.

The SM Higgs doublet is replaced by two doublets of left-chiral superfields:

Φ =

(
Φ+

Φ0

)
→ Ĥu =

(
ĥ+
u

ĥ0
u

)
and Ĥd =

(
ĥ−d
ĥ0
d

)
(3.4)

Ĥu has still Y = +1 and can only give mass to the up-type quarks. Unlike

in the SM the second Higgs doublet with Y = −1 is needed1 to give mass to the

particles with T3 = −1/2, i.e. down-type quarks and charged leptons.

The Lagrangian for the MSSM consists of three terms:

LMSSM = Lgauge + LF + Lsoft (3.5)

With assumed minimality the gauge part is completely determined by requir-

ing gauge-invariance and super-symmetry and has the following form [22]:

Lgauge =
∑
i

(DµSi)
†(Dµsi) +

1

2

∑
i

Ψiγ
µDµΨi

+
∑
α,A

[
1

2
λαA(γµDµλ)αA −

1

4
FµναAF

µν
αA

]
−
√

2
∑
i,α,A

(
S†i gαtαAλαA

1− γ5

2
Ψi + h.c.

)

− 1

2

∑
α,A

[∑
i

S†i gαtαASi + ξαA

]2

, (3.6)

Si are the scalar components of the ith chiral superfield, while Ψi are the

fermionic components as in the SM Lagrangian 2.8. FµναA represents the SM

1ĥ0†u would be a right-chiral superfield and is not allowed in the superpotential.
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gauge bosons and λαA are the spin 1/2 superpartners. The first two lines of equa-

tion 3.6 contain all gauge-invariant kinetic energy terms. These terms completely

determine how all particles couple to gauge bosons. The third line describes the

interactions of gauginos with the scalar and fermion components of chiral super-

fields. tαA are the matrix representations of the gauge group generators. The last

term describes quartic couplings of scalar matter fields.

All other couplings are included in LF , that can be derived from the super-

potential. This superpotential is in renormalisable theories an at most cubic

polynomial of superfields. It has in the MSSM the following form:

f̂ = µĤa
uĤda +

∑
i,j=1,3

[
(fu)ijεabQ̂

a
i Ĥ

b
uÛ

c
j + (fd)ijQ̂

a
i Ĥ

daD̂c
j + (fe)ijL̂

a
i Ĥ

daÊc
j

]
(3.7)

The indices a and b are SU(2) doublet indices and show the contraction needed

to make this Lagrangian SU(2)L invariant. fij are 3 x 3 Yukawa coupling matrices

for the three generations. LF has the form:

LF = −
∑
i

∣∣∣∣∣ ∂f̂∂Ŝi
∣∣∣∣∣
2

Ŝ=S

−1

2
Ψi

( ∂2f̂

∂Ŝi∂Ŝj

)
Ŝ=S

1− γ5

2
+

(
∂2f̂

∂Ŝi∂Ŝj

)†
Ŝ=S

1 + γ5

2

Ψj.

(3.8)

The first term is the F-term contribution to the scalar potential and describes

scalar masses and interactions. The second includes the mass terms of all SM

fermions and their Yukawa couplings.

3.3.1 Supersymmetry Breaking

Supersymmetry is a broken symmetry. So far, there is no understanding of how

this breaking actually takes place. The common approach is to assume that su-

persymmetry is broken in a ”hidden sector”, that is essentially decoupled from

the physics at the ”low” energy scale [O(1 TeV)], where we can test it. The effects

of SUSY breaking is only transferred to our world by messenger interactions. Be-

cause of this ignorance it is only possible to introduce LSoft containing all possible

soft SUSY breaking operators by hand. ”Soft” means here that these terms are

22
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consistent with all desired symmetries and do not lead to the reappearance of the

quadratic divergences in the one-loop corrections to the Higgs mass.

This leads to a total of 178 free parameters. Without the heavily suppressed

tri-linear interaction c-matrix terms it is still a total of 124 parameters1. It is

very hard to make phenomenological analysis with such a huge parameter space.

There are some models that reduce the amount of free parameters severely. The

minimal supergravity model, as one of them, will be described in the next section.

First electroweak symmetry breaking in the MSSM model will be discussed.

3.3.2 Electroweak Symmetry Breaking

Figure 3.2: RG evolution of scalar and gaugino mass parameters in the MSSM

with typical minimal supergravity-inspired boundary conditions imposed at Q0 =

2.5 · 1016 GeV. The parameter µ2 +m2
Hu

runs negative, provoking electroweak sym-

metry breaking.[21]

1This includes the 19 SM parameters (without neutrino masses). Often only the 105 MSSM

parameters are mentioned.
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With two Higgs fields there are two vacuum expectation values 〈h0
u〉 ≡ vu and

〈h0
d〉 ≡ vd. The sum of the two is fixed by a relation very similar to equation 2.21

of the SM. It is given by:

v2 = (v2
u + v2

d) =
2M2

Z

g2
1 + g2

2

. (3.9)

The only free parameter is the ratio between those two:

tan β =
vu
vd
. (3.10)

Similar to the SM electroweak symmetry breaking, the scalar potential in the

MSSM cannot have its minimum at vu = vd = 0. By the minimisation condition

of the potential, Bµ and the value, but not the sign of µ, can be fixed in terms

of β, mHu , mHd and MZ , by:

Bµ =

(
m2
Hu

+m2
Hd

+ 2µ2
)

sin 2β

2
and (3.11)

µ2 =
m2
Hd
−m2

Hu
tan2 β

(tan2 β − 1)
− M2

Z

2
. (3.12)

B being the bilinear coupling.

When the symmetry is broken, five physical Higgs bosons develop by mixing

of the two doublets. There are two charged Higgs bosons H±, two neutral and

CP-even bosons h0 and H0 and one neutral CP-odd A0. The masses of these

particles can be calculated at tree level:

m2
A = Bµ(cot β + tan β), (3.13)

m2
H± = m2

A +M2
W (3.14)

and

m2
h,H =

1

2

[(
m2
A +M2

Z

)
∓
√

(m2
A +M2

Z)
2 − 4m2

AM
2
Z cos2 2β

]
(3.15)

According to the last equation h0 is lighter than the Z boson. Taking radiative

corrections into account this still gives an upper limit to mh0 of about 130 GeV.

The experimental hints towards a Higgs mass below this value are therefore an

encouraging sign.
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Using renormalisation group equations (RGE) to calculate m2
Hu

and m2
Hd

the

electroweak scale shows, that mHu decreases stronger than mHd with the scale.

In fact, calculations show that mHu turns negative as can be seen in Fig. 3.2

and automatically produces electroweak symmetry breaking . As the electroweak

symmetry breaking does not occur at tree level, this mechanism is called radiative

electroweak symmetry breaking.

3.4 Particle Content in the Model of Minimal

Supergravity

As stated above, the supersymmetry breaking is assumed to take place in a hidden

sector. This sector couples to the observable world only via messenger interactions

and theories are grouped by the kind of these interactions. As gravity couples

to energy, it is a messenger in all theories. Only if this is not swamped by

other effects, these theories are called gravity-mediated. In all of these models,

supersymmetry is a local symmetry and includes a massless spin-2 graviton that

couples to the energy-momentum tensor for matter just as in general relativity.

Therefore these models imply (super)gravity. Again, these theories have to be

a ”not quite so low” energy approximation of a even more fundamental theory,

maybe superstring theory, as there are some non-renormalisable parts in the

supergravity Lagrangian. This was also the case in Fermi’s description of the

weak interaction, which also turned out to be a low energy approximation.

In minimal1 supergravity (mSUGRA) models the large amount of free parame-

ters in the MSSM is extremely reduced. If one assumes gauge coupling unification

or makes some simple assumptions on the gauge kinetic function, there are only

5 free parameters2 left. These are:

m0,m1/2, A0, tan β, sign(µ). (3.16)

1The minimal comes from the minimal (flat) choice for the Kähler metric. Only with this

a common scalar mass is obtained.
2in addition to the SM parameters
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At the GUT scale m0 is the common mass for all scalars, i.e. sleptons, squarks

and higgs bosons. The mass of all gauginos at the GUT scale is m1/2. A0 is the

trilinear scalar coupling between the higgs and two sfermoins. µ is the higgsino

mass parameter. The sign of µ has a rather small impact on the particle spectrum

and except for the masses of the third generation, the effect of A0 is rather small

as well.

The renormalisation group equation (RGE) can be used to calculate the values

at other energy scales. After symmetry breaking, particles with the same electric

charge, color and spin can mix. Similar to the mixing mechanisms that led to

the photon and Z boson, gauge eigenstates are rotated to give the physical mass

eigenstates.

The colour-neutral gauginos and higgsinos mix to form four neutral neutrali-

nos χ0
1−4 and four charged charginos χ±1,2. They are ordered according to their

masses, beginning with the lightest. At the electroweak scale, the gaugino mass

parameters for the bino, wino and gluino are approximately 0.4 m1/2, 0.8 m1/2

and 2.7 m1/2, respectively. The lightest neutralino is bino like, the second lightest

is wino like, as well as the lighter charginos. The heavier particles are higgsino

like. This gives the following rule of thumb [21]:

mχ̃0
2
≈ mχ̃±1

≈ 2mχ̃0
1
≈ 0.8m1/2 (3.17)

mχ̃0
4
≈ mχ̃0

3
≈ mχ̃±2

≈ O(|µ|) (3.18)

The masses for the sfermions and squarks are given by the following formu-

las [24] [25].

m2
l̃L
≈ m2

0 + 0.49m2
1/2 − 0.27 cos 2βM2

Z (3.19)

m2
l̃R
≈ m2

0 + 0.15m2
1/2 − 0.23 cos 2βM2

Z (3.20)

m2
ν̃ ≈ m2

0 + 0.49m2
1/2 + 0.5 cos 2βM2

Z (3.21)

m2
ũL
≈ m2

0 + 5m2
1/2 + 0.35 cos 2βM2

Z (3.22)

m2
ũR
≈ m2

0 + 4.5m2
1/2 + 0.15 cos 2βM2

Z (3.23)

m2
d̃L
≈ m2

0 + 5m2
1/2 − 0.42 cos 2βM2

Z (3.24)
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m2
d̃R
≈ m2

0 + 4.4m2
1/2 − 0.07 cos 2βM2

Z (3.25)

This approximation does not hold for SUSY-partners of heavy fermions. The

masses for the stop are more complicated, as mixing between left and right states

appear due to the large Yukawa coupling. This leads usually to the fact that

the lighter stop will be the lightest squark and the lightest τ will be the lightest

slepton. The missing coupling to the weak charge by right handed particles

leads to lighter “right handed” sparticles. Generally squarks are heavier than

sleptons because of the large radiative corrections from loops involving gluinos.

By increasing m1/2 not only all masses are increased, but also the mass-differences

of left and right states are increased.

3.5 Production and Decay of Supersymmetric

Particles at the LHC

If R-parity is assumed to be conserved, sparticles are always produced in pairs.

Therefore a high center of mass energy is needed to produce the heavy sparticles.

To cope with this, the Large Hadron Collider (LHC), that is described in detail

in the next chapter, is operating with a center of mass energy
√
s = 7 TeV and

is planed to be upgraded to the design center of mass energy of
√
s = 14 TeV

in 2013. Usually the pair and associated production of squarks and gluinos are

expected to be dominant, since they take part in the strong interaction. The

last section showed that they are the heaviest superparticles for large parameter

space regions, though. The cross section for their production may therefore be

kinematically suppressed. This is the reason why the production rate strongly

decreases, when m1/2 - and for squark production also m0 - increases as can be

seen in figure 3.3. The total SUSY cross section in the cMSSM for
√
s = 7 TeV

is shown in FIg. 3.4.

A general feature of supersymmetric decays with conserved R-parity is that

the lightest supersymmetric particle (LSP) is stable and as it is usually expected

to be only weakly interacting, it leaves the experiment undetected. There are

always two such particles and they can lead to an imbalance of the transverse

27
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Figure 3.3: Cross sections for gluinos (dotted lines) and squarks (solid red lines)

shown for the parameter space at the m1/2 vs. m0 plane with tanβ = 10, A0 = 0

and µ > 0 for
√
s = 14 TeV [24].

momentum of the visible particles. Large missing transverse energy is therefore

present in most supersymmetric events.

Two cases have to be distinguished, depending on which particle is lighter,

the lightest squark or the gluino. If mg̃ > mq̃, the gluinos decay in the following

way:

g̃ → q + q̃L,R , or g̃ → q + q̃L,R (3.26)

the squarks decay in one of the following ways:

q̃L,R → q + χ̃0
i (3.27)

q̃L → q′ + χ̃±j (3.28)
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Figure 3.4: NLO cross section for the cMSSM for
√
s = 7 TeV. No cross section

is calculated in regions where the stau is the LSP and in regions where there is no

electroweak symmetry breaking.

with i = 1, 2, 3, 4 and j = 1, 2; as long as the decays to the heavier gauginos

are kinematically allowed. If mq̃ > mg̃, the squarks decay as:

q̃L,R → q + g̃ (3.29)

the gluinos decay via virtual squarks to:

g̃ → q + q + χ̃0
i (3.30)

g̃ → q + q′ + χ̃±j (3.31)

g̃ → g + χ̃0
i (3.32)
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again with i = 1, 2, 3, 4 and j = 1, 2, as long the heavier gauginos are kine-

matically allowed. If q denotes a up like quark, than q′ denotes a down like quark

and vice versa. All quarks and gluons are reconstructed as jets in the detector.

They often have high energy and are present in all supersymetric events. The

charginos and neutralinos decay further, but since this analysis is not sensitive

to these specific decays including for example leptons, this will not be discussed

further.

3.6 Constraints on the Parameter Space

The experiments at the LHC can directly access large parameter space regions

for the first time, but there are already a number of constrains from other exper-

iments. Limits on m0 and m1/2 from the LEP or the Tevatron experiments will

be displayed when the results of this analysis is presented. As these limits are

less stringent than the limits set with the analysis discussed here, these limits are

not discussed further.

As A0 and the sign of µ do not have such a strong influence on the mSUGRA

models, there are no strong limits on them and they will not be discussed fur-

ther. tan β is important to calculate the Yukawa couplings. As β appears in the

denominator of the Yukawa couplings of up and down quarks respectively, tan β

has to lie between [21]:

1.2 < tan β < 65, (3.33)

to keep them reasonably small. For the presentation of the results a default value

of tan β = 10 is used.

Indirect bound as for example bounds from the dark matter density measure-

ments are not taken into account here. However, the region in parameter space,

where the LSP is the charged stau, wich is disfavoured by cosmology and the

region where no radiative electroweak symmetry breaking would occur is high-

lighted when the results are presented as well as in Fig.3.3.
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4.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [2] [26] [27] is a proton-proton accelerator at

CERN in the tunnel of the former Large Electron Positron Collider (LEP) [1] with

a circumference of 27 km. The first proton beams were circulated succesfully on

10th September 2008, but 10 days later operation was stopped due to a serious

incident with a superconducting connection between magnets, leading to a break

of the liquid helium containment. Operation has restarted in mid-November

2009. The first proton beams had an energy of 450 GeV per particle leading to a

center of mass energy of
√

(s) = 900 GeV. On 30th March 2010 the first collisions

with
√
s = 7 TeV took place. This is half the design center of mass energy of

14 TeV, which will not be accessable before the planned upgrade in 2014. In

2012 the center of mass energy is planned to be increased to 8 TeV. The instant

luminosity, which is a measure of how often collisions between paticles occur, is

still increasing. While the total dataset of the 7 TeV run in 2010 corresponds

to an integrated luminosity of about 36 pb−1 of good quality data, about 5 fb−1

has been collected in 2011. On 21st April 2011 a world record was broken with a

peak luminosity of 4.67 · 1032cm−2s−1.

Beside the Compact Muon Solenoid (CMS) [4], that will be described in detail

in this chapter, there are three other experiments. ATLAS [3] [28] is a multi-

purpose detector similar to CMS, LHCb concentrates on the CP-violation in b-

physics and ALICE is designed to investigate the quark-gluon plasma produced
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in heavy ion collisions, which took place for the first time at the LHC on 8th

November 2010.

4.2 The Compact Muon Solenoid

The two main goals of the CMS [4] scientific program is to find the Higgs boson

and to look for physics beyond the standard model with supersymmetry being

the most promising candidate. Further topics are top-physics, electroweak physics

and QCD. To achieve these goals the CMS detector has to identify the emitted

particles and measure their momentum as precisely as possible. To measure the

momentum of charged particles a very strong magnetic field of about 3.8 Tesla is

applied and the curvature of the tracks of the particles measured. To make use of

the measurement of the transverse momentum balance, which is very important

in most searches for physics beyond the standard model, there has to be a good

coverage detecting also particles that are emitted in forward direction rather close

to the beampipe. The variable to measure the angle towards the beampipe is the

pseudorapidity η, defined as:

η = − ln

(
tan

θ

2

)
(4.1)

It has the advantage over the angle θ that the difference between the pseu-

dorapidity of two particles is in the relativistic limit 1 independent of the Lorenz

boost along the beam axis, i.e. Lorenz invariant.

The total detector is shown in figure 4.1. It is cylindrical and has a length of

30m, a radius of 7.5 m and a total weight of 12500 t. The larger sub-detectors

are, starting from the collision center to the out most detector:

• the inner tracker with the silicon pixel vertex detector and silicon strip

detectors,

• the electromagnetic crystal calorimeter,

• the hadronic metal-scintillator calorimeter,

1pseudorapidity is in the relativistic limit equivalent to rapidity, which is a Lorenz invariant.
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• the superconducting solenoid coil,

• the muon system consisting out of drift tubes (DT), cathode strip chambers

(CSC) and resistive plate chambers (RPC)

These subdetectors are discussed below in more detail.

C ompac t Muon S olenoid

Pixel Detector

Silicon Tracker

Very-forward
Calorimeter

Electromagnetic�
Calorimeter

Hadron
Calorimeter

Preshower

Muon�
Detectors

Superconducting Solenoid

Figure 4.1: The CMS Experiment with labels on all major components [4].

4.2.1 The Inner Tracker

Charged particles deposit a signal in the silicon sensors of the inner tracker. These

sensors allow a fast and precise reconstruction of these hits. These hits can than

be fitted to reconstruct tracks of charged particles.

The tracker consists of two parts. Closest to the interaction point is the pixel

detector. It has a high granularity, which is necessary because of the high par-

ticle flux. The high resolution of the pixel sensor also gives a high resolution to
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the vertex reconstruction of 25µm and 20µm in X or Y and Z, respectively [29],

allowing the recognition of secondary vertices that can be used to identify jets

originating from b-quarks due to the lifetime of the b-quark. Also vertices from

additional, usually soft, interactions in one bunch-crossing, called pileup interac-

tions, can be distinguished and therefore a good estimate on the level of pileup

in data is possible. The pixel detector consists of about 55 million pixels and has

a total area of about 1 m2.

Outside of the pixel detector is the silicon strip detector. It consists of about

9.6 million strips with a total area of about 200 m2, providing a coverage up to

|η| < 2.4. Over 99% of the sensors of the inner tracker are in operation.

The tracks of charged particles are bend in the strong magnetic field. This

allows to reconstruct the transverse momenta of charged particles, i.e. the mo-

mentum projected on the transverse detector plain:

pT = 0.3
GeV

c · T ·m
·B · ρ (4.2)

where ρ is the radius of the bent track and B is the magnetic field.

The track reconstruction efficiency is about 95% for pions in the central region

declining to about 85% in the endcap region for pions with a pT between 1 GeV

and 100 GeV. Muons have a reconstruction efficiency of about 99 % if their

transverse momentum is larger than 1 GeV [30].

Due to the strong focus on the tracker in the CMS design and the high mag-

netic field the CMS tracker has a very good resolution of the transverse momen-

tum of charged particles. For high energetic particles of about 100 GeV up to

an |η| range of 1.6 the resolution is about 1-2 %, decreasing towards higher |η|
values [4]. Multiple scattering is responsible for about 30% of the resolution.

For particles with a lower transverse momentum the resolution is even better,

dominated by multiple scattering.

4.2.2 The Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) of CMS is made out of 61200 lead

tungstate (PbWO4) scintillating crystals in the barrel up to |η| < 1.479 and

7324 crystals in each of the endcaps at the pseudorapidity 1.479 < |η| < 3.0.
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Lead tungstate crystals are chosen because they can be read out very fast, are

radiation hard and have short radiation (X0 = 0.89 cm)1 and Moliere (2.2 cm)2

legths, which is necessary to make the detector small enough to fit together with

the inner tracker and the hadronic calorimeter inside the coil. The drawback of

this material is a rather low light yield. Therefore photomultipliers are used to

detect the light emmited by the crystals.

The crystals in the barrel region each cover 0.0174 in ∆Φ and ∆η at the front

face and have a length of 230 mm (= 25.8X0) while the crystals in the endcap

cover 28.6 x 28.6 mm2 at the front face with a length of 220 mm (= 24.7X0).

Lead tungstate is very dense and therefore heavy. The ECAL barrel alone weights

67.4 t. A preshower device is used at the endcaps to improve the identification

of electrons and photons.

The energy resolution can be parametrised as:

( σ
E

)2

=

(
S√
E

)2

+

(
N

E

)2

+ C2 (4.3)

where σ is the standard derivation of a Gaussian fit. The energy is measured

in GeV. The first term is the stochastic term measured in the test beam to be

S = 2.8%, the second term is due to noise with N = 0.12 and the last, constant

term has a value of C = 0.3% and is due to calibration errors and systematic

effects [4].

The response of a calorimeter is defined as the measured energy divided by

the true energy. The ECAL has a different response for electrons and hadrons.

The ratio between the response of electrons and hadrons e/h ≈ 1.6. Only ECAL

cells above a certain threshold and their neighboring cells are read out to reduce

the effect of noise. This is called selective readout.

The ECAL generally works as expected, but the readout for a few crystals is

broken [31]. In most cases the trigger information is still available, though.

1The radiation length is the distance, after which an electron has only 1/e of its original

energy left.
2Inside one Moliere radius 90% of the energy is deposited.
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4.2.3 The Hadronic Calorimeter

The hadronic calorimeter (HCAL) consists of four parts. The hadron barrel (HB)

is the central part of the HCAL with |η| < 1.4. It consists of 2304 towers with

a segmentation of ∆η × ∆Φ = 0.087 × 0.087. The absorber material has to be

non-magnetic, with an absorption length as short as possible. Is was chosen to

be mostly brass1 (5.05 cm thick for each of the inner 8 layers, 5.65 cm for the

remaining 6 layers). Only the first and the last layer is made out of stainless

steel for structual reasons. In between these layers and in front of and behind

the steel is a scintillator with a thickness of 3.7 mm, except for the first layer

directly behind the ECAL, that is 9 mm thick. As the space inside the solenoid

coil is very limited and high energetic jets may not deposit their entire energy,

there are also scintillators outside the coil, which has 1.4/ sin θ interaction lenghts.

This is called the hadron outer (HO) detector. This is, however, not used in the

jet reconstruction for the data used in this thesis, as the level of noise is not

sufficiently small. The third part is the hadron endcap (HE), located in the

pseudorapidity region between 1.3 and 3.0. The material used is only brass (78

mm thick) and scintillator (3.7 mm thick). The five towers closest to the center

have about the same segmentation in η and Φ as inside the barrel. To higher |η|-
values the ∆Φ segmentation is 10 ◦, which is only half as fine as inside the barrel.

The η segmentation changes from ∆η = 0.087 to ∆η = 0.7 for |η| > 1.6. Closer

to the beam, at 3.0 < |η| < 5.0 the hadron forward (HF) detector is located.

This part is made out of steel absorbers and radiation hard quartz fibres. It is

located 11 m from the interaction point and is constructed out of 18 wedges. The

increased coverage helps to use the transverse momentum balance.

The HCAL is like the ECAL a non-compensating calorimeter with e/h ≈ 1.4.

Only calorimeter cells above a threshold are read out to reduce the effect of noise.

This is called zero suppression.

4.2.4 The Solenoid

The magnet is a key element in the CMS design. The 12.9 m long superconducting

solenoid is 1.8 m thick and has an inner diameter of 5.9 m. The use of the strong

170% copper and 30% zinc

36



4.2 The Compact Muon Solenoid

field of about 3.8 Tesla was motivated by the momentum resolution for charged

tracks. The solenoid coil is the main part in the CMS experiment as its choice

dictates the size and therefore the whole design of the calorimeters. The current

used to provide this field is 19.5 kA, resulting in a total stored energy of 2.7 GJ.

4.2.5 The Muon System

Muons are very penetrating as they are minimal ionizing particles and pass there-

fore even through the solenoid with only minimal loss of energy. The muon system

covers the area |η| < 2.4 and can be divided into a central and two forward parts.

In both parts of the system four stations are installed. They are separated by the

iron return yoke, that also serves as an absorber for bremsstrahlung photons, elec-

tron positron pairs and hadron punch-through. In the central part with |η| < 1.2,

muon rates are rather small. Therefore, drift tube (DT) chambers are used as

a tracking device. In the endcaps muon rates are higher, which has led to the

choice of cathode strip chambers (CSC). In both parts resistive plate chambers

(RPC) are used as well. Compared to the other technologies, they do have a poor

position resolution, but a very good time resolution needed for the L1 trigger.

For low energetic muons the measurement is dominated by the inner tracker.

For higher energetic muons, where multiple scattering and energy loss can be

neglected, a combination of the measurements of the tracker and the outer muon

system gives a long lever arm that improves the measurement of the curvature of

tracks. This gives not only a better resolution for the momentum measurement,

but also increases the probability to determine the charge of muons.

The muon momentum scale is measured to a precision of 0.2% with muons

from Z decays. The transverse momentum resolution varies from 1% in the barrel

to 6% in the endcaps for muons below 100 GeV and better than 10% in the barrel

for muons up to 1 TeV [32].

4.2.6 The Trigger

The design beam crossing interval for proton-proton collisions is 25 ns, corre-

sponding to a frequency of 40 MHz with several collisions at each crossing at the

high instant luminosity reached. Considering the large amount of information
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coming from the various subsystems, not all data can be stored. As the high

luminosity is needed for rare processes, the only solution is to find and to save

the interesting data only. This is done by the trigger in two steps. The Level 1

(L1) trigger is there to quickly filter the more interesting results based on a pre-

liminary event reconstruction. Only the fast components are used in the decision

taken, and the reconstruction techniques are less exact for speed reasons. The

trigger looks for interesting signatures, such as high pT jets, photons or leptons,

high jets multiplicities or a large /ET . It needs to reduce the frequency of events

to about 50 kHz [33]. As this is still too much to record, the High Level Trigger

(HLT) filters these events further. Here more sophisticated reconstruction algo-

rithms are used, now with higher thresholds. This reduces the event rate that is

written to the mass storage devices to about 150 Hz [33]. The trigger thresholds

depend on the instant luminosity and therefore need to be adjusted. With the

current luminosity these thresholds become quite large and specific cross triggers,

with cut on more than one physics object, are put in place to reduce the rate

sufficiently.
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Experimental Signatures of

Particles

In this chapter the objects used in the analysis will be discussed with special focus

on jet reconstruction and correction. An alternative approach for jet corrections

using tracks of charged particles is presented. As discussed in chapter 4.2, the

resolution of the tracker is much better than the resolution of the calorimeters up

to high energies. This is the reason why the inclusion of tracker information can

improve the jet resolution considerably. In the following the detector response

of isolated tracks will be compared to the fitted response of tracks inside jets to

verify that a measured track response can be used for the correction of jets.

At the end of this chapter the particle flow algorithm is presented that also

makes use of tracker information. The aim of this algorithm is to reconstruct

every particle in the event - even within jets. This algorithm is used in the

remainder of the analysis.

5.1 Signals of Particles

Particles will interact with the detector components in the following way:

• Photons will not interact with any detector component until they trans-

form to an electron-positron pair, leading to an electromagnetic shower.
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This happens in the tracker with 50% probability, but usually the dom-

inant energy deposition of the shower is produced in the electromagnetic

calorimeter. The leakage in the HCAL is negligible. All kinematic proper-

ties of the photon are reconstructed from the ECAL cluster.

• Electrons will leave a single track in the tracker pointing to the part of the

electromagnetic calorimeter, where the energy is deposited via an electro-

magnetic shower in the same way as for photons. The track gives a better

resolution on the kinematic variables up to more than 100 GeV. The elec-

tron will also radiate bremsstrahlung photons. The ECAL clustering, and

in particular the building of superclusters (clusters of clusters), is designed

to take into account the Φ spread due to the bremsstrahlung energy [34]

• Muons are minimal ionizing particles. They will leave a track in the tracker,

but only about 5 GeV energy will be deposited in the calorimeter. They

are the only particles that will reach and interact with the muon system.

They can therefore be identified with high efficiencies.

• Jets originate from gluon radiation or quarks. As described previously in

section 2.2.2, these particles cannot be observed as free particles. It is

energetically favourable to create particle anti-particle pairs to form colour-

neutral bound states. This process is called hadronisation. These bound

states are emitted close to each other as jets in the direction of the origi-

nating particle.

As they consist to some extend out of charged particles, they will leave

a signal in the inner tracker and in the electromagnetic calorimeter, but

usually most of the energy will be deposited in the hadronic calorimeter. If

a jet has a lot of energy, it is possible that the shower extends behind the

hadron calorimeter. This is referred to as “punch-trough” and is one of the

main sources of jet mismeasurements at high energies.

More details on the signal of jets will be discussed later in this chapter.

• Taus can decay leptonically or hadronically. The tau decays always to an

odd number of charged particles and therefore tracks. If a high energetic
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tau decays hadronically, the resulting jet will be rather narrow, but specific

tau identification is not used in this thesis.

• Weakly interacting particles like neutrinos or neutral LSPs will leave no

signal in the detector. An estimate for the pT of such particles can still

indirectly be obtained from the transverse energy balance of all energy

measured in the detector
−→
/ET .

−→
/ET = −

∑
i

−−→
ET,i (5.1)

5.2 Jets and Jet Energy Corrections using Tracks

As most of the energy in the detector is deposited in jets, a precise measurement of

their kinetic properties is most important. This is especially true for the analysis

described in this thesis as it is a hadronic SUSY search with high energetic jets

and missing transverse momentum as most important signatures.

Standard calorimeter jets are a cluster of energy within the calorimeters

around an area of large energy deposits. Several clustering algorithms are used

in high energy physics such as the sis-cone or the anti-kt-algorithm [35]. These

algorithms need to make sure that the resulting jet observarals measured are

infrared- and collinear-save [35]. As the CMS calorimeter is non-compensating,

i.e. has a different response for electrons and hadrons, the response of a typical

jet varies with pT and η. The jet response R is defined as:

Rjet =
p
jet measurement
T

p
jet truth
T

(5.2)

The dependence of the mean Rjet on pT and η can be seen for simulated

data in Fig. 5.1. The standard approach is to determine correction factors as

a function of pT and η to get an average jet response of unity. As there is one

correction factor to make the response flat as a function of η and one to bring

the absolute sale to unity this approach is called the factorised approach in the

41



5. EXPERIMENTAL SIGNATURES OF PARTICLES

  

R
es
po
ns
e

R
es
po
ns
e

Figure 5.1: Jet response as a function of ptruthT (left) and ηtruth (right) for uncor-

rected jets.

following 1 However, such an approach can not improve the jet resolution within

one bin.

Typically, the mean fractions of the jet transverse momentum carried by the

charged hadrons, photons and neutral hadrons are 65%, 25% and 10% , respec-

tively [36]. These values differ strongly on a jet to jet basis. Photons have

intrinsically a very high energy resolution as electromagnetic showers contain

very many particles and thus fluctuate far less than hadronic showers. Neutral

hadrons can interact with the tracker or the ECAL, but usually deposit most

of their energy in the HCAL leading to a hadronic shower with an intrinsically

worse resolution. Charged hadrons behave similarly, but they leave a track in the

inner tracker that can be measured with high precision.

The basic idea of a jet correction with tracks is to use the measurement of

the tracker for the charged hadrons inside the jet and thereby improve the jet

resolution considerably. The standard algorithm at CMS that uses this correction

1Additional correction factor such as e.g. an optional flavour correction can be included as

well.
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is the jet plus track (JPT) algorithm [37]. In this algorithm the jet measured by

the calorimeres only is corrected by adding the track pT of the tracks insinde the

jet and subtracting the expected calorimeter response of the particles belonging

to these tracks. The expected calorimeter response is measured from events with

isolated tracks. This algorithm is able to correct jets with several low energetic

particles different to a jets of the same energy from few high energetic particles.

These jets have different response Rjet due to the non-linearity of the calorimeter.

The jet-flavour distinguishes jets originating from gluons, light quarks and

heavy quarks. Due to different fragmentation properties of the corresponding

jets and the non-linearity of the calorimeter the jet response of gluons, light and

heavy quarks differs by up to 10%. The JPT algorithm reduces the dependence

on the flavour of the jet.

In the following an alternative approach is discussed that uses a fit to de-

termine the calorimeter response of charged particles inside jets together with a

correction factor for the neutral component of the jet.

5.2.1 Alternative Jet plus Track Correction

The transverse momentum of a jet measured in the calorimeter pCaloT can be

written as:

pCaloT = R0p0,true
T +R±p±,trueT , (5.3)

where p0,true
T and p±,trueT are the true transverse momentum carried by neutral

and charged particles, respectively. R0 and R0± are the responses of the total

neutral component of the jet and the responses for individual charged particles,

respectively.

With the approximation that tracks are measured with perfect momentum

resolution the neutral component of the jets can be written as:

p0,true
T =

1

R0
· (pCaloT −R±ptracksT ) (5.4)

Only tracks that enter the calorimeter within the jet conus are taken into

account. As the response of electrons is well calibrated, electrons do not need to
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be corrected for. As a good part of electrons come from photon conversion, only

tracks that originate from the vertex are taken into account.

If the response of the neutral component of the jet is approximated to be

dependent of pT and η only, the total jet energy can be improved by using:

pCorrT (pCaloT , ptracksT ) = C0(pT , η) · (pCaloT −R±ptrackT ) + ptrack,V ertexT (5.5)

with C0 = 1/R0. The tracks that are added to the jet are only those tracks that

are within the jet conus at the vertex. Charged particles that are bent outside

the track conus are therefore taken into account in the jet correction, while the

jet is cleaned from the contribution of charged particles that end up in the jet

conus even though they are emmited in a different direction. As the track pT is

proportional to the radius of the curvature, the track resolution decreases with

increasing energy while the energy resolution in the calorimeter improves with

energy. High energetic mis-measured tracks can lead to a severe mis-correction

of the jets. Therefore, no tracks above 100 GeV are taken into account for the

correction. 1

The parameters C0(pT , η) and R± in the formulas above need to be deter-

mined in order to get a jet correction. C0 is parametrised similar to the relative

correction of the standard CMS jet correction [38] as:

C0(pT ) = X1 + log(pT/GeV) · (X2 + log(pT/GeV) ·X3) (5.6)

and is calculated for 42 different η regions each corresponding to 2 towers for

most of the detector. The free parameters X1−3 will be determined by the fit

described below. The response of charged hadrons is parametrised as proposed by

Groom [39]. The response is calculated using the expected π0-fraction fπ0 . With

the assumtion that the photons from e.g. neutral pion decay have a response of

unity and hadrons have a response of h/e the total response is:

R± =
1 + (e/h− 1)fπ0

e/h
(5.7)

1A more elegant way would be to weight the correction with tracks according to the reso-

lution w =
σ2
calo

σ2
calo+σ

2
track

, but no strong effect was seen as the track resolution is vastly superior

for low pT and the correction with tracks is smaller for high pT tracks.
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The value e/h is used as a free parameter in the fit. The expected π0-fraction

is parametrised as:

fπ0 = 1− (A · Etrack)B−1 (5.8)

With A and B being the last free parameter in thel fit. These parameters are

determined for 3 |η|-regions, with the |η|-values of the edges being 0.88, 1.74.

The true transverse jet energy is found by comparing it to the transverse

energy of a photon in events where an isolated photon is back to back with a jet.

The following cuts are made to ensure a clean event topology:

• pγT > 40GeV

• ∆Φ btween Φjet and (Φγ − π) < 0.15

• pT of second leading jet < 5 GeV

Balancing two jets against each other can also be used to calibrate the jets,

but such events cannot set the absolute scale of the jet energy corrections. In the

following only simulated photon-jet events are used.

The Fit

To construct a χ2-function that allows to find an unbiased estimation of the

best parameters for the correction function first the mean expected measurement

of the jet pExpT has to be found from the photon transverse energy for each event.

This is done by numerically solving:

pCorrT (pExpT , ptracksT )− pγT = 0 (5.9)

The parameters for the pCorrT as defined in Eq. 5.5, that is in average closest

to pγT can be found by minimising the χ2-function1:

1Note that this form of the χ2-function with the expected measurement is necessary as

other χ2-functions can introduce a bias to the measurement as described in detail in [40]. This

is only the final result if the uncertainty does not depend on the parameters found.
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χ2 =
Nevt∑
i

(pExpT,i − pCaloT,i

σ(pExpT )

)2

(5.10)

The uncertainty of the jet is parametrised as:

σ2(pExpT ) = P 2
1 + P 2

2 · (p
Exp
T /GeV) + P 2

3 · (p
Exp
T /GeV)2 (5.11)

P1, P2 and P3 being constants calculated for 5 different |η| regions from Monte

Carlo simulation. For the central region with |η| < 0.8 these are P1 = 4.44, P2 =

1.11 and P3 =0.03 1. The main difference towards higher |η| values is a smaller

stochastic term P2, because the energy is higher if the transverse energy is the

same. This is the dominant uncertainty for most jets.

As the σ of the expected measurements depends on the parameters used in

the correction, an additional term has to be added to the χ2-function 2. The free

parameters described above are therefore found by minimising:

χ2 =
Nevt∑
i

(
ln(σ2(pExpT,i )) + (

pExpT,i − pCaloT,i

σ(pExpT,i )
)2
)

(5.12)

This minimalisation is performed using LVMini [42], which is suitable for

determining a high number of free parameters in an unbinned maximum likelihood

fit with an acceptable memory consumption.

5.2.2 Performance

To test the performance of this jet correction, simulated jets that pass through the

detector simulation and reconstruction are corrected with this approach. These

corrected jets are then compared to the true jet energy that is available for sim-

ulated events. In the following, the jet response R is defined as the mean of the

Gauss-fit on the distribution of Rjet as defined in Eq. 5.2. The jet resolution σ(R)

is the width of this fit divided by R to make the resolution independent of the jet

1These numbers correspond to the MC sample studied. More recent uncertinty functions

for data taken can be found in [41]
2This term is present in all χ2-functions, but can be ignored if it does not depend on the

parameters to be optimised.
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5.2 Jets and Jet Energy Corrections using Tracks

energy scale. R and σ(R) for jets in a QCD sample corrected with the approach

discribed above are shown in figure 5.2 in comparison to uncorrected jets, the

standard factorised approach denoted as L2L3 and the standard correction using

Tracks [37] denoted as JPT.
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Figure 5.2: Jet response (left) and resolution (right) for uncorrected jets (black),

jets corrected with the fitted track correction discussed in the text (red), jets cor-

rected with the standard JPT algorithm (green) and jets corrected with the stan-

dard factorised approach (blue).

It can be seen that all corrections are able to get the response to unity within

5% (3% for jets with pT > 30GeV). The resolution of track corrected jets is

superior to standard corrections with slight improvements from the fit presented

here 1. It should be noted that the studies presented here do not take recent

developements into account. While the qualitative statements remain true, more

recent jet energy response and resolution measurements should be taken from [41].

As a cross check that the response of charged particles R± used in the correc-

tion has a physical meaning, it is compared to the measurements of the response

of isolated pions [37] without HCAL zero suppression or ECAL selective readout,

discussed in chapter 4.2. This readout was chosen for comparison because these

thresholds are expected to be passed insinde jets and because this is the charged

particle response used in the standard JPT algorithm. This comparison is shown

1At energies below 30 GeV the gauss fit does not perfecltely resemple the resolution distri-

bution. In particular the performence of the standard JPT algorithm is slightly underestimated.
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5. EXPERIMENTAL SIGNATURES OF PARTICLES

in figure 5.3. It can be seen that both measurements of the track response agree

well except for very low track pT . This difference can be explained due to the

difference in the remainder of the correction. As the global correction parameter

C0 and the response of charged particled R± is fitted simultaneously, there is

a correlation between both. The difference in the track response is countered

by an opposite difference in the global correction parameter for low energies.

Other differences are other charged particles than pions in the jet and the differ-

ent environment due to the high energy density inside jets. Due to the overlap

of measurements from different particles in the calorimeter and because of the

different readout (zero suppresion and selective readout) the effect of noise can

differ between both measurements, especially at low track pT . As the corrections

is applied to tracks inside jets this is an advantage of the method using the global

fit. It can be said, that the use of track responses measured from isolated tracks

works well for tracks with pT > 5 GeV.
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Figure 5.3: Central calorimeter response of charged particles as measured with

isolated pions (triangles) taken from 5.2 and R± from the fit. The functional form

is indicated by the line, a binned cross check is indicated by red cdots.
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5.3 The Particle Flow Algorithm

To check that the functional parametrisation for the track response assumed

in Eq. 5.7 and Eq. 5.8 is a good choice, the track response is also fitted in bins of

track pT . The result is also shown in Fig. 5.3 and good agreement between the

binned results and the functional form can be observed.

The fitted value for e/h is an effective value that combines the HCAL and

the ECAL. Furthermore this parameter is correlated to other parameters in the

response of charged particles. Therefore this value is not be compared to the

measured values of e/h for the HCAL and ECAL from test beam measurement.

5.3 The Particle Flow Algorithm

The best resolution with jets can be obtained if all particles within a jet are

identified and their energies are corrected accordingly. This is done within the

particle flow (PF) algorithm and in the following all objects are reconstructed

with this algorithm if not stated otherwise. The anti-kt algorithm is used to

cluster jets.

The general concept is very similar to the aproach described above. The main

difference is that the tracks are linked to clusters of ECAL and HCAL energy in

the calorimeter. With this information it is not only possible to identify electrons

and photons in the jets, but also to avoid over-subtraction of calorimeter energy

linked to a track. More information can be found in the publication [36].

5.4 Summary of the Jet Energy Corrections

It has been shown that the use of jet energy corrections is crucial in for an analysis

relying on jet measurements. While a simple correction factor that depend only

on the pT and η of the jet is capable of correcting jets to the correct jet energy

scale, the resolution of the jet energy measurements can be improved severly with

the additional information of precisely measured tracks inside the jet. To further

improve the jet measurement, the full granularity of the calorimeter is used to

reconstruct single particles insinde the jets with the particle flow algorithm. The

non-Gaussian tails in the jet energy resolution of PF jets are shown to be under

control [43]. These studies have led to the conclusion of useing PF jets in this
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5. EXPERIMENTAL SIGNATURES OF PARTICLES

thesis unless stated otherwise. However, with the increased instant luminosity at

the LHC additional interactions in one buch crossing make it increasingly difficult

to reconstruct every particle in the event and the reconstruction-time per event

has already increased considerably. It is therefore important to maintain the

simpler jet correction methods, at least to cross check the results aquired with

the particle flow algorithm.
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6

Search Strategy

6.1 Introduction

An earlier version of the analysis discussed in this thesis on the data taken in

2010 is accepted at JHEP [44]. A more recent version on the data discussed here

is also public [45].

The aim of this analysis is to discover new physics on the base of a transverse

momentum imbalance and high energetic jets. This is a typical signature of

supersymmetric events as discussed in chapter 3.5, but all theories with heavy

particles that decay finally to a dark matter candidate will show this signature.

The two most important search variables are HT and /HT as defined blow:

HT =
∑
Jets

| ~pT | (6.1)

/HT = | −
∑
Jets

~pT | (6.2)

Cuts on other event properties are used to ensure good data quality and to

reduce the Standard Model background. These cuts are chosen in a way that a

good signal efficiency is maintained. As some Standard Model background will

still pass all cuts, this background needs to be understood properly. Data-driven

techniques to estimate this background will be described in the next chapter.

The analysis aims to be as generic as possible in order to be sensitive to a large
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region of SUSY parameters and other models beyond the standard model without

loosing sensitivity.

The main difference between the analysis on the data taken in 2010 and this

analysis is the strongly increased integrated luminosity by a factor of nearly 50 for

most of the analysis. On average, there are also more interactions in one bunch

crossing known as pile-up interactions.

6.2 Search Selections

This search starts with a loose baseline selection, where the data itself and the

background estimation methods described later can be studied and compared to

simulation. On top of this selection there are so called ”evolved” selections that

focus on the tails of the HT and /HT distribution.

6.2.1 Baseline Selection

The baseline selection is defined by the following requirements:

• At least three Particle Flow (PF) jets with pT > 50 GeV and |η| < 2.5.

This cut removes di-jet events and some of the electroweak background. It

keeps a good signal efficiency because of the usually long decay chains in

supersymmetric events.

• HT > 350 GeV, with HT defined as the scalar sum of the pT of all PF

jets with pT > 50 GeV and |η| < 2.5 This cut also reduces electroweak

background. As discussed in chapter 3.5 the signal efficiency is high for this

cut in most of the parameter space. As this variable is used to trigger the

events, it is necessary to cut hard on the offline reconstructed variable to

ensure a good trigger efficiency.

• /HT > 200 GeV, with /HT defined as the magnitude of the vectorial sum of

the pT of all jets with pT > 30 GeV and |η| < 5. The jet definition is

looser compared to the one used for the HT definition because ignored jets

in the region 2.5 < |η| < 5.0 would potentially produce large /HT . This cut
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6.2 Search Selections

reduces all Standard Model background strongly, especially QCD events.

In supersymmetry this momentum imbalance comes from the LSPs.

While /ET shows a better performance than /HT , it is not used because the

prediction of the QCD background discussed in 7.7.2 can only predict /HT ,

but not /ET . Furthermore /HT is more similar to the variable used to trigger

the event and it is less affected by pile-up.

• The angle in φ between /HT and the leading three jets |∆φ(J1,2, /HT )| > 0.5

and |∆φ(J3, /HT )| > 0.3, vetoing transverse alignment between one of the

first three jets and the vector used to calculate /HT as defined above. This

cut is introduced to remove most of the QCD mismeasured events, where

/HT aligns to one of the leading jets - mostly the next-to leading jet. The

cut on ∆φ at 0.5 was chosen to be equal to the jet size used, while the cut

at 0.3 was chosen smaller to retain signal efficiency.

• Veto on isolated particle flow muons and electrons. A veto on leptons

(e,µ) with loose identification and isolation definition is used to remove

most of the tt and V+jets events. Global muons, that are reconstructed

from a combination of the measurements in the inner tracker and the muon

system, are required to have pT ≥ 10 GeV and |η| < 2.4. The tracker and

global track needs to be of good quality and to match to the primary vertex

within 200µm transversely and 1 cm longitudinally, and to be isolated. The

particle-flow-based relative isolation variable is defined as:

Isorel =
p±,hadT + e0,had

T + e0,EM
T

pT
< 20%, (6.3)

with p±,hadT as the sum of the pT of all PF charged hadrons in a cone with

the Radius R = 0.3. Similarly e0,had
T and e0,EM

T are the sum of the pT of all

PF neutral hadrons and photons in the same conus, respectively.

Electrons similarly should have pT ≥ 10 GeV and |η| < 2.5 (excluding for

the position of the superclusters the transition region 1.4442 < |η| < 1.566)

and be attached to a good-quality GSF (Gaussian sum filter) track [46]. The

cuts on the distance to the primary vertex in the event and the isolation

are the same as for muons.
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This cut has been tightened compared to the publication on 2010 data [44]

as the radius of the isolation cone was decreased from 0.4 to 0.3. This was

done because the electroweak background became more important com-

pared to QCD due to the increased cuts on /HT . This radius is also more

suitable for the multi-jet environment and the higher pile-up present in data

taken in 2011.

If not stated otherwise, distributions shown are for this selection.

6.2.2 Evolved Selections

To be more sensitive within the SUSY parameter space, three evolved search

regions are defined. All evolved selections start with the baseline selection. The

additional cuts for the three final, overlapping selections are:

(a) Medium HT & /HT : HT >500, /HT >350 GeV

(b) High HT : HT >800, /HT >200 GeV

(c) High HT & /HT : HT >800, /HT >500 GeV

The limits calculated in the analysis are based on these selections because of

the much better signal to background ratio, even though the statistical uncertain-

ties of the data driven background estimation methods for these selections are

increased compared to the baseline selection. In the final chapters of this thesis

a multi-channel limit setting is presented that uses exclusive search regions.

Generally, in the mSUGRA (minimal super gravity) or cMSSM (constraint

minimal supersymetric model) described in chapter 3, the selections with high

cuts on /HT are better suited for searches for SUSY with small m0 and high m1/2,

because the squark is lighter than the gluino and the squark can decay directely

or via a short cascade into the LSP (see Eq. 3.27). In this channel there are few

objects that carry the energy and therefore the LSPs are usually more energetic

and /HT is higher. At high m0 and small m1/2, the squark is heavier than the

gluino and the gluino decays dominantly via a three body decay into two quarks

and the LSP (see Eq. 3.30). More energy is deposited via the quark-jets leading

to an on average higher HT and smaller /HT .
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6.3 Triggering and Cleaning of the Data

6.3 Triggering and Cleaning of the Data

The analysis is a ”hadronic” analysis using only jets. The events are triggered

with the HT -/HT cross-trigger. So far the jets on trigger level are calorimeter

jets only, as the Particle Flow reconstruction takes too much time for a trigger

decision 1 The use of different jet reconstruction algorithms, different quality cuts

and different correction factors lead to differences in the pT between the trigger

level jets and jets produced with a full offline reconstruction. At the trigger

level, the calculation of HT includes jets with corrected jet pT > 40 GeV and

|η| < 3. These jets are required to pass basic quality cuts. Jets with corrected

pT > 30 GeV and |η| < 3 are included in the trigger-level /HT computation.

These are not required to pass the quality cuts to avoid fake /HT created by too

tight quality cuts, which remove also a fraction of real jets [47]. Due to the

strongly increasing instant luminosity in the beginning of data taking in 2011,

the trigger-threshold had to be adjusted several times as listed in table 6.1. The

total integrated luminosity collected with these triggers adds up to 1.14 fb−1.

To verify that the trigger is still fully efficient, trigger turn-on curves have

been calculated. This is shown in Fig. 6.1. While this plot shows a rather

soft turn-on due to the different jet reconstruction, it is clearly visible that the

baseline selection with HT > 350 GeV and /HT > 200 GeV is triggered with full

efficiency. The two turn-on curves versus /HT for different run ranges look very

similar indicating stability of the trigger efficiency over time.

To find and reject sources of fake /HT , standard CMS cleaning procedures are

applied and events with high /HT in simulation and data were studied to construct

additional filters. The filters listed in the following are used to suppress such

events:

• At least one good vertex with the number of degrees of freedom > 4, vertex

z-position ≤ 24 cm and radial distance to the beam-pipe ρ < 2 cm. This cut

removes collisions from displaced satellite bunches and other beam-related

background [48].

1The use of Particle Flow techniques at trigger level have been studied in detail recently to

allow a better reconstruction at trigger level.
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Figure 6.1: The HLT HT250 trigger efficiency as a function of HT measured in

runs 162803–163261 (top). This efficiency curve is normalized to the HLT HT150

trigger. The HLT HT250 MHT60 trigger efficiency as a function of /HT measured

in runs 162803–163261 and 163270–163869, respectively (bottom). This efficiency

curve is normalized to the HLT HT250 trigger. These plots are taken from [47].
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Dataset Run Range Trigger Integrated

Luminosity [pb−1]

/HT/Run2011A-May10ReReco-v1 /AOD 160431-160578 HLT HT160 v2 < 0.1

/HT/Run2011A-May10ReReco-v1 /AOD 160871-160943 HLT HT240 v2 0.6

/HT/Run2011A-May10ReReco-v1 /AOD 160955-160956 HLT HT260 MHT60 v2 0.6

/HT/Run2011A-May10ReReco-v1 /AOD 160957-161176 HLT HT260 v2 4.9

/HT/Run2011A-May10ReReco-v1 /AOD 161217-163261 HLT HT250 MHT60 v2 40.8

/HT/Run2011A-May10ReReco-v1 /AOD 163270-163869 HLT HT250 MHT60 v3 167.8

/HT/Run2011A-PromptReco-v4 /AOD 165088-167151 HLT HT250 MHT70 v1 138.8

/HT/Run2011A-PromptReco-v4 /AOD 165970-166345 HLT HT250 MHT70 v3 97.6

/HT/Run2011A-PromptReco-v4 /AOD 166346-166346 HLT HT250 MHT70 v4 4.26

/HT/Run2011A-PromptReco-v4 /AOD 166347-166967 HLT HT250 MHT70 v3 420.7

/HT/Run2011A-PromptReco-v4 /AOD 167039-167913 HLT HT250 MHT90 v1 264.8

Table 6.1: Trigger paths used for selecting the data for different datasets and run

ranges. Shown are the run range, the trigger namewith the HT and /HT cuts and

the integrated luminosity taken with this trigger. The total luminosity adds up to

1.14 fb−1.

• At least 25% of the tracks need to be of high quality, if there are more than

ten tracks present. This standard CMS cut [48] removes beam halo events

and other background.

• Cut on the aktivity in the ECAL endcap. The number of ECAL endcap Rec

Hits 1 ”reducedEcalRecHitsEE” is required to be smaller than 2000 to clean

events where the ECAL endcap lights up along with correlated noise in the

drift tube (DT), the resistive plate chambers (RPC) and/or the cathode

strip chamber (CSC) [48].

• The pT sum over all good tracks divided by the HT of all jets has to be

greater than 0.1. This filter removes events where the tracking algorithm

has problems with a too large number of clusters and it also removes events

with a large amount of tracks coming from satellite interactions. [48]

1The number of ECAL endcap Rec Hits corresponds to the number of cells with an energy

above threshold.
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• The HBHE noise filter with an isolation-based filter [49] [50] is used. It cuts

on the distribution of energy in different HCAL time-slices. As the version

of this filter used on the data collected in 2010 was sensitive to out-of-time

pile-up, the cuts had to be adjusted to account for the increased pile-up

environment.

• The standard CSC beam halo filter [51] is used, which identifies beam halo

muons based on information from the cathode strip chamber (CSC).

• Events with large energy in dead or masked ECAL towers are removed.

These events can be recognised by using the independent readout of the

trigger primitive information or by looking at the energy deposited in the

towers neighbouring these towers [31].

• Events with suspicious particle flow muon momenta are removed. This cut

does not have a great influence on the selection of the search region as

events containing muons are vetoed, but it is important for the selection of

the control sample described in the next chapter. The event is removed if:

– the difference between the momentum calculated with the standard

CMS reconstruction and the Particle Flow algorithm differs by more

than 100 GeV,

– the Particle Flow momentum is larger than 100 GeV, while

|PT (tracker)
PT (global)

− 1| < 0.1 [48], or

– the muon is isolated, but still the ECAL and HCAL energy combined

is greater than the momentum measured (”greedy muon”)

• events are rejected if a jet entering the /HT calculation has more than 95%

of its energy in particle flow neutral electromagnetic particles (photons) or

more than 90% of its energy in particle flow neutral hadrons. This is done to

reject events with cosmic muons, ECAL alignment-laser contamination and

ECAL+CSC noise. This filter is referred to as particle based noise rejection

(PBNR). As this filter rejects isolated photons the effect of this cut on events

with not reconstructed electrons from a W decay, that are discussed in detail
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in the next chapter, was studied as they can be reconstructed as photons.

It was found that the effect on these events was small.

Filter
Baseline High HT High MHT

Data LM4 Data Data

Analysis selection 1078 55862 200 145

HBHENoiseFilter 798 55820 71 18

EENoiseFilter 788 55820 70 17

BeamHaloFilter 757 55820 57 4

TrackingFailureFilter 754 55808 55 3

InconsistentMuonFilter 752 55787 54 2

GreedyMuonFilter 752 55757 54 2

EcalTPFilter 738 55458 53 2

EcalBEFilter 718 54563 51 2

PBNR 706 54114 49 2

Table 6.2: Summary of number of events rejected by various filters at successive

stages of the cleaning sequence on data and signal (not normalised SUSY bench-

mark point LM4 with parameters as defined in Tab. 6.3) events using a subset of

about 800pb−1 of the full data sample. The analysis selection refers to events with

at least one good reconstructed vertex that passes the analysis cuts in addition to

the cleaning cut on the good quality of at least 25% of the tracks and the trigger

requirements as listed in Table 6.1. This table is taken from [47].

The performance of these filters on data and a SUSY benchmark point are

shown in Tab. 6.2. As the absolute number of signal events does not matter here,

the signal point is not normalised to the same luminosity as the data. While the

signal is hardly affected by these filters leading to a total reduction of about 3%,

the events in data are reduced severly. This reduction, that is best visible in the

evolved selections, is due to the efficient rejection of beam- and detector-related

background, which would criticaly decrease the sensitivity of the analysis .

It has been studied wheter the cut efficiencies have a correlation with /HT for

good events. None or only small correlations have been found.
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6.4 Comparison of Data and Simulation

In this section a comparison between data and simulation is shown. The aim

of this comparison is a qualitative understanding of the data and not the search

for a possible excess in data as this will be done in chaper 7.8 using data driven

background estimation techniques.

The Monte-Carlo (MC) simulated samples are produced with the Geant [52] [53]

CMS detector simulation. They are generated either with the PYTHIA [54] or the

MADGRAPH [55] event generator. As a benchmark for new physics the CMS bench-

mark point LM4 is used. It models a point in the cMSSM with the parameters

shown in table 6.3.

m0 m1/2 A0 tan β sign(µ)

Parameter Value 210 GeV 285 GeV 0 10 +

Table 6.3: cMSSM parameters of the CMS benchmark point LM4.

In Tab. 6.4 the event yields of data and the dominant SM MC scaled to an

integrated luminosity of 1.14fb−1 after several selections are shown. The upper

table shows that the sum of these dominant SM processes agrees very well with

the data at all stages of the analysis. The yield of other SM processes are at least

two orders of magnitude below this background shown. It can be seen that the

∆Φ-cuts are very effective in reducing the QCD background while the lepton veto

reduces a large part of the remaining tt and W + jet background. The lower of

the two tables shows the same comparison for the evolved selections. It can be

seen that the high-/HT selections are nearly QCD free, while it is still an important

background for the high-HT selection. For the baseline selection the other three

dominant Standard Model backgrounds tt, W + jet and Z→ νν have roughly the

same size. The benchmark point LM4 shown as signal example is shown to be be

clearly visible in this analysis. However, it can also be seen that the agreement

between data and MC is getting worse in the tails of the analysis and a simple

MC study is not sufficient to archive the sensitivity wanted.

Figure 6.2 shows the HT , the /HT and the effective mass (Meff) distribution for

the baseline selection. The effective mass is a simple scalar sum of the HT and /HT
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Reduced Reduced Reduced Baseline

≥ 3jets ≥ 3jets

∆φ cuts

Data (1.14fb−1) 6377 3408 1640 986

Sum SM MC 6406 3227 1709 987

QCD (PYTHIA 6) 1143 549 11 11

Z → νν (MG, σ = 5769 pb NNLO) 1370 481 387 386

W (MG, σ = 31300 pb NNLO) 2963 1365 784 346

tt (MG, σ = 165 pb NLO) 930 832 527 244

LM4 (PYTHIA 6, σ = 2.5 pb NLO) 1477 1179 942 742

Med-HT &/HT High-HT High-HT &/HT

Data(1.14fb−1) 78 70 3

Sum SM MC 95 83 7.5

QCD (PYTHIA 6) 0 7 0.0

Z → νν (MG, σ = 5769 pb NNLO) 46 29 4.2

W (MG, σ = 31300 pb NNLO) 37 28 2.9

tt (MG, σ = 165 pb NLO) 11 18 0.4

LM4 (PYTHIA 6, σ = 2.5 pb NLO) 318 304 54

Table 6.4: Event yield in data and simulated samples. The latter are normalized

to an integrated luminosity of 1.14 fb−1. The main cross sections used are indicated

in the table. All samples were made with the MADGRAPH generator (MG), except

for signal samples and the QCD multijets. Reduced stands for cleaning cuts and

the HT and /HT cuts of the baseline selection. The difference between the third and

the fourth column of the upper table is the lepton veto in the baseline selection.
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Figure 6.2: Comparison between data and MC after baseline selection. The plots

show the /HT (left) and HT (right) and effective mass defined as sum of HT and /HT

distribution (bottom). These plots are taken from [47].
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and is a good indication of the combined mass of of the initialy produced SUSY

particles, as all visible energy and the energy of the invisible LSPs are taken into

account. The comparison of the HT and /HT distribution between SM MC and the

signal MC visualise the need for the more difficult to predict evolved selections

as the SM background decreases much stronger than the signal towards higher

values.

These plots confirm that the MC describes the data well except for the outer

tails of the distributions where there is more background predicted by simulation

than seen in the data. This deficit indicates that the simulation should be handled

with care when looking at the tails of distributions. The /HT distribution of the

MC looks not as smooth as expected, indicating a lack of MC statistics in the

W -sample. It should also be noted that the expected yields in this special region

depend strongly on the generators and the Monte Carlo tunes of the simulation.

Therefore, a closer discussion of the difference between data and Standard Model

prediction is postponed until the background is estimated with more precision.

This will be done in the following chapter with a focus on the tt and W + jet

background, where the lepton is lost due to acceptance, reconstruction or isolation

inefficiencies.

63



6. SEARCH STRATEGY

64



7

Background Studies

7.1 Introduction

In this chapter the data driven background estimation methods are discussed

and the results using 1.14fb−1 of data is presented. Data driven background

estimation methods have been developed for all significant sources of Standard

Model background to the search described in the previous chapter. These are

QCD, tt, W + jet and Z → νν events. The tt and W + jet background is

estimated together as there is in both cases real /HT from the neutrino of a leptonic

W -decay in the event. The lepton veto is passed even though there is a real lepton

in the event. These events are divided into those events where the lepton is:

• out of acceptance,

• not reconstructed,

• not isolated,

• a tau lepton that decays hadronically.

The background from the first three items is estimated with the “lost lepton”-

method, which is explained in full detail in this thesis, while the contribution

from the last item is estimated by the “hadronic tau”-method developed in [56]

and taken from there. Events where all W -bosons decay hadronically are no

background to the analysis because there is not enough /HT in the events and
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Figure 7.1: The left diagram shows the relative contributions to the background

as estimated from MC for the baseline selection. Single top and di-boson production

are summerised under ”other backgrounds”. The right diagram shows the relative

contribution of ”hadronic tau” and ”lost lepton” background from the tt and W +

jet background.
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Figure 7.2: The plots show the HT (left) and /HT (right) distribution of the tt

and W + jet background before and after the lepton veto and the contribution of

the ”lost lepton” background for the baseline selection.
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the cut on the ∆φ between /HT and the three leading jets is very efficient against

events where the /HT is produced by jet mismeasurements.

In Fig. 7.1 the relative contributions to the total background is shown as

estimated from MC for the baseline selection. The QCD contribution is very

small in this selection, but the uncertainties in the simulation are larger compared

to the other background contributions and QCD is an important background for

the high HT selection. Therefore a good estimation of the QCD background is

still very important. The tt and W + jet background together contribute about

60% to the total background. It can be seen from the figure on the right hand side

that the contributions from ”hadronic tau” and ”lost lepton” to this background

have about the same size. In Fig 7.2 the HT and /HT distribution of the tt and

W + jet background before and after the lepton veto and the contribution of the

”lost lepton” background is shown for the baseline selection. It can be seen that

the lepton veto is efficient over the whole kinematic range and that the relative

contribution of the ”lost lepton” background is independent of HT and /HT .

For the QCD background only the “rebalance and smear”-method taken

from [57] is described shortly at the end of the chapter, as the “factorisation”-

method [58] is only available for parts of the dataset and was used as a cross

check. Also for the Z → νν background there are several methods available, but

only one of them is suited for the small statistics in the evolved selections. In

this thesis only this method using the similarities between Z-bosons and photons

at high boson pT taken from [59] is used 1. It will also be discussed at the end of

the chapter in a compact way.

7.2 The Lost Lepton Method

The aim of this method is to estimate all Standard Model background where

significant /HT originates from a neutrino from a W-boson decay and where the

associated lepton is either an electron, muon or a tau that decays leptonically.

The separation between tt and W + jet is avoided and therefore uncertainties

associated with their experimental separation do not arise.

1 In the future it is planned to use a combination of these methods to estimate this back-

ground
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7.2.1 Properties of the Background Events

This background is dominated by semileptonic tt and leptonic W + jet events.

W decays to a τ -lepton that decays hadronically are not counted as leptonic de-

cays in the following. Di-leptonic tt events with two real light leptons (electrons

or muons) in the final state contribute to this background by about 2.5 % in

the baseline selection. Another even smaller contribution to the estimated back-

ground comes from diboson events where at least one boson is a W-boson and

single tops.

tt̄ W+jets

electron muon electron muon

not reconstructed 1.3 0.6 2.3 0.8

not isolated 1.1 1.2 1.0 1.3

out of acceptance 3.1 2.8 5.2 4.9

total 5.6 4.6 8.5 7.0

Table 7.1: Contributions to the total background of the baseline selection from

tt and from W+jets in MADGRAPH MC for 100/pb. The rare di-leptonic events

with one electron and one muon show up in both columns.

The background is divided into those events where the lepton is out of detector

acceptance, not reconstructed or not isolated. The contribution of the different

classes to the background to be estimated are given in table 7.1 as predicted by

the sample generated with MADGRAPH and the Z2 tune 1. Events where the

lepton is a tau that decays to a muon or an electron are included in the muon

and electron group, respectively. These events are more important than expected

by the branching ratio as the additional neutrino increases the /HT while the final

lepton is usually soft so that it is more likely to drop out of detector acceptance.

The relative importance of not isolated leptons decreased compared to the

publication [44] because the radius of isolation cone also decreased from 0.4 to

1This dataset describes the data collected from electroweak processes best and is recom-

mended by the electroweak working group
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0.3 1. This smaller radius is more suited for this multi-jet environment and shows

less dependence on pile-up.

7.2.2 Calculating the Prediction

7.2.2.1 Overview

As the lepton veto is an very efficient cut against the background described above,

the basic idea of this method is to invert the lepton veto. Therefore, a control

sample is constructed with the same cuts, cleaning and triggering as defined in

Ch. 6 except for the inverted criteria of one well isolated and identified muon.

The muon in the control sample is defined in the same way as the vetoed muons

in Ch 6. A closer look at the control sample in data and the introduction of

additional cuts against signal contamination is postponed to 7.2.2.2.

Starting from the muon control sample, the background due to lost electrons

or muons is determined as sketched in Fig. 7.3 for the example of background

due to lost muons. For this determination the isolation efficiency (εISO), the

identification efficiency (εID) and the acceptance efficiency (εAcc) as defined below

are used. The isolation and identification cuts are described in Ch. 6.

εISO =
number of reconstructed leptons passing iso and id cuts

number of reconstructed leptons passing id cuts
(7.1)

εID =
number of reconstructed leptons passing id cuts

number of leptons in pT and η detector acceptance
(7.2)

εAcc =
number of leptons in pT and η detector acceptance

all leptons
(7.3)

As the number of events in the control sample (CS) corresponds to the nu-

merator in Eq. 7.1 for muons, the number of events with muons that pass all cuts

except for the isolation (!ISOµ) can be calculated with the following formula:

1W + jet MC is quite sensetive to changes in the generator tunes. Older MC samples showed

far less events in the baseline selection. The tt prediction did not change much, although the

amount of not reconstructed leptons was smaller.
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Figure 7.3: Sketch of the lost lepton method for the W + jet and tt background.

!ISOµ = muons passing id cuts−muons passing iso and id cuts

= muons passing id cuts · (1− εµISO)

= CS · 1− εµISO

εµISO

(7.4)

The number of events with non-reconstructed muons (!IDµ) can be calculated

in a similar way:

!IDµ = muons in pT and η detector acceptance−muons passing id cuts

= muons in pT and η detector acceptance · (1− εµID)

= CS · 1− εµID
εµID · ε

µ
ISO

(7.5)

The number of muons out of pT and η detector acceptance (!Accµ) is given

by:
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!Accµ = all muons−muons in pT and η detector acceptance

= all muons · (1− εµAcc)

= CS · 1− εµAcc

εµAcc · ε
µ
ID · ε

µ
ISO

(7.6)

In Eq. 7.6 is has been used that the number of all muon events can be written

as:

all muons =
CS

εµAcc · ε
µ
ID · ε

µ
ISO

(7.7)

Due to lepton universality the total number of events with muons is the same

as the number of events with electrons. With this assumption the number of

events with lost electrons can be calculated from the muon control sample. The

formula used to calculate the contribution of non-isolated electrons (!ISOe), non-

reconstructed electrons (!IDe) and electrons out of acceptance (!Acce) are given

below:

!Acce = all electrons · (1− εeAcc)

= CS · 1

εµISO

· 1

εµID
· 1− εeAcc

εµAcc
(7.8)

!IDe = CS · 1

εµISO

· 1− εeID
εµID

· ε
e
Acc

εµAcc
(7.9)

!ISOe = CS · 1− εeISO

εµISO

· ε
e
ID

εµID
· ε

e
Acc

εµAcc
(7.10)

The sum over all six background contributions make up the total background

due to lost leptons. The only additional correction factors that need to be taken

into account is a correction because of the cut against signal contamination dis-

cussed in section 7.2.2.2, a small correction factor for di-leptonic events discussed

in section 7.2.3 and a correction factor due to kinematical differences between

the tt, W + jet and the Z-sample influencing the reconstruction efficiency as

discussed in section 7.4.2.
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In the following details about the control sample and the background contri-

butions are given before the ”Tag & Probe”-method, that is used to determine

the efficiencies, is discussed in detail. The method is then tested on simulation

and applied to data.

7.2.2.2 The Control Sample

In this section the control sample used in the ”lost lepton”-method is studied, and

possible contamination due to other Standard Model processes or signal events

are discussed.

The muon control sample is defined by the same trigger requirements, cleaning

and search cuts as defined in Ch. 6, expect for exactly one well isolated and

identified muon. This muon is defined in the same way as the vetoed muons

in 6. In principle, also a control sample with an electron instead of the muon

could be used, which would roughly double the statistic of the control sample,

but electrons are much more likely to be faked by photons and jets, leading to a

severe problem with contamination of the control sample. One could tighten the

electron definition to reduce this problem, but the possibility of fake electrons

cannot be eliminated. Their number would be difficult to estimate and thus new

uncertainties would be introduced. Tight quality cuts on the electron would also

reduce the electron control sample and therefore reduce the gain in statistics.

As will be discussed later, the uncertainties on the isolation- and identification-

efficiencies are larger for the electrons than for the muons, which also favours the

use of the muon control sample. These facts have led to the decision to drop the

use of the electron control sample.

In Fig. 7.4 the comparison between data and MC for 1.14fb−1 is shown. A

good agreement in the shape of all distributions can be observed, and even though

slightly less events are seen in data than expected from MC, this difference is

covered by statistical and systematic uncertainties. The systematic uncertainties

taken into account for the simulation are the uncertainties on the luminosity and

the jet energy scale. The MC used was reweighted to agree with the shape of the

primary vertex distribution of the data before all cuts. It can be seen that there

is still a good agreement for the control sample of the baseline selection. The ∆R
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Figure 7.4: Comparison between data and MC for the control sample after base-

line selection for 1.14fb−1. The distributions shown are: /HT (upper left), HT (up-

per right), number of primary vertices (middle left), leading jet pT (middle right),

muon pT (lower left) and ∆R between lepton and jet as used for the isolation

parametrisation (lower right). 73
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distribution decreases towards low values not only because of the smaller area

per bin, but also because only isolated leptons are shown and only few leptons

closer to a jet pass the isolation requirement in Eq. 6.3. The isolation efficiency in

dependence on event kinematics will be discussed in more detail in the following

sections.

Contamination of the Control Sample

The control sample and the background to be predicted consist of about the

same mix of events, i.e. it is dominated by semileptonic tt and W + jet events.

As discussed above for the background events there is also a contribution of di-

leptonic tt events and a small contribution of single top and some di-boson events.

Di-boson events are mostly WW events. The single top and di-boson events each

make up less than 1 % of the control sample due to the much smaller cross

section and because there are less jets in single top events compared to tt events.

This contribution is also shown in Fig. 7.4. As these can be used to predict the

single top and di-boson contribution to the background no additional correction

is needed.

There can also be non-W Standard Model background in this control sample

as for example from QCD- or Z-events. Monte Carlo studies suggest that no

such events pass the hard cuts of the baseline control sample for the luminosity

considered, as QCD and leptonic Z-events are unlikely to produce sufficient /HT

to pass the hard /HT - and ∆Φ-cuts. QCD is further suppressed by the muon

requirement.

Z-events that decay into two neutrinos do not contain a muon and are unlikely

to produce enough high energetic jets. This contribution is therefore negligible

for the control sample. Z-events with a decay into two tau-leptons, where one tau

decays into a muon and two neutrinos is the only possible contribution without

severe mismeasurement, but due to the small branching ratio and the steeply

falling HT - and /HT -spectrum, this contribution is very small.

Especially for QCD, the statistics of a simple MC study is not considered

to be sufficient to rule out the possibility of Standard Model contamination.
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Therefore, a 3% systematic uncertainty is atributed to SM contamination of the

control sample. This value is conservatively estimated from the contamination

of the control sample due to a muon enriched QCD-sample and a Z-sample for a

reduced baseline selection. It is one of the smaller uncertainties of the method.

Signal Contamination

In large areas of the SUSY parameter space there can be leptons produced in

the decay chain of supersymmetric particles. This can either be due to decaying

sleptons or due to leptonically decaying bosons. To distinguish these events from

the tt and W + jet events, the sources of the /ET is studied. In tt and W + jet

events the neutrino is the dominant source, while in SUSY-events a large part of

/ET will come from the two LSPs. 1

In Standard Model events, where the /ET originates from the neutrino from the

W -decay, the transverse mass of the combination of the lepton and /ET defined

as:

mT =
√

2PT,µ · /ET · (1− cos(∆Φ)) (7.11)

corresponds to the transverse W -mass distribution, which peaks around the W -

mass of 80.4 GeV and decreases strongly towards higher values. ∆Φ is the dis-

tance in Φ between the muon and /ET . To gain from the better performance,

/ET defined as the negative vectorial sum of the momentum of all particle flow

particles is used instead of /HT .

The transverse mass distribution is shown in Fig. 7.5. In di-leptonic tt events

the /ET originates from two neutrinos. Therefore these events contribute to the

tail at mT > 80 GeV. Leptonically decaying tau leptons also show a slightly

different behaviour compared to events where the muon comes directly from the

W -decay because the momentum of the neutrinos can to some extend cancel in

the calculation of /ET , leading to slightly smaller values. However, these τ -events

have a small impact on the mT distribution.

For SUSY-events with /ET from at least two LSPs this distribution does not

correspond to a mass and is therefore very broad. To reduce signal contamination

1R-parity violation models are not studied as the results are only interpreted within the

cMSSM, where R-parity is conserved.
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Figure 7.5: Comparison of the transverse mass distribution as defined in Eq. 7.11

between data and MC for the control sample after baseline selection for 1.14fb−1.

The signal benchmark point LM4 is shown for comparison.

the requirement mT < 100 GeV is introduced for the control sample. The SM

contribution removed by this cut is in the MC 10.5% of the remaining control

sample. To account for this cut the final prediction on data is corrected by the

factor fmT−cut:

fmT−cut =
all events in control sample

events in control sample with mT < 100GeV
= 1.105. (7.12)

The cut-value is motivated purely by the well known physics of the Standard

Model with an increase from the W-mass to 100 GeV due to detector resolution

effects. No assumption on the physics beyond the Standard Model is made except

for the existence of two LSPs, or any other source of /ET , and this assumption was

already used when designing the search cuts of the analysis. Therefore, no loss

in generality is introduced.
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The effect of this cut on the signal contamination from SUSY events is pa-

rameter dependent. For LM4 the contamination is reduced by about 50% in the

baseline selection. However, for the evolved selections this cut improves the sit-

uation more than naively expected. While this variable is a physical quantity

for semileponic tt and W + jet events with little correlation to other kinematic

quantities, the momentum of a muon and the /ET in SUSY events is of a different

physics orgin and therefore to a large extend uncorrelated leading to a correlation

between mT and /ET . This leads to the fact that the reduction grows to about

75% for LM4 for the high /HT selection.

To calculate the uncertainty due to this cut, several sources are considered.

Di-Leptonic events make up about 23% of the events with a MT > 100 GeV.

Large variations of the di-leptonic contribution of 40% do not change the relative

contribution of events above the cut, i.e. 1−mT−cut, by more than 10%. Even

though the di-leptonic contribution is known with a high precision, this is conser-

vatively taken as systematic uncertainty. To calculate the uncertainty due to /ET

mismeasurements the /ET is varied by 10% and the effect on fmT−cut is included

as systematic uncertainty. The possibility of non-gaussian /ET mismeasurements

is very difficult to estimate precisely, so a conservative estimate of 30% on the

relative contribution of events above the cut is attributed to this source. Com-

bined, this conservative estimation yields an uncertainty of 39% on 1− fmT−cut.
This uncertainty plays a minor role compared to other uncertainties.

7.2.2.3 Non-isolated Leptons

The relative importance of events passing the lepton veto because the lepton is

not isolated is larger for tt than for W + jet events, as can be seen from table 7.1.

The reason for this is not only that there are usually more jets in tt events than in

W + jet events, but also the kinematics in these events. While in W + jet events

the jets are dominantly produced opposite in Φ to the W-boson, the top-quark

decays into a W-boson and a b-quark. If the top-quark is strongly boosted, which

is enhanced by the cuts on HT and /HT , the b-jet and the W-boson are emitted

close to each other in the detector. Therefore, also the lepton tends to be close

to the b-jet and is less likely to be isolated than in W + jet events.
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The isolation efficiencies between tt and Z-events, on which the efficiencies

are determined, are not expected to be identical for similar reasons as for the

difference between tt and W + jet events discussed above. Here the difference is

even larger because there are no requirements on the hadronic environment for

the Z-sample. While the muon MC isolation efficiency in the tt and W + jet

sample after the baseline selection without the lepton veto is 89.9 % and 93.3 %,

respectively it is 96.6 % on a Z-sample. The error of using a plain number for

the isolation efficiency in Eq. 7.4 and Eq. 7.10 to estimate the events with non-

isolated leptons would therefore be very large.

The proximity between leptons and jets is responsible for this difference. There-

fore, this efficiency is parametrised not only in terms of the pT of the lepton,

which is CMS standard, but also as a function of ∆R =
√

∆Φ2 + ∆η2 between

the lepton and the closest jet with a transverse momentum of at least 30 GeV.

More details on the efficiency calculation, parametrisation and the effect of the

different kinematics are given in the next section 7.3.

7.2.2.4 Non-reconstructed Leptons

The events with non-reconstructed leptons or with leptons that do not pass the

Id-cuts are estimated with Eq. 7.5 and Eq. 7.9. While muons are reconstructed

with a very high efficiency, as was discussed in chapter 4.2, electrons do not have

such a clean signature and they are not reconstructed with such a high efficiency.

This is why events with not reconstructed electrons contribute much more to the

background than events with not reconstructed muons. This can also be seen in

table 7.1.

Also the reconstruction efficiency depends on the event kinematics and is

therefore sample dependent. However, this dependence is much smaller than for

the isolation. As the reconstruction efficiency cannot be parametrised in the same

way as the isolation efficiency this effect is corrected for as will be discussed in

chapter 7.4.2.
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7.2.2.5 Leptons out of Detector Acceptance

The largest contribution of events that pass the lepton veto even though there

is a real lepton in the events comes from leptons out of the detector acceptance.

This is the case if the lepton has a pT < 10 GeV or because the lepton is emitted

too close to the beam axis. The second contribution is about a factor of three

smaller than the first for the tt and W + jet processes.

As leptons out of η acceptance are not measured at all and leptons below the

pT threshold are only reconstructed with a bad efficiency that is also not known

with a high precision, the background from leptons out of detector acceptance

must be estimated with MC simulations. It has been discussed before that the

use of pure MC estimations is not sufficient. As the spectrum of the leptons is

known more reliable than the number of events in the tail of the HT and /HT

distribution, only the efficiency of leptons being in detector acceptance is taken

from MC and the muon control sample can be reweighted accordingly to model

this kind of background. Apart from the pT -spectrum there is a dependence on

the |η|-spectrum and to a small extend on the ratio between tt and W+jet events

in the background, as the spectrum is slightly different for each. The estimation

of events with leptons out of acceptance is defined in Eq. 7.6 and Eq. 7.8. The

acceptance efficiency used in these equations is determined on a combination of

tt and W + jet events.

While the kinematics of leptons in tt events show no significant charge de-

pendence, W -bosons are preferably polarised left-handed along their flight [16]

direction due to the left-handed nature of the weak force discussed in chap-

ter 2.2.3.Therefore positively charged leptons are preferably emitted opposite to

the direction of flight, while the neutrino is preferably emitted in direction of flight

leading to larger /HT . This leads to about four times as many positively charged

leptons in W + jet events as negatively charged leptons after the the baseline cut

on /HT . This dependence is not used in this analysis, but might become useful in

future updates of the analysis - especially if there is a separation between tt and

W + jet events, e.g. by making a b-tag and non-b-tag selection to improve the

sensitivity for searches with third generation particles in the decay chain 1.

1This is a likely development for future updates of the analysis, as the hierarchy problem
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Generally, the acceptance efficiency depends on the transverse boost of the

W-boson and is therefore positively correlated with /HT . This correlation is strong

for low /HT values below the baseline cut. Above /HT = 150 GeV the dependence

of the acceptance efficiency on /HT is very small and is in fact compatible with

a constant efficiency for the statistics of the MC samples available. The same

acceptance efficiency is therefore used for all selections. 1

Jet Multiplicity

Leptons are clustered into jets with the particle flow algorithm. The distri-

bution of the pT of the leptons in the control sample peaks around 50 GeV, i.e.

close to the jet threshold. Therefore, about half of the control sample has one

more jet than the background to be predicted. The absolute number of predicted

events is still determined correctly by the way the acceptance efficiency is cal-

culated: First, all cuts except the lepton veto are applied on a simulated MC

sample. Then, the efficiency is taken as the fraction of the generated leptons that

are inside the detector acceptance. Therefore, no additional calculation is needed

for the events where a transition from a “n + 1”-jets to a “n”-jet sample would

be necessary. However, there can be an effect on the HT - and /HT -spectra. The

effect on the /HT distribution is small, as the effect on the neutrino pT is small

and removing this additional jet would artificially introduce /HT in the event.

The effect on the HT spectrum is in general also small, however, for low HT

values near the baseline cut of 350 GeV the different jet spectra together with

the cut on the number of jets lead to a small underprediction, which is visible in

the lowest HT bin in the closure test discussed later. The analysis of the full data

taken in 2011 uses already a baseline cut on HT of 500 GeV, well above of where a

difference in shape can be observed. It has been checked that these effects on the

HT spectrum do not change the acceptance efficiency for the different selections

significantly.

hints to stop masses that are not too heavy
1As soon as higher statistics MC samples are available, this assumption should be checked

again .
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7.2.3 Correction for Dileptonic Events

Dileptonic events from tt or di-boson events make up about 3% of the control

sample in the simulation. They enter the control sample if one lepton is lost. As

each of the leptons can be lost and because the likelihood of one lepton being

lost is in good approximation independent of the second lepton, dileptonic events

make up twice the fraction in the control sample as in the background to be

predicted. This leads to an overprediction of about 1.5%. Therefore the predicted

background is corrected with the factor 0.985. The contribution is small, because

the cut against signal contamination discussed in section 7.2.2.2 removes more

dileptonic tt events compared to semileptonic tt or W + jet events. Without that

cut the contribution of dileptonic events would be about 5%.

7.3 Lepton Efficiencies

In this section the lepton efficiencies are discussed in more detail. First the

”tag & probe”-method [60] on the Z-resonance is discussed, which is used to

determine the lepton efficiencies on data. The lepton efficiencies are factorised

into identification efficiency and isolation efficiency, where the latter will depend

much stronger on the hadronic activity in the event. Then these efficiencies are

compared to expectations obtained from the simulation.

7.3.1 Tag & Probe Method

To determine an efficiency, it is important to know if a reconstructed lepton is

a real, physical lepton without applying cuts on the properties of the lepton, as

the efficiencies of these cuts are the subject of the study. Therefore, a well known

physical process is used that can be cleanly identified without applying cuts to

the lepton under study. In this thesis the processes Z → ee- and Z → µµ are used

as the kinematical properties of the leptons cover the region of interest. Other

resonances that decay into two leptons, such as the J/Ψ, can in principle be used

as well.

A well identified tag-lepton is used to trigger the event. This lepton is required

to have a transverse momentum of at least 20 GeV and needs to be isolated in
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the same way as defined in the chapter 6, i.e. the sum of the pT of all particles

reconstructed with the particle flow algorithm in a cone with radius ∆R = 0.3

around the lepton should not exceed 20% of the pT of the lepton. Furthermore,

the lepton needs to pass tight quality cuts. These cuts are in place to make sure

that this lepton is a real, prompt lepton.

This tag-lepton also has to fire the trigger to leave possible other leptons in the

event completely unbiased. The requirements on the tag-lepton from the trigger

side should not influence the probe measurements. This is the reason why no

dilepton triggers can be used. Cross-trigger with requirements on the hadronic

activity are unproblematic, as these conditions are closer to the properties of

the events considered in the background prediction. As instant luminosity and

trigger threshold increase, the Z-sample is suited better to calculate efficiencies

for a multi-jet environment. The triggers used for the matching between the tag-

lepton and the lepton from trigger information are all single muon triggers for

the muon efficiencies. The cut on the muon at trigger level increased from 9 GeV

to 40 GeV with increasing instant luminosity. In the later runs, the triggering

muon also was required to be isolated at trigger level.

Similarly for the tag-electron all single electron triggers are used. With in-

creasing instant luminosities the electron needs not only to be isolated, but there

also has to be some additional energy in the event to trigger the event. This is

called an electron-HT cross-trigger that requires an HT trigger, similar to the one

described in Ch. 6 but with much reduced thresholds, to fire in addition to the

electron trigger. 1

In the next step a probe-lepton is selected with very loose quality cuts. These

probe-leptons are different for each efficiency and will be defined in the according

section. If such a probe-lepton can be found, the energy-momentum vectors of

the tag- and the probe-lepton are combined to form the mass of the assumed Z-

boson. Only events where the mass is between 60 GeV and 120 GeV for muons

1As the trigger thresholds increase above the offline cuts on the tag-lepton, a higher fraction

of Z-events is rejected with increasing instant luminosity, and therefore a slight shift of the pile-

up distribution towards lower values is introduced. However, it has been shown that this effect

is negligible for the data discussed and it is not necessary to tighten the cuts on the tag-lepton,

which would lead to an increased statistical uncertainty.
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Figure 7.6: Z-boson mass as combination of the tag- and the probe-lepton for

events where the probe is passing (left) and failing (right) the test criterion for the

muon isolation on an example bin for 880pb−1 of data.

and 70 GeV and 110 GeV for electrons are kept. These events are divided into

two groups, depending on the probe-lepton passing or failing the test criterion

for which the efficiency is calculated. For isolation efficiencies this criterion is

for example passed if the lepton is isolated. Such distributions can be found in

figure 7.6.

To each of these distributions a fit is performed with a signal and a background

component. The functional form of the signal is a ”Voigtian”, which is a Gaussian

convoluted with a Breit-Wigner function. The background can either be modeled

with an exponential function or a second order Chebychev polynomial. As the

Chebychev polynomial did not converge properly in some bins, the exponential

function is used. An example of such a fit can also be seen in figure 7.6.

The efficiency is taken as the integral of the Voigtian of the events where

the probe-lepton passes the test criterion divided by the sum of the integrals of

the Voigtians for passing and failing test probes. The uncertainty of the fit is

propagated as a systematic uncertainty on the efficiency. As this uncertainty

depends strongly on the statistics in the fit region this uncertainty has decreased

significantly compared to the analysis on 36pb−1 of data, and it is expected to

reduce even further with increasing integrated luminosity.
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7.3.2 Lepton Identification Efficiency

The global identification efficiency εID is a product of all sub-efficiencies:

εeID = εeGsf · εeID cuts (7.13)

εµID = εµglobal · εµID cuts (7.14)

εµglobal = εµtracking · εµstandalone (7.15)

The electron sub-efficiencies are the efficiency εGsf that a super cluster with

PT > 10 GeV can be matched to a Gsf-electron and the efficiency εID cuts that the

electron passes the ID cuts used in this analysis. These superclusters are cleaned

from jets with hadronic fractions above 15% to reduce the background from jets

to the superclusters. Even with this cut the sample for this this sub-efficiency has

by far the largest background leading to an increased uncertainty, especially for

the low pT bins. The superclusters in the transition region 1.4442 < |η| < 1.566

are excluded in the same way as for the whole analysis described in Ch. 6.

For muons, εµID is the product of the efficiency εµtracking that a standalone

muon can be matched to a global muon, the efficiency εstandalone that a track

can be matched to a global muon and the efficiency εID cuts that the muon passes

the ID cuts. The definitions and passing-criteria to acquire these efficiencies are

summarised in Tab. 7.2.

Efficiency definition of the probe lepton passing-criterion for the probe

εeGsf Super Cluster PT > 10 GeV Gsf Electron

εeID cuts Gsf Electron PT > 10 GeV passing ID-cuts

εµtracking Track Muon PT > 10 GeV match global muon to it

εµstandalone standalone Muon PT > 10 GeV match global muon to it

εµID cuts global Muon PT > 10 GeV pass ID-cuts

Table 7.2: Summary of the tag & probe criteria for the electron and muon iden-

tification efficiency measurement on Z → l+l− events.

The ID-cuts on the leptons are defined in chapter 6. In Figs. 7.7 and 7.8 the

measured ”Tag & Probe” muon and electron identification efficiencies are shown

and compared to MC parametrised in pT and η of the lepton.
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The muon efficiencies derived here are used not only for this analysis of lost

leptons, but also for the prediction of the tt and W + jet background of tau-

leptons that decay hadronically [56]. Because that analysis uses different cuts on

muon pT and η, a fine binning of the muon efficiencies is used.

In data the identification efficiency for muons are in the range 94% - 98% and

for electrons typically between 80% and 97%. A good agreement between data

and MC is observed for all efficiencies. The efficiency in data is slightly smaller

than in MC except for electrons in the high |η|-region. The largest difference

between data and MC efficiency of 5% is found for very high pT electrons in

the outer η region of the negative η side of the detector. There is also a large

uncertainty for low pT electrons below 20 GeV, especially for the outer η regions

of the positive η side of the detector. The GSF-efficiency is binned in pT -bins of

10 GeV and the background of ECAL superclusters not belonging to an electron

is rather large in the lowest bin, leading to the large uncertainty in the electron

efficiency for pT < 20 GeV. However, uncertainties and differences between data

and MC is largest for the outer η-regions, where there are few events in the control

sample discussed in section 7.2.2.2, and the influence on the final background

prediction is small. In general the uncertainties and differences between data and

MC are larger for the electrons. This is one of the reasons only a muon control

sample and no electron control sample, discussed in 7.2.2.2 is used. This way

the electron efficiencies enter only the numerator of the prediction of non-isolated

and non-reconstructed electrons (see Eq. 7.4 - 7.10).

7.3.3 Lepton Isolation Efficiency

The muon isolation efficiency εµISO is defined as the efficiency of a muon having

a relative isolation Isorel < 0.2 as defined in Eq. 6.3. Only muons passing the

ID-cuts with PT > 10 GeV are taken into account. The electron isolation effi-

ciency εeISO is defined accordingly. The probe definition and passing-criteria are

summarised in Tab. 7.3.

The isolation efficiencies are determined on a sample with Z-bosons, but are

used on the control sample consisting of tt and W + jet events. The tt and W +

jet control sample in MC have an average isolation inefficiency (1− εµIso) for the
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Figure 7.7: Identification efficiency εµID for muons from the tag & probe method

for different η-regions compared to MC simulation. The bin edges of the η-ranges

are left top to bottom: -2.4, -2.1, -1.4, -0.7, 0 and right top to bottom: 0, 0.7, 1.4,

2.1, 2.4.
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Figure 7.8: Identification efficiency εeID for electrons from the tag & probe method

for different η-regions compared to MC simulation. The bin edges of the η-ranges

are top left to right: -2.5, -1.2, 0 and bottom left to right: 0, 1.2, 2.5.

Efficiency tag for the probe lepton passing-criterion for the probe lepton

εµISO muon PT > 10 GeV, ID-cuts Isorel < 0.2

εeISO electron PT > 10 GeV, ID-cuts Isorel < 0.2

Table 7.3: Summary of the tag & probe criteria for the electron and muon isolation

efficiency measurement on Z → l+l− events.
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baseline selection of 10.1 % and 6.7 %, respectavely, while it is only 3.4 % on a

Z-sample. The reason for this large difference is due to the different kinematics of

these events. While not much activity close to the leptons is expected in W + jet

and Z + jet events, the top quark decays in a b-quark and a W boson, that

can further decay into a lepton and a neutrino. This lepton is usually close to

the b-jet. The larger jet activity in tt events will further decrease the isolation

efficiency of the leptons. The analysis cuts on the number of jets and the HT on

the events in the control sample defined in section 7.2.2.2 increases further the

differences between the ”Tag & Probe” Z-sample and the control sample.

To account for this difference the isolation efficiency is measured in bins of

the ∆R between the lepton and the closest jet and in bins of p
lepton
T /p

closest jet
T .

This jet is a corrected calorimeter jet made solely from HCAL and ECAL clusters,

that is required to have a pt > 30 GeV and an electromagnetic energy fraction

between 0.05 and 0.9 to avoid jets that arise from the lepton itself. Calorimeter

jets are used here as the jet resolution is in this case of minor importance and

particle flow jets are clustered from all particles including leptons as was discussed

in chapter 5. This makes the probability of the jet passing the pT cut dependent

on the lepton and introduces many other unwanted correlations e.g. in the jet

direction. It would also be possible to clean the jets from the leptons, but this

would introduce a bias if the lepton definition is not exactly identical to the probe

definition and studies would therefore be much more complicated to do. However,

electrons leave a signal in the ECAL. If the ∆R between the electron and the jet

is smaller than 0.5, the pT of the electron is subtracted from the jet pT to make

the jet pT comparable for both lepton flavours.

A comparison for these efficiencies on data and MC can be seen in Fig. 7.9

and 7.10. Very good agreement can be observed for the muon. The electron

efficiencies also show a good agreement. The electron efficiency shows a large

uncertainty for small ∆R and high p
lepton
T /p

closest jet
T as the statistics of these

events is small in the Z-sample in data and MC simulation. However, the effect

on the final result is very small as these events are also rare in the control sample

defined in section 7.2.2.2.

Figure 7.11 shows the shape of kinematical quantities ∆R and pµT/p
closest jet
T

used for the parametrisation of the isolation efficiency in comparison for tt, W
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Figure 7.9: Isolation efficiency εµIso for muons from the tag & probe method for

different ∆R-regions as function of pµT /p
closest jet
T compared to MC simulation.

The bin edges of the ∆R-ranges are for the top left to right: 0, 0.5, 1.0 and on the

bottom 1.0 and 5.0.

+ jet and Z-events, with the baseline cuts with inverted lepton veto on tt and

W + jet events. It can be seen that the average ∆R is as expected smallest

for tt and largest for Z-events. The difference is even larger that seen in the

plot as the 73.5% of Z-events that do not have a jet are not shown here. In

the efficiency determination these events are handeled as if they had ∆R = 5.

Also the average pµT/p
closest jet
T is larger for Z-events, which is mainly due to

the cuts of the baseline selection on the tt and W + jet events. The kinematics

shown in Fig. 7.11 and the strong dependence of the isolation efficiency shown

in Fig. 7.9 and 7.10 suggest that the parametrisation chosen is necessary for a
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Figure 7.10: Isolation efficiency εeIso for electrons from the tag & probe method

for different ∆R-regions as function of peT /p
closest jet
T compared to MC simulation.

The bin edges of the ∆R-ranges are for the top left to right: 0, 0.5, 1.0 and for the

bottom 1.0 and 5.0.

data-driven prediction of the background due to lost leptons. A final test on the

data prediction quality is discussed in the next chapter.

The isolation efficiency at low ∆R is small, so that a large correction is applied

to some events. This increases the statistical uncertainty and also makes a finer

binning less optimal, as this would increase the statistical uncertainties further.

Alternative binnings have been studied, e.g in terms of the jet multiplicity. Here,

the dependence of the efficiency is not as strong, leading to smaller statistical un-

certainties, but the kinematic differences between the samples cannot be resolved

well enough leading to large systematic uncertainties.
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Figure 7.11: Comparison of kinematic quantities in tt, W + jet and Z-events.

Shown are the ∆R between the muon and the closest jet (left) and pµT /p
closest jet
T

(right) as used for the parametrisation of the muon isolation efficiency. tt and W

+ jet events are shown after the cuts of the baseline selection with inverted lepton

veto. Only Z-events with at least one jet are shown, although 73.5% of the events

do not have a jet as defined in the text. The area below the histogram is scaled to

one for a better comparison.

7.4 Test of the Method on Simulated Events

In this section the method is tested on the MC sample to check if the resulting

prediction agrees with the plain MC simulation of the same sample. It is also

checked if the /HT and HT distributions agree between the MC simulation and the

prediction using simulated events.

In Tab. 7.4 the plain MC simulated background contributions on MC and the

prediction on the same MC sample are compared. The prediction and the plain

MC agree very well for the non-isolated leptons independent of lepton flavour

or sample. This shows that the parametrisation chosen is able to account for

the kinematic differences between the samples. The agreement for leptons out of

acceptance is also very good. This is not surprising for the combination of tt and

W + jet, as the acceptance efficiency is taken from the same MC sample, but

the agreement in each sample shows the similarity of the acceptance efficiency in

tt and W + jet. It can also be seen that the largest discrepancy is observed for

not reconstructed leptons, more importantly electrons. This underprediction is

discussed below in more detail and is corrected for in the prediction on data.
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tt̄ prediction tt̄ simulation W+jets prediction W+jets simulation

not reconstructed µ± 0.3 ± 0.0 0.6 ± 0.1 0.5 ± 0.1 0.8 ± 0.2

not isolated µ± 1.3 ± 0.1 1.2 ± 0.1 1.3 ± 0.2 1.3 ± 0.3

µ± out of acceptance 2.8 ± 0.1 2.8 ± 0.2 4.8 ± 0.3 4.9 ± 0.5

not reconstructed e± 1.0 ± 0.1 1.3 ± 0.1 1.6 ± 0.1 2.3 ± 0.4

not isolated e± 1.0 ± 0.1 1.1 ± 0.1 1.1 ± 0.2 1.0 ± 0.2

e± out of acceptance 3.2 ± 0.1 3.1 ± 0.2 5.0 ± 0.3 5.2 ± 0.5

total 9.5 ± 0.3 10.0 ± 0.3 14.3 ± 1.0 15.5 ± 1.0

Table 7.4: Comparison of the prediction on MC and the plain MC simulation on

the tt and W + jet sample corresponding to 100/pb. The uncertainties shown are

statistical only.

7.4.1 Test of the Prediction of not-isolated Leptons

In Fig. 7.12 the /HT and HT distribution of the prediction of events where the

lepton is not isolated is compared to the plain MC simulation of these events.

The tt and W + jet samples are combined, but separated for the electron and

the muon channel. A good agreement can be observed. This kind of test of the

method is referred to as ”closure”-test in the following. As shown in Table 7.4

the agreement is also very good for tt and W + jet separately. The closure

plots for the separated test of tt and W + jet can be found in the appendix A.

Only statistical uncertainties are shown in these plots to test the method. These

uncertainties include the statistical uncertainties on the efficiencies of the ”Tag

& Probe ” method on MC. The shape of the predictions for the electron and

the muon channel is similar, as the same control sample is used to predict the

background of lost electrons and muons.

7.4.2 Test of the Prediction of non-reconstructed Leptons

In Fig. 7.13 the same distributions are shown for events where the lepton is not

reconstructed. The separated tt and W + jet closure plots can be found in the

appendix A. Even though the statistical uncertainty is quite large, a systematic

underprediction can be observed for both samples and for both lepton flavours.
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Figure 7.12: Comparison of the kinematic properties of the plain MC simulation

and the prediction on the same sample of identified but non-isolated leptons from tt̄

and W + jet channel combined on MC, for electrons (upper two plots) and muons

(lower two plots). The shown variables are MHT (left) and HT(right)
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Figure 7.13: Comparison of the kinematic properties of the plain MC simula-

tion and the prediction on the same sample of non-identified leptons in detector

acceptance from tt̄ and W + jet channel combined on MC, for electrons (upper

two plots) and muons (lower two plots). The shown variables are MHT (left) and

HT(right). The difference in scale will be corrected for.
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7.4 Test of the Method on Simulated Events

The shape of the kinematic variables seem to be in good agreement. The total

prediction of events with not reconstructed leptons amounts to 3.4 ± 0.3 events

for 100pb−1 compared to 5.0 ± 0.5 events expected from plain MC simulation.

This corresponds to a total underprediction of 32% for these kind of events, half

of it being covered by the statistical uncertainty. However, this underprediction

corresponds to only 7% of the total and the prediction on data is corrected for

this effect.

The reason for this difference is, that while the reconstruction efficiency does

not differ as much as the isolation efficiency between the samples, there is still

some dependence on the kinematics of the events that cannot be resolved with

the binning chosen. A binning similar to that for the isolation efficiency is not

possible as supercluster need to be cleaned from jets in the ”Tag & Probe” method

as was discussed in Section 7.3.

7.4.3 Test of the Total Background Prediction

Figure 7.14 shows the final test of the method comparing the total estimation

before the 7% scale correction discussed above to the true number of total events,

and a good agreement can be observed for all distributions. The only exception is

the lowest bin in the HT distribution. This is probably to some extend a statistical

fluctuation in the MC control sample as comparisons between data and MC in

Fig. 7.4 suggest. The main reason, however, is the different jet spectrum for

leptons in and out of acceptance and the cut on the number of jets as discussed

in section 7.2.2.5. The separated tt and W + jet closure plots and a closure plot

for leptons out of acceptance can be found in the appendix A.

The good agreement of the primary vertex distribution between simulation

and prediction on simulation is reassuring, as it shows that the method is not

very sensitive to pile-up. The main reason for this is the rather narrow isolation

cone and the loose isolation definition. In the very busy environment of the events

of interest, the additional energy due to pile-up does not play a big role. 1

1The primary vertex distribution for the data used here is quite different to the distribution

of the last femtobarn of data taken in 2011. This distribution, which peaks around 13 primary

vertices, can not be tested with the simulation available, as too few events with such a high

pile-up contribution are simulated.
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Figure 7.14: Closure test of the method. The total background prediction without

scale correction on tt and W + jet MC samples is compared to the plain MC

simulation for the same samples. using the muon control sample only The shown

variables are: MHT (a), HT (b), number of primary vertices (c) and the leading

jet pT (d).
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7.5 Uncertainties

A 10% uncertainty is attributed to the level of agreement which is mainly due

to the remaining differences in the reconstruction efficiency between the tt, W +

jet and Z sample. Although this is the largest non-statistical uncertainty, it is

much smaller than the statistical uncertainties in the evolved selections used for

the interpretation of the results.

7.5 Uncertainties

The dominant source of uncertainties for the evolved selections comes from the

statistical limitations. As the best signal to background ratio can be achieved at

high values of HT or /HT depending on the SUSY-parameter point under study,

cuts will always be adjusted in a way that the control sample is low in statistics.

The events with a small ∆R between the lepton and the closest jet enter the

estimate with a relatively large weight due to the small isolation efficiency of

these events as discussed in chapter 7.2.2. Therefore, the statistical uncertainties

are higher than naively expected because events enter the prediction with different

weights.

The uncertainty on the isolation and reconstruction efficiencies are partly

statistical and partly systematic. The statistical contribution to this uncertainty

is arising from the statistic of the ”tag & probe” sample. This uncertainty is

already small at the sample used and will improve with luminosity. The other

part of this uncertainty is purely systematical as it accounts for possible remaining

differences in the control sample and the tag & probe sample and possible small

systematic uncertainties in the ”tag & probe” method itself. This uncertainty is

estimated to be 10% from the closure tests as explained in section 7.4.

Another systematic uncertainty arises from the use of Monte Carlo simulation

to describe the ratio between leptons within and out of the detector acceptance.

This ratio relies on the well modeled pT -spectrum of the leptons and to a small

extend on the ratio between tt and W + jet events in the control sample. There

is also a dependence on the /HT of the event, but this dependence is found to be

small for cuts above the baseline selection even though it is larger for smaller /HT

values as discussed in Sec. 7.2. The uncertainty on the acceptance efficiency is

estimated to be 6%, which includes the differences between tt and W + jet and
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Source Systematic Uncertainties [%]

Statistics of control-sample −8.1 +8.1

iso- & id- efficiencies (statistical) −4.2 +4.2

Differences tt̄, W , Z-samples −10.0 +10.0

and kinematic in control vs. signal region

SM background in control-region −3.0 +0.0

MC use for acceptance calculation −3.9 +3.9

transverse W-mass-cut −4.3 +4.3

total, combined uncertainty −15.0 +14.7

Table 7.5: The dominant relative systematic uncertainties on the number of events

of the lost-lepton prediction for the baseline selection with 1.14fb−1 of data.

the uncertainties due to the parton distribution functions (PDF) of the proton.

The dominantly gluon induces tt process has a much larger PDF uncertainty

compared to the mainly quark induced W + jet process. For the calculation of

this uncertainty tt is assumed to contribute three quarters of the background.

The resulting uncertainty on the total background estimation is about 4%.

Tests on possible further Standard Model background to the control sample

on MC have shown a very small contribution. As discussed in chapter 7.2.2.2 the

estimated uncertainty is 3%. As there can be no negative signal contamination

this uncertainty only has a negative contribution.

The uncertainty on the efficiency of the cut on the transverse mass results in an

uncertainty of less than 5% on the total prediction as discussed in chapter 7.2.2.2.

The different systematic uncertainties are summarised for the baseline selec-

tion in Tab. 7.5.

7.6 Prediction of the Lost Lepton Method

With all the studies discussed above an estimation of the electroweak background

containing a W boson decaying to an electron or muon in the final state can be

performed. The method discussed in section 7.2 is used on the control sample
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7.6 Prediction of the Lost Lepton Method

discussed in section 7.2.2.2 with the efficiencies discussed in section 7.3. Addi-

tionally the correction of 7% due to kinematical differences between the samples,

that cannot be resolved by the parametrisation of the reconstruction efficiency,

discussed in section 7.4.2 and the small correction for di-leptonic events discussed

in section 7.2.3 is applied.

selection Prediction on Data MC Expectation

Baseline 244 ±20 +30
−31 291 ±11 +14

−29

Medium 12.7 ±3.3 ±1.5 17.0 ±2.9 +2.4
−1.4

high HT 22.5 ±6.7 +3.0
−3.1 21.9 ±3.0 +2.6

−2.1

high /HT 0.8 ±0.8 ±0.1 1.3 ±0.8 +0.2
−0.4

Table 7.6: Final event yield for the lost-lepton RA2 background for the baseline

selection (three jets > 50 GeV, HT > 350 GeV, /HT > 200 GeV, ∆Φ cuts, lepton

veto) and for the evolved search selection ”high /HT ”, ”high HT ” and ”medium”.

The simulation corresponds to the data luminosity of 1.14fb−1. The systematic

uncertainty on the plain MC expectation takes into account only the jet energy

scale and luminosity uncertainty.

The results are shown in Tab. 7.6 and compared to the expectation from plain

MC simulation with the statistical-, jet energy scale- and luminosity-uncertainties.

The prediction on data is about one standard deviation below the pure MC ex-

pectation. In the high HT selection, the large statistical uncertainty originates

from one event with a rather high correction in the control sample.

To compare the shapes of kinematic variables between data-driven prediction

of the background due to lost leptons and pure MC expectation, some variables

are shown in Fig. 7.15. A good agreement in the shape of these variables can be

observed. These plots are also published in [45].

Comparing the uncertainties between the prediction on data and the MC

expectation in Tab. 7.6 the impression might arise that the data-driven prediction

is not superior to the use of MC simulation. However, not all uncertainties on the

use of pure MC simulation have been taken into account. No uncertainty on the

next-to-leading-order (NLO) cross-section, the value of αS or the parton desity

functions (PDF) have been taken into account. These uncertainties can have large
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Figure 7.15: Prediction for HT (left) and MHT (right) on 1.14fb−1 of data

compared to the properly scaled expectation from plain MC simulation.

effects as the SUSY search described investigates the tails of distributions, while

the MC is tuned to the correct description of the bulk of the LHC data. Especially

for the W + jet background several jets need to be in the event in addition to the

hard process and the exact prediction from simulation of the kinematics of these

events is very challenging. Furthermore, only the uncertainty on the jet energy

scale is taken into account for the simulation of the detector. The reconstruction

and isolation efficiencies discussed in section 7.3 are only one example for possible

deviations between the simulation and the real, very complex, detector.

All of these effects are by construction taken care of in the data-driven pre-

diction of the background discussed and therefore the quality of the prediction of

the background discussed is improved significantly.

The sum of all simulated SM backgrounds presented in chapter 6.4 is already

considerably larger than the data found in the search region. It is therefore very

likely that the pure MC expectation overestimates the background. The fact

that the data driven prediction of the background discussed here yields a smaller

value than the expectation from pure MC is therefore another indication of the

superior quality of the method discussed. The comparison between data and the

combination of the prediction of this and all other backgrounds will be discussed
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in section 7.8.

The data-MC comparison in the last chapter already indicated that the evolved

selections have a superior signal to background ratio and are therefore most use-

ful for SUSY searches. These evolved selections lack statistics in the data control

samples as well as in the MC. It is therefore crucial to check this method and the

behaviour of the acceptance efficiency with a higher statistics MC, that is still in

preparation. Note that higher luminosity implies higher cut values for HT and

/HT , reintroducing the problem of a lack in MC statistics. The W + jet MC has

intrinsically a larger problem with statistics due to the much higher cross section

compared to tt.

7.7 Other Standard Model Background

In this section the other background estimation methods used in the analysis will

be reviewed shortly. As described in chapter 6, the main sources of background

are tt-, W + jet-, QCD- and Z + jet-events, where the Z-boson decays into two

neutrinos.

The ”lost lepton” method described above in full detail estimates the tt and

W + jet events where there is a real electron or muon in the final state, which

is not isolated, not reconstructed or out of detector acceptance. The remain-

ing background of tt and W + jet are events, where the W boson decays into

a tau lepton, which decays hadronically. This background is estimated with

the ”hadronic tau” method [56]. For the QCD background there are two meth-

ods available, the ”rebalance and smear” method [57] and the ”factorisation”

method [58] used as a cross check. The latter will not be described here. For the

Z → νν background there are several methods available, but only the method us-

ing the similarity between the Z-boson and photons [59] delivers enough statistics

to be used meaningfully on the evolved selections.

All methods have been proven to work on MC. Even though the uncertainties

are large for some of the background, every method gives estimates with smaller

uncertainties than a pure MC prediction would provide.
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7.7.1 Hadronically decaying Tau Leptons

Similarly to the ”Lost Lepton” method a muon control sample is used to estimate

this background, but only two jets are required as an additional jet from the tau

decay is present. Also the HT and /HT cuts are relaxed. Due to these relaxed

cuts, it is not possible to use the hadronic triggers, instead a muon trigger is

used. Because of the trigger threshold of 17 GeV, only muons with pT > 20 GeV

can be used.

Because of lepton universality the muon can be replaced by a tau lepton. For

this the muon is replaced by a jet with a pT that is determined using a τ -response

template from MC, which gives the average ratio of the pT of a jet originating

from the tau and the pT of the tau itself. With this jet instead of the muon

the values for HT and /HT are recalculated, and the baseline cuts are applied.

These events are re-weighted using a correction factor for the branching ratio

of hadronically decaying taus and lepton- & trigger-efficiencies. As only prompt

muons should be used for this estimate the events are also re-weighted for the

amount of muon events that originate from a tau that decays into a muon and

two neutrinos.

There is an overlap between the sample used for this method and the ”Lost

Lepton” method, albeit reduced by the fact that this method only uses muons

with a pT greater than 20 GeV and because of the recalculation of HT and /HT .

As the correction due to lepton inefficiencies only plays a minor role in this

analysis the systematic uncertainties are not strongly correlated. While statistical

limitations are the source for the dominant uncertainty in the evolved selections,

the uncertainty on the tau-template dominates for the baseline selection.

7.7.2 QCD

QCD events can pass the selection cuts only if jets are severely mismeasured as

QCD events do not have intrinsic /HT in the event, except for a small contribution

from the decay of heavy flavour quarks. If only one jet is mismeasured or emits

neutrinos due to heavy flavour quark decays, the /HT vector will very likely be

aligned in the transverse plain with one of the first three jets. Events like this
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7.7 Other Standard Model Background

would not pass the ∆Φ cut. To estimate how many events pass these cuts the

”rebalance and smear” method is used.

First it is needed to get a sample of QCD events with perfectly measured

jets. To get this sample every jet in every event is adjusted to form a perfectly

balanced event. This is done by maximising the likelihood calculated from the

resolution functions of the jet momenta under the condition that /HT = 0. There

are also non-QCD events being rebalanced and are input to this estimate, but as

the number of these events are small compared to the QCD events and because

the kinematics of these events is QCD-like after the rebalancing, this is not a big

problem.

In the second step every jet is smeared again using the jet resolution functions

that are measured in data [43]. As this method aims to estimate the tail of the

/HT distribution it is especially important to also account for badly mismeasured

jets in this step, i.e. including the non-Gaussian tails of the resolution. Finally

the selection of the analysis is applied on these rebalanced and smeared events

providing an estimate for the QCD background.

All events with enough energy need to be included in the sample to be rebal-

anced. As some of these events are triggered with a high prescale, large weights

are introduced. The smearing is repeated several times with different values for

the response of the rebalanced jets and the variance of this distribution is taken

as statistical uncertainty. Due to the possibly high prescales for some events this

uncertainty is large.

7.7.3 Invisibly Decaying Z

The method to estimate the background due to Z-events, where the Z decays into

two undetected neutrinos, uses the fact that high pT photons are produced in a

similar way as high pT Z-bosons. Only these high pT events are of importance for

this method as the two neutrinos from the Z-boson and the boost of the boson

must be sufficient to generate enough /HT . The method starts from a photon + jet

sample and replaces the photon in the event record by a invisibly decaying Z-

boson, i.e. the photon is removed. HT and /HT are recalculated without the

photon.
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There are several corrections needed. First the smaller cross section of Z-

events compared to photon-events needs to be accounted for and efficiency cor-

rections to the photon events are needed. Furthermore, only events with prompt

photons are relevant to this analysis. Non-prompt photons are background, that

needs to be corrected for.

This analysis needs more corrections than the analysis where Z events decay-

ing to two electrons or muons are used and the leptons are removed. However,

this cleaner Z analysis suffers from a severe lack of statistics due to the factor 6

smaller branching fraction of Z-bosons decaying muons compared to neutrinos.

Therefore, the photon analysis is chosen. In future updates of the analysis it is

planed to use a combination of several background estimation methods to reduce

the uncertainties on this background.

7.8 Combination of the Background

In this section the background prediction as described above is combined and

compared to the data.

Method Baseline Medium-HT &/HT High-HT High-/HT

(HT >350 GeV) (HT >500 GeV) (HT >800 GeV) (HT >800 GeV)

(/HT >200 GeV) (/HT >350 GeV) (/HT >200 GeV) (/HT >500 GeV)

Z → νν 376.3 ±12.3± 79.2 42.6 ±4.4± 8.9 24.9 ±3.5± 5.2 2.4 ±1.1± 0.5

tt/W → e, µ+X 243.5 ±19.8+30.0
−30.9 12.7 ±3.3± 1.5 22.5 ±6.7+3.0

−3.1 0.8 ±0.8± 0.1

tt/W → τhadr+X 263 ±8± 7.4 17 ±2± 0.7 18 ±2± 0.5 0.73 ±0.73± 0.04

QCD 30.9 ±35.2+16.6
−6.2 1.3 ±1.3+0.6

−0.4 13.5 ±4.1+7.3
−4.3 0.09 ±0.31+0.05

−0.04

Total background 927.5 ±103.1 73.9 ±11.9 79.4 ±12.2 4.6 ±1.5

Observed in data 986 78 70 3

Table 7.7: Predicted event yields from the different background estimation meth-

ods for the baseline selection and for the evolved search regions. The background

combination is performed by taking into account the shape of the uncertainties.

Thus the simple sum of the mean predictions of each background prediction does

not necessarily correspond to the combined background prediction.
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Figure 7.16: Comparison between the data and the data driven background

estimates for the baseline selection. The distributions shown are HT (left) and /HT

(right).

The predictions from the different background estimation methods for 1.14fb−1

are summarised in Tab. 7.7. The combination of these backgrounds takes into

account the different distributions of the uncertainty, although most uncertain-

ties are found to be in a good approximation to be distributed in a Gaussian

way. These possibly asymetric distributions, and the fact that the part of the

distribution that corresponds to negative background predictions are not taken

into account, lead to a possible shift of the mean predicted value compared to the

simple sum. There are only minor systematic correlations between the different

background estimation methods. The statistical correlation between the two tt

and W + jet predictions is taken into account for the high /HT evolved selections.

This is the only selection, where this correlation has a significant influence on the

total uncertainty.

Data and SM background prediction agree within the uncertainties. In gen-

eral, the prediction slightly over-estimates the data for the evolved selection.

Comparing the data-driven background predictions to the pure MC simulation

shown in Ch. 6, it can be seen that the data-driven predictions agree much better

with the data. This indicates the improvement due to these background estima-

tion methods. The comparison of the HT and /HT distribution between data and
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the data driven background estimates can be seen in Fig. 7.16. These plots are

also published in [45].

As no excess of data can be observed, it is only possible to set exclusion limits

within the SUSY parameter space.
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8

Interpretation in the cMSSM

In this chapter the interpretation of the results within the constraint MSSM [61]

(cMSSM) is presented. The limits on this model are set with the CLs method [62].

8.1 Results with the CLS Method

Method

As it is necessary to know the expected signal yield 1 for different points in the

parameter space of the cMSSM and the uncertainties on this value, the analysis

is run on the signal sample produced with CMSSW 4.2 fast simulation. The

NLO cross section is calculated for each production mechanism separately using

Prospino [63]. The scan has a positive µ, tan β = 10 and A0 = 0. The values m0

and m1/2 are varied from 0 to 2000 GeV and 0 to 800 GeV, respectively, in steps

of 20 GeV. 2

The systematic uncertainties on the signal yields taken into account are:

• Jet energy scale: The jet energy scale is scaled up and down by the uncer-

tainty derived for data [41] and the corresponding difference in the signal

1For a cross section limit the signal acceptance is sufficient, but here the cross section

calculated for the cMSSM as shown in Fig. 3.4 is used directly, speeding up the limit calculation
2Several points failed in the production chain and they are therefore not included in the

limit calculation, but hardly any of these points are close to the limit curve found.
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acceptance is taken as the uncertainty.

• Jet energy resolution: The generator level jets are smeared with the detector

resolution as measured in data plus and minus the uncertainty on this res-

olution. Half the difference between the event yield of both measurements

is taken as the uncertainty.

• Parton distribution functions: Using the uncertainties on the signal accep-

tance calculated with the latest PDF4LHC recommendation. [64]

• Luminosity: The uncertainty on the luminosity measurement is taken to be

6%. [65] 1

The signal acceptance and the uncertainties for the cMSSM parameter space

can be found in the appendix B. The NLO cross section shown in Fig. 3.4 used

for the limit calculation was discussed in chapter 3.5.

To calculate the confidence level (CL) of a given hypothesis first a probability

density function is defined for each hypothesis. For the background only hypoth-

esis a Poisson function is created with the predicted background events as mean

value to account for statistical fluctuations of the data. Similarly for the signal

plus background hypothesis the mean of the Poisson is the expected background

plus the expected signal contribution.

Systematic uncertainties are not of immediate interest, but must be accounted

for and are therefore treated as nuisance parameters. As the shape of the com-

bined uncertainties of the background prediction is Gaussian, these parameters

are Gaussian distributed around zero. The width of the distribution is the un-

certainty relative to the mean value of the background prediction.

With these probability density functions a test statistics Q can be created

for the background only hypothesis, the signal plus background hypothesis and

the data. An optimal2 choice for the test statistics that maximises the difference

1The Uncertainty quoted in the reference is 4.5%.However, at the time of the limit calcula-

tion the value was still 6% that was reduced due to improvements in the measurement shortly

afterwards. The influence on the limit is very small.
2The likelihood ratio is shown to be optimal in the Neyman-Pearson lemma

108



8.1 Results with the CLS Method

between background only and background plus signal hypothesis is the likelihood

ratio. The value for Q on data is defined as:

Q =
L(data, s+ b)

L(data, b)
(8.1)

The distribution of the likelihood L(data,Hypothesis) is the probability den-

sity function (PDF) of the data for a given hypothesis. For the signal plus back-

ground and background only hypothesis toy Monte Carlo data is generated ac-

cording to the probability density function for the signal plus background and

background only hypothesis, respectively, leading to a test statistic distribution.

An example plot of such a test statistics is shown in Fig. 8.1.

Figure 8.1: Test statistics shown as -2 ln(Q) for an example susy point (m0 = 300,

m1/2 = 500). The red plot shows the distribution with data from a background-only

toy dataset and the blue plots shows the distribution with data from a signal-plus-

background toy dataset. The curves are normalised to the integral of one. The

shaded area of the red plot corresponds to 1 − CLb, the small shaded area under

the blue graph on the right of the Q value found in data corresponds to CLs+b
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8. INTERPRETATION IN THE CMSSM

CLb and CLs+b are defined as the probability that the observed Q in data is

larger or equal to the Q of the distribution for the background-only and signal-

plus-background hypothesis:

CLb = Pb(Q ≤ Qobs) (8.2)

and

CLs+b = Ps+b(Q ≤ Qobs) (8.3)

CLS is defined as the ratio between the confidence level of the signal plus back-

ground hypothesis CLs+b and the background only hypothesis CLb to account

for statistical fluctuations1:

CLs =
CLs+b
CLb

(8.4)

Even though CLs is not a confidence level, but a ratio of two confidence levels,

a tested cMSSM point is excluded with at least 95% confidence if CLs < 0.05.

To calculate the expected limit toy Monte Carlos are generated according to the

expected background only hypothesis. Using the mean and the closest two points

that contain 68% of the toy MC distribution instead of the measured data the

mean and the one sigma uncertainty band of the expected limit is calculated.

Results

Calculating the limits for all selections, it can be seen in Fig. 8.2 that the high

HT and high /HT selection are most sensitive. The /HT selection is as expected most

sensitive in the region of low m0 up to about 850 GeV, while the high HT selection

is most sensitive for higher values of m0. The combined exclusion curve shows the

contour of the best of the limits. This exclusion curve can be found in Fig. 8.3.

Comparison with other analyses

In Fig. 8.4 all limits in the cMSSM plane from the CMS experiment are shown.

The analysis presented in this thesis labeled with Jets+MHT has the best limits.

1CLS+B would by definition exclude in 5% of the searches a signal with zero strength
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Figure 8.2: Observed (left) and expected (right) limits for the evolved selections

medium HT & /HT (green), high HT (purple) and high /HT (blue) in the m0-m1/2-

plane for 1.14fb−1.

For low values of m0 up to about 400 GeV the limit is rather flat at about

m1/2 = 530 GeV. For higher values of m0 the limit in m1/2 drops with a similar

shape as the line of a constant squark mass. Except for very high values of m0

the hadronic searches dominate the limits. One other hadronic analysis is the

analysis labeled αT [66] that also includes dijet events and relies heavily on the

variable αT to suppress QCD events. This variable uses the fact that QCD-jets

are usually back-to-back, while this is usually not true for the two leading jets in

events with real /ET . A further hadronic analysis is labeled MT2 [67] that is based

on the transverse mass variable. Like in the analysis presented here two search

regions are optimised for sensitivity at low and high values of m0, respectively.

Another analysis called the ”Razor”-analysis [68] was made public well after this

analysis and is therefore not included in Fig. 8.4. It only predicts the shape of

the contributing SM backgrounds and fits the scale of these backgrounds to best

fit the data in a region where only little signal is expected. This analysis uses

hadronic as well as leptonic search regions and is therefore more sensitive at very

high values of m0.

The analysis presented here also shows superior results in comparison with
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Figure 8.3: Observed and expected limit with 1 sigma uncertainty band in the

m0-m1/2-plane for 1.14fb−1. The best limit of the different selections is used.
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Figure 8.4: Comparison between all the limits set on the cMSSM parameter space

by the different CMS analysis.

the ATLAS limits making it the most constraining direct analysis on the cMSSM

when made public. The intense work on data-driven background estimates results

in an increased sensitivity. In this context it should be reminded that this analysis

is rather model independent and the competitiveness of the analysis was not

obvious at the beginning.

8.2 Combining the Search Regions

As described above, the best limit of several selections was used for the total

limit setting. This can bias the limit towards higher values because from two

selections with the same sensitivity the one where the measured data fluctuated

towards lower events would be taken. The effect of picking up statistical fluc-

tuations in data becomes larger if more search regions are added. The biggest

disadvantage,however, is that two selections that might be quite different, but
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8. INTERPRETATION IN THE CMSSM

Background (HT >800 GeV) (500 GeV<HT <800 GeV) (HT >800 GeV)

(350 GeV</HT <500 GeV) (/HT >500 GeV) (/HT >500 GeV)

Z → νν 4.71 ±1.61± 0.91 6.05 ±1.62± 1.32 2.23 ±1.02± 0.47

tt/W → e, µ+X 2.10 ±1.22+0.23
−0.24 1.67 ±1.19+0.19

−0.20 0.73 ±0.73± 0.08

tt/W → τhadr+X 2.37 ±0.70± 0.15 3.49 ±0.82± 0.78 0.68 ±0.68± 0.04

QCD 1.00 +1.11
−1.00

+0.45
−0.37 0.00 +0.03

−0
+0.01
−0 0.08 +0.30

−0.08
+0.05
−0.04

Total background 10.17 ±2.63 11.21 ±2.67 3.66 ±1.54

Observed in data 8 8 3

Table 8.1: Predicted event yields for different background processes for exclusive

regions. The first uncertainty given is statistical, the second is the systematic

uncertainty. The data and background prediction correspond to 1.06fb−1.

yield a similar confidence level at some parameter regions, are not combined to

give an improved confidence level. Therefore, a proper combination of different

search regions is wanted and studied here for application in future analyses.

The search regions discussed so far are overlapping, i.e. events that enter one

selection can also enter another selection. These selections cannot be combined

in a straightforward way as this would lead to a double counting of some regions

leading to a limit that is too stringent. To avoid this problem exclusive regions are

defined and thus made statistically independent. The data yield of these search

regions together with the background predictions from the background estimation

methods described in the last chapter are summarised in Tab. 8.1. Note that not

for all background estimation methods a prediction with 1.14fb−1 was available

for the exclusive regions. Therefore the data and background predictions in this

table correspond to only 1.06fb−1. The statistical uncertainties on the QCD

prediction is large relative to the predicted value, but as the QCD background is

small for these regions, the influence on the total uncertainty is small.

In contrast to the published result discussed above, the total background in

each region is taken as the sum of the individual background predictions here

and in future updates of the analysis [69]. The effect on the limit is very small.

However, especially in search regions with little predicted background and large

relative uncertainties the prediction can be shifted towards higher values by taking
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8.2 Combining the Search Regions

the uncertainties into account. An overestimated uncertainty can therefore lead

to a larger predicted background and improve the limit.

To combine the different exclusive regions the likelihood used in Eq. 8.1 can

simply be multiplied for the different channels [62]. However, care has to be

taken about the correlation of the uncertainties. The systematic uncertainties of

the background predicted by one method is taken to be fully correlated between

the different channels. This is done by using the same value for the nuisance

parameter in all channels. The statistical uncertainties and the systematic un-

certainties between different background estimation methods are uncorrelated.

Therefore, several nuisance parameter have to be introduced; one for each back-

ground estimation method, one for each channel to account for the statistical

uncertainty within these methods and - as in the standard case - one for each

signal uncertainty.

The resulting limit can be seen in Fig. 8.5. Since for the high m0 or high

m1/2 region one search region is much more sensitive than the others, no strong

improvement is expected, and in fact only very little difference due to the com-

bination of the exclusive regions can be seen close to the borders of the signal

scan. The slight decrease in sensitivity for the combined observed limit at low

m0 is due to the smaller luminosity used for the exclusive search regions, while

the data yield is the same in the high /HT selection. The larger difference between

the standard result and the result using the combination for high m0, that is

also visible in the expected limit, is due to the missing search region of high HT

and low /HT
1. In the region around medium m0, however, where several search

regions yield similar sensitivity, an improvement of up to 40 GeV in m1/2 can be

observed due to the combination of the exclusive regions in the observed and the

expected limit.

Apart from this increase in sensitivity this combination introduces no bias,

and defining search regions is much easier. With the previous method few search

regions have to be defined that are most sensitive, without looking at the data to

not bias the result. An non-optimal choice would lead to a severe drop in sensitiv-

ity. With the combination method many regions can be defined and combined.

1The search region of HT > 800 GeV and 200 GeV < /HT < 350 GeV could not be included

as the background prediction was not available for all background prediction methods.
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Figure 8.5: Limits on the cMSSM from this analysis, including the combination of

several exclusive search regions. The limit set without combination uses 1.14fb−1

of data, while the combined limit uses only 1.06fb−1.

Insensitive regions simply do not add much information and the limit remains

unchanged.

With the use of IsaPythia with ISAJET [70] version 7.71 the masses of the

SUSY particles have been calculated within the cMSSM. Fig. 8.6 shows the same

limit in the squark-gluino plane. The squark mass corresponds to the mean of

the squark masses of the first two generations, that are nearly mass-degenerated.

Squark masses of the third generation might, however, be smaller. The very

narrow band close to the region where there is no cMSSM solution is the region

where the stau is the LSP. As there is no simulation available in this region and
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Figure 8.6: Limits on the cMSSM from this analysis, including the combination

of several exclusive search regions in the squark-gluino plane.

this analysis is not targeted at this region, this region remains allowed. However,

as discussed in Ch. 3 the LSP would not be a dark matter candidate anymore.

Except for this region, squark masses of the first two generations can be excluded

in the cMSSM up to about 1050 GeV.

8.3 Results with the Full 2011 Dataset

While this thesis was written more data has been recorded and analysed. The

full dataset taken by CMS in 2011 corresponds to an integrated luminosity of
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Figure 8.7: Limits on the cMSSM with the combination of several exclusive search

regions on 4.65fb−1.

4.65fb−1. For the interpretation of this data the combination of several search

regions discussed above has been applied, using 14 exclusive bins. Apart from

this, the most important change was the increased HT cut to 500 GeV for the

baseline selection due to increased trigger thresholds. The analysis of the full

2011 dataset will be made public soon [69]. The update of the ”lost lepton”

method to the full 2011 dataset will be described in full detail in [71]. Apart

from updated MC studies with higher statistics the main difference is the use of

reconstruction efficiencies from simulation. While this increases the dependence

on the simulation it allows for a better treatment of the kinematical differences

between the tt, W + jet and Z-sample.

The limits that can be set with this dataset are shown in Fig. 8.7 in the

m0/m1/2 mass plane and in Fig. 8.8 in the msquark/mgluino mass plane. While

the limit has improved significantly, the gain in sensitivity is not nearly as large

as between the analysis described in this thesis and the analysis using 36pb−1 of
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data. Squark masses of the first two generations below about 1100 GeV can be

excluded.
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Conclusion

Motivated by the observation of dark matter and theoretical predictions for SUSY

discussed in chapter 3, an all-hadronic search based on jets and /HT for new

physics has been performed on 1.14fb−1 and 4.65fb−1 of data recorded by the

CMS experiment using proton-proton collisions at
√
s = 7 TeV. While the search

is rather generic due to the signature of large /HT , the focus is set on a SUSY

search and an interpretation within the mSUGRA framework. The lepton veto

in this analysis is introduced to reduce the tt and W + jet background. The

most striking feature of the analysis is the large amount of effort put into data

driven background estimation methods that allow for a determination of the

expected Standard Model background with high precision. A large part of this

thesis documents the prediction of the tt and W + jet background where the

lepton from the W decay is not reconstructed, not isolated or out of detector

acceptance. A control sample is constructed close in phase space to the search

region of the analysis, but with exactly one muon. This control sample is re-

weighted using reconstruction, isolation and acceptance efficiencies for the muon

and the electron to predict the background to signal events. The reconstruction

and isolation efficiencies for leptons are determined using the ”tag & probe”-

method on the Z-resonance. Possible signal contamination in the control sample

is removed using the combined transverse mass from the muon and the /ET .

In combination with background predictions for QCD, Z → νν and the re-

maining tt and W + jet background due to hadronically decaying taus, control

of the /HT tails is demonstrated for a final hadronic analysis.
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9. CONCLUSION

As no excess over the predicted SM background has been observed, limits

are set on the mSUGRA parameter space. The limits calculated with the CLS

method rule out a large, previously unexplored area of the parameter space,

setting a lower limit on the squark masses of the first two generations of 1050 GeV

for tan β = 10 and A0 = 0 already with 1.14fb−1 of data. This is the world-wide

most sensitive result in the cMSSM made public in summer of 2011. With the

full integrated luminosity of 4.65fb−1 the limit improves to about 1100 GeV.

As discussed in section 3.2, rather light SUSY particles are favoured due to

the corrections to the higgs mass, the dark matter density and the running of

the coupling constants. With the limits set from the analysis discussed in this

thesis the impression might arise that a large part of the most favoured parameter

region of SUSY is already excluded. However, it should be noted that the cMSSM

discussed here is a heavily contraint SUSY model and direct limits on the left- and

right-handed stop are only at around 260 GeV and 190 GeV, respectively [72].

Even within the cMSSM there are many very interesting non-excluded regions,

where the dark matter density can be accounted for by enhanced annihilation

processes of the LSP [73]. SUSY is therefore far from being excluded and the

search continues.

Especially with the planned increase in the center of mass energy in 2014,

further regions of the parameter space can be probed as the cross-section for

heavy particles increases much stronger with energy than the standard model

background.

To account for the stringent limits set so far, future SUSY searches should

be interpreted also in more general frameworks than the cMSSM. The analysis

discussed above is already being interpreted with more general, simplified mod-

els [74].
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Appendix A

Additional Tests of the Method

on Simulated Events

In this part of the appendix additional closure plots as defined in chapter 7.4.1

are shown. First the closure of leptons out of acceptance A.1 is shown. The

remainder of the plots are the closure pots as shown in the thesis seperated for

tt and W + jet.
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Figure A.1: Comparison of the kinematic properties of the plain MC simulation

and the prediction on the same sample of leptons out of detector acceptance, for

muons (left) and electrons (right). Schown is the /HT distribution, where the largest

dependence is expected as it is correlated with the boost of the W -boson and the

lepton pT
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Figure A.2: Comparison of the kinematic properties of the plain tt MC simulation

and the prediction on the same sample of identified but non-isolated leptons, for

electrons (upper two plots) and muons (lower two plots). The shown variables are

MHT (left) and HT(right)
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Figure A.3: Comparison of the kinematic properties of the plain W + jet MC

simulation and the prediction on the same sample of identified but non-isolated

leptons, for electrons (upper two plots) and muons (lower two plots). The shown

variables are MHT (left) and HT(right)
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Figure A.4: Comparison of the kinematic properties of the plain tt MC simulation

and the prediction on the same sample of non-identified leptons in detector accep-

tance, for electrons (upper two plots) and muons (lower two plots). The shown

variables are MHT (left) and HT(right). The difference in scale will be corrected

for.
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Figure A.5: Comparison of the kinematic properties of the plain W + jet MC

simulation and the prediction on the same sample of non-identified leptons in de-

tector acceptance, for electrons (upper two plots) and muons (lower two plots).

The shown variables are MHT (left) and HT(right). The difference in scale will be

corrected for.
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Figure A.6: Closure test of the method. The total background prediction without

scale correction on tt MC samples is compared to the plain MC simulation for the

same samples. using the muon control sample only The shown variables are: MHT

(a), HT (b), number of primary vertices (c) and the leading jet pT (d).
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Figure A.7: Closure test of the method. The total background prediction without

scale correction on W + jet MC samples is compared to the plain MC simulation

for the same samples. using the muon control sample only The shown variables

are: MHT (a), HT (b), number of primary vertices (c) and the leading jet pT (d).
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Appendix B

Additional Information for Limit

Setting

In this part of the appendix additional information used for limit setting such

signal acceptance B.1 and relative signal uncertainties B.2 B.3 are are shown for

the cMSSM.

As discussed in the thesis some parameter points are not simulated. These

point are excluded from the limit setting and left blank here. However, there are

no large regions of not simulated parameter points close to the limit. Calculations

used for the limit with the full 2011 dataset use an extended scan that is much

more complete.
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Figure B.1: The plots show the ratio of signal events passing the the baseline

selection (top left), the high /HT selection (top right) and the high HT selection

(bottom). There is no simulation available for the white regions.
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high /HT selection (top right) and the high HT selection (bottom). This uncertainty

is a combination of the jet energy scale, jet energy resolution, PDF and statistics

as shown in Fig. B.3 There is no simulation available for the white regions.
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Figure B.3: Seperated parts of the relative signal uncertainty for the baseline
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