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The irradiation of an atomic cluster with a femtosecond x-ray free-electron laser pulse results in a

nanoplasma formation. This typically occurs within a few hundred femtoseconds. By this time the

x-ray pulse is over, and the direct photoinduced processes no longer contributing. All created elec-

trons within the nanoplasma are thermalized. The nanoplasma thus formed is a mixture of atoms,

electrons, and ions of various charges. While expanding, it is undergoing electron impact ionization

and three-body recombination. Below we present a hydrodynamic model to describe the dynamics

of such multi-component nanoplasmas. The model equations are derived by taking the moments of

the corresponding Boltzmann kinetic equations. We include the equations obtained, together with

the source terms due to electron impact ionization and three-body recombination, in our hydrody-

namic solver. Model predictions for a test case, expanding spherical Ar nanoplasma, are obtained.

With this model, we complete the two-step approach to simulate x-ray created nanoplasmas, ena-

bling computationally efficient simulations of their picosecond dynamics. Moreover, the hydrody-

namic framework including collisional processes can be easily extended for other source terms and

then applied to follow relaxation of any finite non-isothermal multi-component nanoplasma with its

components relaxed into local thermodynamic equilibrium. VC 2016 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4940787]

I. INTRODUCTION

The recently developed x-ray free-electron lasers

(FEL)1–3 open up new horizons in the experimental investi-

gation of interaction of ultrashort intense light pulses with

matter. In particular, the progressing experimental studies of

FEL irradiated atomic clusters4,5 contribute towards the

understanding of the behavior of radiation-induced ioniza-

tion dynamics within complex systems. Recently, a nano-

plasma formation following the irradiation of Ar cluster by a

femtosecond x-ray pulse was also reported in Ref. 6.

In the case of such short irradiating pulses, one can sepa-

rate the ionization dynamics of the irradiated cluster into two

phases. In the first (strongly non-equilibrium) evolution

phase, the direct photoinduced processes including photoio-

nization and Auger decay contribute. Electrons created

within the system are not yet in thermal equilibrium. This

phase lasts for up to a few hundred fs, depending on the sys-

tem size and the irradiation conditions. During this time,

electrons attain a local thermodynamic equilibrium. When

the relaxation processes are finished, one can also assume all

ions to be in their ground states. This first phase can be effi-

ciently modeled by classical molecular dynamics (MD) while

treating all scattering processes with the Monte-Carlo

approach.6–9 In the second evolution phase, the direct photoin-

duced processes do not contribute any longer, and the ioniza-

tion dynamics is governed mainly by collisional processes,

namely, electron impact ionization and three-body recombina-

tion. Moreover, the nanoplasma formed during the first phase

continues to expand due to the thermal electron pressure and

Coulomb repulsion between positively charged ions. This

occurs on picosecond timescales. Therefore, in order to under-

stand the experimental spectroscopic data of the nanoplasma

which involve final charge state distribution of ions and energy

distributions of electrons and ions, one needs to follow its evo-

lution on a picosecond timescale. This is computationally ex-

pensive with particle approaches. As reported in Ref. 10, it

took 30 days for a PIC code (run on an 80 core shared-memory

workstation 8� Intel E7-8860) to follow the dynamics of a

spherical hydrogen cluster of 25 nm-radius (�2.7 � 106 atoms)

during the first 100 fs after its irradiation. As another example,

our in-house developed MD code, XMDYN7 uses around 48

CPU (central processing unit) hours to simulate the dynamics

of an Ar1000 cluster for about 1.5 ps.6 In contrast, the hydrody-

namic approach (HYDRO) can achieve much better computa-

tional efficiency at simulating long-timescale evolution of such

systems. Saxena et al.11 have shown a comparison of the two

approaches, the MD one and the hydrodynamic one, for a

model system involving >105 particles. However, the hydrody-

namic model used there enabled only sample propagation and

neglected collisional relaxation processes.

In the present work, we extend the model described in

Ref. 11 to include impact ionization and three-body recombi-

nation processes. The extended scheme can treat a multi-

component nanoplasma, for which electrons, neutrals

(atoms), and ground state ions are modeled as separate fluids
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intermixed with each other. To achieve this, we derive the

hydrodynamic equations directly from the dedicated

Boltzmann equations12,18 by taking their corresponding

moments. The kinetic equations have been successfully

applied for a description of the initial cluster experiments

performed at the FLASH facility.18–20 The three-body

recombination can contribute at all stages of the sample evo-

lution, also during the non-equilibrium phase. Its contribu-

tion depends on the transient electron density and transient

electron temperature. Following the methodology presented

in Ref. 21, our model accounts for the contribution of three-

body recombination at each evolution stage, also out of equi-

librium. Using the microscopic reversibility principle, the

recombination is treated as an inverse process to collisional

ionization. In this way, the only external input required for

equations are collisional cross sections. This enables, e.g., an

easy inclusion of the hydrodynamic simulation scheme into

the previously discussed two-step simulation scheme (MD-

HYDRO)—consistent with the parameters of the MD model

used.

To compare, in a recent work by M€uller et al.,14 authors

have proposed source terms for fluid equations due to elec-

tron impact ionization using a similar formulation; however,

their model does not include the three body recombination

process. In the two-fluid model by Meier and Schumlak,15

impact ionization and radiative recombination processes are

included, however, only for singly charged ions, electrons,

and neutrals. The dynamics of higher charge states is not

treated. Three-body recombination is not treated as well. A

similar scheme formulated by Khomenko et al.16 for a multi-

component partially ionized solar plasma is also limited to

singly charged ions; however, it addresses a mixture of dif-

ferent atomic species in the presence of external magnetic

field as it is the case for a solar plasma. This model provides

a general set of transport equations, including even radiative

processes, but the source terms are obtained there for a sim-

plified two-fluid case, wherein (i) all atoms are treated as an

average neutral fluid and (ii) all electrons together with all

singly charged ionic species constitute an average charged

fluid. Also, there are commercially available hydrodynamic

models such as, e.g., HELIOS,17 which include many inter-

action processes and various geometries. However, as these

options are built-in into the code, it is difficult to vary them

(while testing, e.g., various cross section parametrization),

and, in turn, to make a consistent link with the non-

equilibrium MD simulations.

The objective of the present work is to formulate multi-

fluid model equations which describe the dynamics of a

spherical nanoplasma: (i) comprising thermalized electrons,

atoms, and multiply charged ions and (ii) including colli-

sional interactions among them. We are aware that our

model can only describe the expansion phase of the laser-

cluster interaction as it does not treat direct photoinduced

processes and non-thermalized electrons. This is why we

foresee to adopt a two-step strategy, wherein the first phase

is modeled by a dedicated molecular dynamics approach.7

With the current model, we complete this two-step approach

to simulate x-ray created nanoplasmas, enabling

computationally efficient simulations of their long-timescale

evolution.

In future, this hydrodynamic framework including colli-

sional processes can be easily extended for other source

terms (e.g., describing radiative processes) and then applied

to follow relaxation of any finite non-isothermal multi-com-

ponent nanoplasma for which the components have relaxed

into local thermodynamic equilibrium.

In the next section (Sec. II), we discuss the multi-fluid

equations describing the dynamics of a spherically symmet-

ric nanoplasma. In Sec. III, numerical results for a test sys-

tem, argon nanoplasma, are presented. Finally in Sec. IV, we

summarize our work and discuss the future directions.

II. MULTI-FLUID MODEL INCLUDING IMPACT
IONIZATION AND THREE-BODY RECOMBINATION

Hydrodynamic equations for a system consisting of

electron fluid intermixed with atomic fluid and a number of

positively charged ion fluids can be derived from the corre-

sponding kinetic equations. They read12

@qe;i r; v; tð Þ
@t

þ v �
@qe;i r; v; tð Þ

@r
þ Ze;ieE

me;i
�
@qe;i r; v; tð Þ

@v

¼ SII
e;i þ STBR

e;i : (1)

Here, q denotes the phase space density of particles with

subscripts e/i representing electrons/ions. Among other sym-

bols, r and v denote position and velocity vectors, t repre-

sents time, Z represents the charge state (�1 for electrons, 0

for neutrals, etc.), E stands for total electric field, and m is

particle mass. On the right hand side, SII represents the

source terms due to electron impact ionization, whereas STBR

denotes the source terms related to three body recombina-

tion. In the following, we elaborate on the source terms of

Eq. (1). The impact ionization source terms for electrons and

ions are as in Ref. 12

SII
e ¼

Xjmax

j¼0

nj r; tð Þ
ð

d3ve ve qe r; ve; tð Þ
drj!jþ1

ic ve; v0e ¼ v
� �
dv

 (

þ
drj!jþ1

ic ve; vs ¼ vð Þ
dv

!
� vqe r; v; tð Þrj!jþ1

ic vð Þ
)
;

(2)

SII
j ¼

ð
d3ve rj�1!j

ic ðveÞ ve qeðr; ve; tÞ
� �

qj�1ðr; v; tÞ

�
ð

d3ve rj!jþ1
ic ðveÞ ve qeðr; ve; tÞ

� �
qjðr; v; tÞ: (3)

Index j describes a charge state of an ion and assumes values

from 0 (atoms) to jmax, where jmax corresponds to the highest

charge state allowed in the system. Moreover, nj is the den-

sity of ion fluid consisting of charge species j; v � jvj and

rj!jþ1
ic ðvÞ is the total impact ionization cross section for ions

in the charge state j. The doubly differential cross section is

denoted as drj!jþ1
ic ðve; v

0
e ¼ vÞ=dv, where ve stands for the

velocity of incoming electron and v0e is the velocity of the

incoming electron after the collision. The velocity of the
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secondary electron is denoted by vs. With this, the source

terms describing the effect of three body recombination on

the phase space density of electrons and ions can be written

as in Refs. 12 and 18

STBR
e ¼

Xjmax

j¼0

nj r; tð Þ
ð

d3vepd3veqe r; vep; tð Þqe r; ve; tð Þvepve

�

�
drj!j�1

3 vep; ve; v0e ¼ v
� �

dv
� 2vqe r; v; tð Þ

�
ð

d3ved3v0eqe r; ve; tð Þve

drj!j�1
3 v; ve; v0e

� �
dv0e

; (4)

STBR
j ¼ qjþ1 r; v; tð Þ

ð
d3vepd3ved3v0eqe r; vep; tð Þqe r; ve; tð Þvepve

�
drjþ1!j

3 vep; ve; v0e
� �
dv0e

� qj r; v; tð Þ

�
ð

d3vepd3ved3v0eqe r; vep; tð Þqe r; ve; tð Þvepve

�
drj!j�1

3 vep; ve; v0e
� �
dv0e

: (5)

Here, vep denotes the velocity of the electron which is cap-

tured during the three body recombination process, while the

other electron with the velocity veðv0eÞ is the ‘spectator’ elec-

tron. The differential cross section for the three-body recom-

bination can be expressed in terms of doubly differential

cross sections for impact ionization, using the Fowler rela-

tions for microscopic reversibility.21 The relation between

the two differential cross sections can be written as

drj!j�1
3 v0; v00; vð Þ

dv
¼ gj

gjþ1

v3

v03v003
h3

8pm3
e

drj�1!j v; v0ð Þ
dv0

� mv00d E� Ej�1 � E0 � E00
� �

; (6)

where

d E� Ej�1 � E0e � Ee

� �
¼

d v0e �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

me
E� Ej�1 � Eeð Þ

r !

me

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

me
E� Ej�1 � Eeð Þ

r ;

(7)

and Ej�1 is an energy needed to ionize the ion from the

charge state j� 1 to j. We also denote

~Nj�1 �
h3

8pm3
e

gj�1

gj
(8)

and

fMðvÞ � ðme=i=2pkBTe=iÞ3=2
exp ð�v2=v2

TÞ (9)

which is the Maxwell-Boltzmann distribution. In the above

formulae, h is the Planck’s constant, kB is the Boltzmann’s

constant, gj, gj�1 are the number of free occupancies avail-

able for an electron within an ion recombining from the

charge state j to the charge state j� 1, and vT¼ 2kBTe=i/me=i

is the thermal velocity of electrons (ions). Substituting the

above expressions in (4) and (5) and factorizing the phase-

space distribution of thermalized particles, q(r, v, t), into

q(r, v, t)¼ n(r, t)fM(v – u), one obtains

STBR
e ¼

Xjmax

j¼0

nj r; tð Þn2
e r; tð Þ4p ~Nj�1

�
vfM vð ÞfM îvj�1

� �
rj�1!j vð Þ

� 2

v2
fM v� uð Þexp v2=v2

T þ v2
j�1=v

2
T

� �
�
ð

dv0e v0e
3

drj�1!j v0e; v
� �

dv
fM v0e
� ��

; (10)

STBR
j ¼ qjþ1ðr; v; tÞn2

eðr; tÞ4p ~NjfMðîvjÞRj!jþ1

�qjðr; v; tÞn2
eðr; tÞ4p ~Nj�1fMðîvj�1ÞRj�1!j; (11)

where î �
ffiffiffiffiffiffiffi
�1
p

, and Rj!jþ1 �
Ð

d3ve ve rj!jþ1
ic ðveÞ fMðveÞ is

the rate for the impact ionization from charge state j to jþ 1.

Now, we take zeroth, first, and second order moments of

Eq. (1), along with the expressions for source terms in Eqs.

(2) and (10) for electrons and those in Eqs. (3) and (11) for

ion/atom species, respectively. Taking an nth order moment

involves multiplying the equation by v
n and then integrating

it over the v-space. We use a truncation type closure where

we assume that the heat flux density vanishes, i.e., qe=i ¼
�kB

@Te=i

@r
¼ 0 for all species.22 This enforces the uniformity

of the fluid temperatures (separately for each component)

within the simulation box. We make another simplifying

approximation that the radial flow velocity, ue, of the elec-

tron fluid remains lower than its thermal velocity, i.e., ue �
vT which is justified in case of the slow hydrodynamic

expansion of nanoplasma created after x-ray irradiation. For

a spherically symmetric nanoplasma, we can then write

down the set of final fluid equations as

@ r2neð Þ
@t

þ @ r2neueð Þ
@r

¼
Xjmax

j¼0

r2njneRj!jþ1

�
Xjmax

j¼1

4pr2njn
2
e

~Nj�1fM îvj�1

� �
Rj�1!j;

(12)

@ r2neueð Þ
@t

þ @ r2neu2
e

� �
@r

¼ e r2neð Þ
me

@/
@r
� r2Te

me

@ne

@r
; (13)

@Te

@t
¼ 4p

Ne

ð
dr

"
�
Xjmax

j¼0

Te �
1

3
meu2

e þ
2

3
Ej

	 

r2nenjR

j!jþ1

þ
Xjmax

j¼1

Te �
1

3
meu2

e þ
2

3
Ej�1

	 


� 4pr2n2
enj

~Nj�1fM îvj�1

� �
Rj�1!j � 2

3
neTe

@

@r
r2ue

� �#
;

(14)

@ r2nj

� �
@t

þ
@ r2njuj

� �
@r

¼ r2nenj�1 � 4pr2n2
enj

~Nj�1fM îvj�1

� �� �
Rj�1!j

� r2nenj � 4pr2n2
enjþ1

~NjfM îvj

� �� �
Rj!jþ1; (15)
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@ r2njuj

� �
@t

þ @ r2njuj
2

� �
@r

¼ �Zje r2nj

� �
mi

@/
@r
� r2Tj

mi

@nj

@r

þ r2nenj�1uj�1 � 4pr2n2
eniui

~Nj�1fM îvj�1

� �� �
Rj�1!j

� r2nenjuj � 4pr2n2
enjþ1ujþ1

~NjfM îvj

� �� �
Rj!jþ1; (16)

@Tj

@t
¼ 4p

Nj

ð
dr Tj�1 � Tjð Þ þ

1

3
mi uj�1 � ujð Þ2

� ��

� r2nenj�1Rj�1!j þ Tjþ1 � Tjð Þ þ
1

3
mi ujþ1 � ujð Þ2

� �

� 4pr2n2
enjþ1

~NjfM îvj

� �
Rj!jþ1 � 2

3
njTj

@

@t
r2uj

� ��
;

(17)

1

r2

@

@r
r2 @/
@r

	 

¼ e

�0

ne �
Xjmax

j¼1

Zj nj

0
@

1
A: (18)

Symbols n, u, and T stand for the fluid density, radial fluid

velocity, and fluid temperature, respectively, whereas the sub-

scripts e and j represent the electron fluid and ion fluid of

charge stateþj (j¼ 0,…, jmax). This is to be noted that ue,j rep-

resent the radial components of the flow velocities of elec-

tron(e) and ion(j) fluids and can take both positive and negative

values depending on whether the flow is outward or inward.

The velocity vj is the velocity of an electron of the kinetic

energy corresponding to the ionization energy, Ej of the charge

state j (vj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ej=me

p
). Moreover, symbols Ne and Nj denote

the total number of electrons and ions of charge j, respectively,

within the simulation box. Their values evolve with time. The

electrostatic potential is denoted by the symbol /, e stands for

the magnitude of the electronic charge, Zj is the charge of the

ion fluid of the charge j, and �0 is the vacuum permittivity.

The first equation, Eq. (12), is the continuity equation

for the electron fluid and describes the conservation of elec-

tron number. Eq. (13) describes the conservation of the elec-

tron fluid momentum. Similarly, Eqs. (15) and (16) are the

continuity and momentum equations for ion fluid. Eqs. (14)

and (17) determine the time evolution of the electron fluid

and ion fluid temperatures.

The spatial profile of the electrostatic potential depends on

the charge density distribution. It is calculated with Poisson

equation, Eq. (18). The internal electric field which can be

obtained with the electrostatic potential triggers the dynamics

of the charged fluids, along with the thermal pressure (the sec-

ond term on the right hand side of the electron and ion momen-

tum equations) and with short-range collisions. In order to

follow the nanoplasma dynamics, we solve this coupled set of

time-dependent partial differential equations, i.e., Eqs. (12),

(13), (15), and (16) together with Eqs. (14), (17), and (18). In

order to demonstrate the complex dynamics, described by

these equations, in the next section (Sec. III), we will apply

them to a simple study case—preheated argon nanoplasma.

III. NUMERICAL SIMULATION OF EXPANDING ARGON
NANOPLASMA

The set of equations presented in Sec. II is an extended

version of the model presented in Ref. 11. The inclusion of

the new source terms representing the impact ionization and

three body recombination of these collisional processes in

our previous model does not change the basic properties of

these equations. We can therefore use the same numerical

methods as in Ref. 11 to solve the new set of equations: (i)

the flux corrected transport (FCT) scheme23,24 for the 0th

and 1st moment equations, (ii) 4th-order Runge-Kutta inte-

gration25 for the fluid temperature equations, and (iii) tri-

diagonal method25 for the Poisson’s equation. Moreover, to

ensure the stability against sharp gradients, we use the artifi-

cial viscosity concept introduced by Lapidus.26,27

As a test case, we choose a quasi-neutral spherical nano-

plasma of radius 100 Å which consists of a positively charged

fluid of Arþ1 ions at room temperature (Tþ 1¼ 0.025 eV at 0

fs) intermixed with a warm electron fluid (Te¼ 25 eV at 0 fs).

The density of the argon nanoplasma is equal to

1.9742� 1028m�3 which corresponds to an inter-atomic sepa-

ration of 3.7 Å. For all simulation runs presented here, we

have considered a simulation box size of Rmax¼ 1000 Å with

the grid resolution fixed to dr¼ 0.1 Å. The initial time step is

taken as dt¼ 0.01 attoseconds. Later, the adaptive time step

scheme is applied, following the Courant stability criterion.25

As the left boundary of our simulation box corresponds to the

symmetry axis at r¼ 0, we use there the reflective boundary

condition. An outflow boundary condition is used at the right

(external) boundary (r¼Rmax). The moment equations, Eqs.

(12), (13), (15), and (16), are then numerically solved, along

with the temperature equations, Eqs. (14) and (17), and the

Poisson equation, Eq. (18). In this study, we use the parametri-

zation of the total impact ionization cross section as given by

Lotz.13 The rates for electron impact ionization at electron

temperatures between 0 and 50 eV are tabulated in an input

file. Their intermediate values are calculated using linear

interpolation. In dedicated test runs, we have checked that the

particle number, charge, and total energy are accurately con-

served during the simulations.

The simulation results are discussed below. In Fig. 1, we

show how the populations of different species evolve. Their

FIG. 1. Evolution of electron and ion populations at times: (a) up to 100 fs

and (b) up to 2 ps. Initial fluid temperatures were Te¼ 25 eV,

Tþ 1¼ 0.025 eV at 0 fs.
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initial temperatures were Te¼ 25 eV and Tþ1¼ 0.025 eV.

The upper subplot shows the population evolution during the

first 100 fs, and the lower one shows the population evolu-

tion for up to 2 ps. In the initial phase of the evolution, the

impact ionization dominates over three body recombination.

This is because of the high temperature of electrons. At later

stages, as the electron temperature decreases, three body

recombination becomes more significant and the population

of neutral species increases. We notice that throughout the

simulation time, the populations ofþ4 and þ5 charge states

remain considerably low. During the first few hundred fem-

toseconds, doubly charged ions have the largest population

among the positively charged species, whereas at later

stages, singly charged state becomes the predominant charge

state, apart from the neutral species which have the highest

population.

In the first subplot of Fig. 2, the spatial distribution of

net charge density is shown at four different time instants 2,

5, 10, and 23 fs during the initial phase of the nanoplasma

evolution. In the lower subplot, we show the net charge den-

sity distribution after 0.5, 1, and 2 ps. It should be noted that

the nanoplasma remains quasi-neutral in the cluster core

region during the initial phase, whereas a space-charge sepa-

ration develops at the cluster edge. It then keeps evolving

with time, with fractions of fastest ions continuously leaving

the box. Electron escape is even faster: a part of electron

population is already moving towards the box boundary at

�2 fs. At later times, the space charge separation is no lon-

ger localized and it spreads over a large region.

The number densities of different species are shown in

Fig. 3, at 1 ps (upper subplot) and at 2 ps (lower subplot).

The growing population of atoms in the core region at the

later times indicates the predominant contribution of three

body recombination due to trapped slow electrons.

Moreover, in our simulations, we observe that the higher

charge species tend to move outwards with higher radial

velocities. They eventually populate the outer region near

the surface of the nanoplasma before moving out of the

simulation box, as also predicted by, e.g., Siedschlag and

Rost.28 This fast escape of highly charged ions contributes

additionally to the increasing relative participation of neu-

trals in the overall charge distribution.

Finally, in Fig. 4, we show time evolution of fluid temper-

atures of different species. The electron temperature, shown in

the upper subplot, first decreases rapidly. This indicates that

most energetic electrons escape from the box quickly. Further,

two more processes begin to contribute. These are the electron

impact ionization and thermal expansion of the nanoplasma.

They lead to the temperature decrease. We have verified that

the electron fluid velocity remain much lower than the elec-

tron thermal velocity throughout the expansion of the nano-

plasma, thus fulfilling the condition (ue � vth) used for

deriving our model in Sec. II.

In the lower subplot of Fig. 4, time evolution of ion tem-

peratures is shown. The temperature (i.e., kinetic energy)

first increases from its initial value because of the mutual re-

pulsive Coulomb interaction between ions and their

FIG. 2. The net charge density distribution (a) in the initial phase of expan-

sion, t< 23 fs and (b) at later times, t1¼ 500 fs, t2¼ 1 ps, and t3¼ 2 ps.

FIG. 3. The number density distribution of different species at (a) 1 ps and

(b) 2 ps.

FIG. 4. Time evolution of the temperatures of (a) electron fluid and (b) ion

fluids.
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acceleration. Consequently, this increase is stronger for

highly charged ions. The temperature decreases as the fluid

expands. We can see that the temperature of atoms and Arþ1

ions remain almost identical (overlapping curves), as the

atoms appear only as a result of the recombination of Arþ1

ions. In general, ion temperatures remain far below the elec-

tron temperature, due to the significant mass difference

between electrons and ions.

The simulated evolution of the Ar nanoplasma is in

agreement with our expectations. Timescales of collisional

processes, their interplay in time, and, finally, the expansion

dynamics agree qualitatively with observations from previ-

ous simulations and experiments.4,6,11,18 To emphasize, the

hydrodynamics simulations were performed on a single CPU

for a large Ar cluster (>80000 atoms) and took around 24 h

for 1 ps simulation. This is significantly faster than the previ-

ously quoted MD calculations which—to remind—took 48 h

on a single CPU for a 1.5 ps long simulation of Ar1000 clus-

ter. These findings indicate the consistency and efficiency of

the approach proposed and encourage its future application

for quantitative interpretation of experimental data.

IV. SUMMARY AND OUTLOOK

We proposed a concise multi-fluid model, dedicated to

follow an expansion of a nanoplasma, formed during the

interaction of an x-ray FEL pulse with an atomic cluster. The

model includes collisional processes, electron impact ioniza-

tion and three body recombination. The resulting stable and

computationally efficient numerical scheme has been applied

to a test case of argon nanoplasma. The predictions obtained

were in agreement with the qualitative expectations, based

on observations from previous simulations and experiments.

In particular, nanoplasma remained quasi-neutral within the

cluster core during the initial evolution phase, whereas a

space-charge separation developed at the cluster edge. The

nanoplasma then kept evolving with time, with fractions of

fastest ions continuously leaving the box. Electron escape

was very fast: a large fraction of electrons moved towards

the box boundary already at �2 fs. At later times, the space-

charge separation was no longer localized and spread over a

large region. The quasi-neutral core region then significantly

shrank. The on-going recombination and the escape of highly

charged ions contributed to the increasing relative participa-

tion of neutrals in the overall charge distribution. The dy-

namics of charged fluids was reflected by the corresponding

changes of their temperatures. With this collisional model,

we completed the two-step approach to simulate x-ray cre-

ated nanoplasmas, enabling computationally efficient simu-

lations of their long-timescale (picosecond) dynamics. The

universal hydrodynamic framework proposed can also be

easily extended for other specific source terms (e.g., those

describing radiative processes) and then applied to follow

the evolution of any finite non-isothermal multi-component

nanoplasma with its components relaxed into local thermo-

dynamic equilibrium.

ACKNOWLEDGMENTS

We would like to thank Hyun-Kyung Chung, Zoltan

Jurek, and Robin Santra for helpful discussions.

1W. Ackermann, G. Asova, V. Ayvazyan, A. Azima, N. Baboi, J. B€ahr, V.

Balandin, B. Beutner, A. Brandt, A. Bolzmann et al., Nat. Photonics 1,

336 (2007).
2P. Emma, R. Akre, J. Arthur, R. Bionta, C. Bostedt, J. Bozek, A.

Brachmann, P. Bucksbaum, R. Coffee, F.-J. Decker et al., Nat. Photonics

4, 641 (2010).
3T. Ishikawa, H. Aoyagi, T. Asaka, Y. Asano, N. Azumi, T. Bizen, H. Ego,

K. Fukami, T. Fukui, Y. Furukawa et al., Nat. Photonics 6, 540 (2012).
4H. Thomas, A. Helal, K. Hoffmann, N. Kandadai, J. Keto, J. Andreasson,

B. Iwan, M. Seibert, N. Timneanu, J. Hajdu et al., Phys. Rev. Lett. 108,

133401 (2012).
5T. Gorkhover, M. Adolph, D. Rupp, S. Schorb, S. W. Epp, B. Erk, L.

Foucar, R. Hartmann, N. Kimmel, K.-U. K€uhnel et al., Phys. Rev. Lett.

108, 245005 (2012).
6T. Tachibana, Z. Jurek, H. Fukuzawa, K. Motomura, K. Nagaya, S. Wada,

P. Johnsson, M. Siano, S. Mondal, Y. Ito et al., Sci. Rep. 5, 10977 (2015).
7Z. Jurek, B. Ziaja, and R. Santra, XMDYN Rev. 1.0360 (CFEL, DESY,

2013).
8Z. Jurek, G. Oszlanyi, and G. Faigel, Europhys. Lett. 65, 491 (2004).
9B. F. Murphy, T. Osipov, Z. Jurek, L. Fang, S.-K. Son, M. Mucke, J. H. D.

Eland, V. Zhaunerchyk, R. Feifel, L. Avaldi et al., Nat. Commun. 5, 4281

(2014).
10C. Peltz, C. Varin, T. Brabec, and T. Fennel, Phys. Rev. Lett. 113, 133401

(2014).
11V. Saxena, Z. Jurek, B. Ziaja, and R. Santra, High Energy Density Phys.

15, 93–98 (2015).
12B. Ziaja, A. R. B. de Castro, E. Weckert, and T. M€oller, Eur. Phys. J. D

40, 465–480 (2006).
13W. Lotz, Z. Phys. 206, 205–211 (1967).
14S. H. M€uller, C. Holland, G. R. Tynan, J. H. Yu, and V. Naulin, Plasma

Phys.: Controlled Fusion 51, 105014 (2009).
15E. T. Meier and U. Shumlak, Phys. Plasma 19, 072508 (2012).
16E. Khomenko, M. Collados, A. Diaz, and N. Vitas, Phys. Plasma 21,

092901 (2014).
17J. J. MacFarlane, I. E. Golovkin, and P. R. Woodruff, J. Quantum

Spectrosc. Radiat. Transfer 99, 381 (2006).
18B. Ziaja, H. Wabnitz, F. Wang, E. Weckert, and T. M€oller, Phys. Rev.

Lett. 102, 205002 (2009).
19B. Ziaja, T. Laarmann, H. Wabnitz, F. Wang, E. Weckert, C. Bostedt, and

T. M€oller, New J. Phys. 11, 103012 (2009).
20R. R. F€austlin, Th. Bornath, T. D€oppner, S. D€usterer, E. F€orster, C.

Fortmann, S. H. Glenzer, S. G€ode, G. Gregori, R. Irsig et al., Phys. Rev.

Lett. 104, 125002 (2010).
21H.-K. Chung, M. H. Chen, W. L. Morgan, Y. Ralchenko, and R. W. Lee,

High Energy Density Phys. 1, 3–12 (2005).
22R. Fitzpatrick, Plasma Physics: An Introduction (CRC Press, Taylor and

Francis Group, 2014).
23J. P. Boris, A. M. Landsberg, E. S. Oran, and J. H. Gardner, LCPFCT-A

flux-corrected transport algorithm for solving generalized continuity equa-

tions, Report No. NRL/MR/6410–93-7192, Naval Research Lab

Washington DC, 1993.
24J. P. Boris and D. L. Book, Methods Comput. Phys. 16, 85 (1976).
25W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery,

Numerical Recipes in Fortran (Cambridge University Press, New York,

1992).
26A. Lapidus, J. Comput. Phys. 2, 154–177 (1967).
27R. Lohner, K. Morgan, and J. Peraire, Commun. Appl. Numer. Methods 1,

141–147 (1985).
28C. Siedschlag and J.-M. Rost, Phys. Rev. Lett. 93, 043402 (2004).

012710-6 V. Saxena and B. Ziaja Phys. Plasmas 23, 012710 (2016)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

131.169.233.226 On: Mon, 01 Feb 2016 09:35:22

http://dx.doi.org/10.1038/nphoton.2007.76
http://dx.doi.org/10.1038/nphoton.2010.176
http://dx.doi.org/10.1038/nphoton.2012.141
http://dx.doi.org/10.1103/PhysRevLett.108.133401
http://dx.doi.org/10.1103/PhysRevLett.108.245005
http://dx.doi.org/10.1038/srep10977
http://dx.doi.org/10.1209/epl/i2003-10119-x
http://dx.doi.org/10.1038/ncomms5281
http://dx.doi.org/10.1103/PhysRevLett.113.133401
http://dx.doi.org/10.1016/j.hedp.2015.04.002
http://dx.doi.org/10.1140/epjd/e2006-00240-x
http://dx.doi.org/10.1007/BF01325928
http://dx.doi.org/10.1088/0741-3335/51/10/105014
http://dx.doi.org/10.1088/0741-3335/51/10/105014
http://dx.doi.org/10.1063/1.4736975
http://dx.doi.org/10.1063/1.4894106
http://dx.doi.org/10.1016/j.jqsrt.2005.05.031
http://dx.doi.org/10.1016/j.jqsrt.2005.05.031
http://dx.doi.org/10.1103/PhysRevLett.102.205002
http://dx.doi.org/10.1103/PhysRevLett.102.205002
http://dx.doi.org/10.1088/1367-2630/11/10/103012
http://dx.doi.org/10.1103/PhysRevLett.104.125002
http://dx.doi.org/10.1103/PhysRevLett.104.125002
http://dx.doi.org/10.1016/j.hedp.2005.07.001
http://dx.doi.org/10.1016/B978-0-12-460816-0.50008-7
http://dx.doi.org/10.1016/0021-9991(67)90032-0
http://dx.doi.org/10.1002/cnm.1630010402
http://dx.doi.org/10.1103/PhysRevLett.93.043402

