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Abstract iii

Abstract

A search for gravitinos produced in supersymmetric events in electron proton colli-
sions has been performed with data recorded with the ZEUS detector at HERA in
the years 2003 to 2007. In R-parity violating supersymmetric models a neutralino
can be produced by t-channel exchange of a selectron between the incoming electron
and a quark of the proton. In the Gauge Mediated Supersymmetry Breaking model
(GMSB), where the gravitino is the lightest supersymmetric particle, the neutralino
in large regions of the parameter space dominantly decays into a gravitino and a
photon, leading to events with an isolated high energetic photon and large missing
transverse momentum. To separate signal and background, a multi-variate discrim-
inant method was used. No evidence for supersymmetry was found, and limits were
derived for the R-parity violating coupling strength and the masses of the selectron
and the lightest neutralino.

Moreover, the cluster position reconstruction system of the ZEUS experiment
was improved by modifying and implementing an algorithm which uses estimated
track angle and impact position from the pattern recognition phase of the tracking
system to yield a better position resolution.

Kurzfassung

Eine Suche nach Gravitinos aus supersymmetrischen Ereignissen in Elektron-Proton-
Kollisionen wurde mit Daten des ZEUS-Detektors bei HERA aus den Jahren 2003 bis
2007 durchgeführt. In R-Paritäts-verletzenden supersymmetrischen Modellen kann
ein Neutralino durch t-Kanal-Austausch eines Selektrons zwischen dem einlaufenden
Elektron und einem Quark des Protons erzeugt werden. Im Gauge Mediated Su-
persymmetry Breaking Model (GMSB), wo das Gravitino das leichteste supersym-
metrische Teilchen ist, zerfällt das Neutralino in groÿen Bereichen des Parameter-
Raums dominant in Gravitino und Photon. Dies führt zu Ereignissen mit einem
isolierten, hochenergetischen Photon und groÿem fehlenden Transversalimpuls. Um
Signal und Untergrund zu trennen, wurde eine multivariate Diskriminanten-Methode
genutzt. Kein Anzeichen von Supersymmetrie wurde gefunden. Es wurden Grenzen
für die R-Paritäts-verletzende Kopplungsstärke und die Massen von Selektron und
leichtestem Neutralino gesetzt.

Darüber hinaus wurde das Orts-Rekonstruktionssystem des ZEUS-Experiments
durch Anpassung und Einsatz eines Algorithmus verbessert, welcher den aus der
Mustererkennungsphase abgeschätzten Einfallswinkel und die Eintre�-Position der
Spur benutzt, um eine bessere Ortsau�ösung zu erhalten.
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Chapter 1

Introduction

In the last centuries science was quite successful in giving answers to questions re-
garding the fundamental laws and structures of our universe. Today's best answers
are provided by the theory of General Relativity, together with the astro-physical
model of our universe, and Quantum Field theory in its manifestation as the Stan-
dard Model of particle physics.

However, it is clear that these two theories cannot be �nal. The most striking
evidence is the failure to unify them: Quantum Field Theory works only well on a
�at space-time, and it seems to be impossible to quantise gravity consistently. Apart
from that, there are already within the Standard Model aspects that hint to the
existence of a more fundamental theory.

A guiding principle in the search for such a theory is the concept of symmetry.
Symmetry was an essential part of many successful ideas in the realm of physics,
especially in the last century. The perhaps most prominent examples are Einstein's
theory of Relativity (which assumes the invariance under Poincaré transformations,
leading to space-time symmetries) and gauge symmetry (the invariance of the La-
grangian under gauge transformations, encoded as Lorentz-invariant generators of a
compact Lie group (the gauge group)). Both symmetries can be formalised as Lie
algebras, and according to a theorem by Coleman and Mandula [1], the direct prod-
uct of these algebras is already the most general Lie algebra containing the Poincaré
algebra. The irreducible multiplets of this algebra, spanning the representation space
of this algebra, therefore have same masses and same spins.

The e�orts by Haag, Lopuszanski and Sohnius [2] to �nd a loop-hole in this no-go
theorem led to the development of Supersymmetry (SUSY, [3]). They considered
not only Lie-Algebras and thus bosonic symmetries (formulated with the help of
commutators [A,B] = AB − BA), but also fermionic symmetries (formulated with
the help of anti-commutators {A,B} = AB + BA). The so established general
algebra is called the graded Lie-algebra or super-algebra. The extensions of the
Poincaré algebra generated by this class are called supersymmetries. For four space-
time dimensions and one1 supersymmetry operator Q SUSY is unique.

Now particles of spin di�erence 1/2 can sit in one multiplet, transformed into
each other by the SUSY operator. This uni�cation of matter (made up of fermions,
for which the Pauli exclusion principle prohibits unlimited stacking) and interactions
(communicated by bosons with their tendency to collect in coherent states) has many
favourable consequences, the most important being the solution to the Hierarchy
problem.

1For N > 1 supersymmetry operators SUSY has to be broken to N = 1 in realistic models.

1



2 1 Introduction

Nevertheless, a quick look into nature tells us that SUSY has to be broken. This
breaking destroys the uniqueness of pure SUSY and leads to unambiguities. The
general minimal supersymmetric extension of the Standard Model (MSSM) has 124
free parameters. Therefore di�erent scenarios assuming a realistic symmetry break-
ing model (usually spontaneous breaking in some hidden sector) with substantially
less free parameters have been developed. One appealing scenario is the Gauge Medi-
ated SUSY Breaking (GMSB). Parts of the GMSB parameter space allow for certain
SUSY processes to be detectable in electron proton scattering at very high energies.
For one of them, gravitino production in the presence of R-parity violation, a search
was performed, based on previous work by Horn [4] and Nguyen [5].

A search for the GMSB process ep → χ̃0
1X → G̃γX with the ZEUS detector

at the HERA electron proton collider is presented in the �rst part of this thesis,
which is organised as follows: After an introduction to the theoretical framework and
the experimental setup the reconstruction of physical quantities from the detector
response and the Monte Carlo simulation of the physical processes and the detector
response is described. In the following the details of the analysis (event selection,
discrimination of signal and background, and limit calculation), are presented.

The second big part of the thesis deals with technical work for the ZEUS tracking
group. With the HERA luminosity upgrade in 2000/2001 the Micro Vertex Detector
(MVD) [6] was integrated in the ZEUS detector close to the beam pipe. It is a silicon
strip detector aimed to improve e�ciency, acceptance, and resolution of the tracking
system and to tag heavy quarks by identifying displaced vertices. The hit resolution
of the MVD is crucial for the quality of the tracking. An intent of this work was to
improve the hit resolution. On this account, several algorithms for reconstructing
the hit position of a given cluster of signal strips have been tested. An improved
version of the MVD clustering for tracks of near to perpendicular impact was �nally
implemented, consisting of an adaption of the η algorithm [7]. This improves the new
clustering that is part of the pattern recognition system and has a better performance
for shallow impact tracks.

The thesis ends with a summary and discussion the of main results.



Chapter 2

Theoretical Framework

2.1 The Standard Model

2.1.1 Basic Properties

Everything we think we know today about high energy physics � besides gravity �
is formulated in the Standard Model of particle physics. Gravity stands outside this
framework, because the theory of General Relativity describing it lacks a coherent
quantum theoretical description. Moreover, its e�ects in the microscopic world are
experimentally inaccessible at the moment and in the foreseeable future. Only at the

Planck scale (MPl =
√

~c
GN

≃ 1019 GeV, where GN is Newton's constant1) gravity

becomes important in particle interactions.

All other known interactions between particles are contained in the Standard
Model: The electroweak force [8] (spontaneously broken into electromagnetism and
weak interaction by the Higgs mechanism [9]) and the strong force. These forces
determine the dynamics of the fundamental fermions, which come in two classes:
leptons and quarks. Both classes come in three generations of two �avours (see
Table 2.1).

Generation 1 Generation 2 Generation 3

Quarks

(
u
d

)

L

(
c
s

)

L

(
t
b

)

L
uR

dR

cR

sR

tR
bR

Leptons

(
νe

e

)

L

(
νµ

µ

)

L

(
ντ

τ

)

L
eR µR τR

Table 2.1: The fundamental fermions of the Standard Model. The left-handed �elds
(index L) transform as doublets under SU(2), The right handed �elds are SU(2) singlets.

The mathematical framework to describe these forces is relativistic quantum
�eld theory. The properties of the Standard Model are encoded in the Lagrangian
L, where the particles enter as �elds and the forces become manifest in coupling

1c (the speed of light) and ~ (Planck's constant) are equal to 1 in the natural units used in this
thesis

3



4 2 Theoretical Framework

constants and symmetries of the Lagrangian under actions of Lie groups, called local
gauge groups. To enforce these symmetries of the Lagrangian, gauge �elds belonging
to the gauge transformations have to be part of it. Their quanta can be interpreted
as gauge particles.

Being a relativistic quantum �eld theory, the Lagrangian of the Standard Model
is also invariant under Poincaré transformations. As a consequence, its �elds are
representations of the Lorentz group with di�erent spins. The mass �elds, describing
the leptons and quarks, are �elds of spin 1

2 . The gauge bosons have spin 1, the Higgs
boson coming from the electroweak symmetry breaking has spin 0, and the quanta
of the gravitational �eld, the gravitons, would have spin 2. Particles with integer
spin are called bosons, particles of half-integer spin are fermions.

The gauge group of the Standard Model is SU(3) × SU(2) × U(1), a product of
Lie groups for the di�erent interactions mentioned above.

SU(3) is the gauge group of quantum chromodynamics, responsible for the strong
interactions of coloured quarks. Its gauge bosons are the gluons g, which, due to
the non-abelian nature of SU(3), are also coloured and thus itself subject of strong
interactions. To �t into the SU(3) structure there have to be eight gluons, di�ering
in their colour charges.

SU(2) × U(1) is the gauge group of electroweak interactions. At low masses
it is via the Higgs mechanism spontaneously broken into U(1) for electromagnetic
interactions with the photon γ as a gauge boson, and SU(2) for weak interactions
with the W± and Z0 bosons. The W and Z acquire a mass in this symmetry
breaking, while all other gauge bosons remain massless. The photon couples to all
electrically charged particles, while the W and Z bosons couple to all fermions of
the Standard Model. Thus the neutrinos, which are neutral and colourless, interact
only weakly. Also, the W and Z bosons couple only to particles with left-handed
chirality, so that right handed neutrinos do not interact at all with the Standard
Model and are considered as non-existent.

2.1.2 Shortcomings

The Standard Model is surprisingly successful: Despite many e�orts, no signi�cant
deviations from its predictions have been found yet. Nevertheless, it is generally
believed that the Standard Model is only a low-energy approximation of some more
fundamental theory. The reason for this belief is the following list of shortcomings
of the Standard Model:

• Aesthetically unpleasant is the existence of many free parameters: the speed
of light c, Planck's constant ~, the 12 fundamental fermion masses, the CKM
mixing angles, the CP violating phase, the three gauge coupling constants, the
QCD vacuum angle, the Higgs quadratic coupling and the Higgs self-coupling
strength. Historically, science was successful in describing more and more phe-
nomena with less and less basic constants. Therefore it is expected that some
of the Standard Model parameters are not really fundamental. Nevertheless,
there is no rigorous argument about the number of free parameters a funda-
mental theory should be allowed to have.

• After the uni�cation of electricity and magnetism into electromagnetism by
Maxwell and the uni�cation of electromagnetism and the weak force into the
electroweak interaction, there is reason to believe that the electroweak force
and the strong force unify at some high energy scale. A naive extrapolation of



2.2 Deep Inelastic Scattering 5

the running coupling constants under the assumptions of the Standard Model
exhibits only a near miss at a scale around 1015 GeV (see Figure 2.7) [10].

• In the Standard Model the question arises why the mass of the Higgs boson
is so low compared to the scale at which the e�ective �eld theory description
breaks down and new physics come into play (i.e. the Planck scale), and why
it is not corrected by quadratically divergent terms to the order of the Planck
mass. This is called the hierarchy problem [11], and any attempt to solve it
within the Standard Model would require an incredible amount of �ne tuning.

• There is now convincing evidence that the known visible matter in the uni-
verse makes up only about �ve percent of the whole energy [12]. A much
larger fraction, 23%, seems to consist of something that behaves like matter
with no electro-magnetic or strong interactions, called dark matter. To be in
accordance with the structure formation in the universe [13], most dark matter
should be non-relativistic at the beginning of galaxy formation. The Standard
Model o�ers no explanation for the nature of these �cold dark matter� (CDM)
particles, although massive neutrinos [14] contribute to some extent to hot dark
matter.

• The remaining missing 73% of the total energy of the universe are usually
named dark energy. Dark energy can simply be added as a small, positive
cosmological constant to the �eld equations of general relativity, but a particle
physics understanding of the nature of this energy density of empty space is
still needed. Naive explanations based on dimensional analysis and e�ective
quantum �eld theory exist, but result in a cosmological constant that is many
orders of magnitude too large. So one could as well ask why the cosmological
constant is that small [15].

• Still not solved is the question why there is much more matter than antimatter
in the visible universe. One condition for such a situation is CP violation [16].
The CP violation of the Standard Model in the CKM matrix [17] is not able
to account for the magnitude of the observed asymmetry [18].

• Eventually, a �nal theory of everything should also include gravity, which is
not part of the Standard Model, and is di�cult to incorporate into it [19].

Some of these shortcomings are successfully addressed by Supersymmetry (see Sec-
tion 2.3).

2.2 Deep Inelastic Scattering

When a positron or an electron collides with a proton (as at HERA) and large mo-
mentum is transferred, what happens typically is called deep inelastic scattering
(DIS) [20]. Figure 2.1 illustrates this in a Feynman diagram. In this interaction a
gauge boson is exchanged and interacts with one quark of the proton (deep scat-
tering), which tends to disrupt the proton (inelastic scattering). Depending on the
charge of the exchanged boson the process is called charged current (CC) for a W±

boson, or neutral current (NC) for a photon or Z0 boson. In CC the �nal state
lepton is a neutrino, else it is a e±.

Given the momentum four-vectors k and k′ of the incoming and outgoing lep-
ton, the four-momentum of the incoming proton P and the four-momentum of the
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γ, Z; W

P, M

q

e; νe

q′(X)
p - remnant

e±

p

k, E k′, E′

xPq

Figure 2.1: Feynman diagram for dominant processes in deep inelastic scattering:
Neutral current (NC) with γ or Z0 exchange and an e± in the �nal state; charged
current (CC) with W± exchange and a neutrino in the �nal state.
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Figure 2.2: (Q2, x)-plane covered by HERA and other experiments.

exchanged boson q, the kinematics of such processes are usually described by the
following variables:

s = (k + P )2, (2.1a)

Q2 = −q2 = (k − k′)2, (2.1b)

x =
Q2

2Pq
, (2.1c)

y =
qP

kP
, (2.1d)

where s is the squared centre of mass energy of the lepton-proton system. It de-
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termines the total available energy. Q2 is the negative four-momentum squared. It
determines the hardness of the collision. In DIS, Q2 is much greater than 1 GeV2

(further it is required that the invariant mass of the hadronic system is much larger
than the proton mass (MX ≫ Mp)). HERA covers a Q2 region up to 40 000GeV2.
The complete kinematic (Q2, x)-plane is shown in Figure 2.2. The dimensionless
variable y is an inelasticity parameter of the interaction. In the proton rest frame it
is a measure of the energy fraction the electron transfers to the hadronic system. x is
the dimensionless Bjorken scaling variable which indicates the fraction of the proton
momentum carried by the struck quark. For vanishing lepton and quark masses the
variables are due to momentum conservation related to each other through

Q2 = xys, (2.2)

where x and y are by de�nition in the range [0, 1].

The measured cross section for DIS processes at HERA are shown in Figure 2.3.
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Figure 2.3: Di�erential cross section for NC and CC DIS as a function of Q2 measured
by H1 and ZEUS.

At low Q2, the CC processes are suppressed compared to the NC processes,
because of the massive propagator term:

σCC(low Q2) ∝ x
1

(Q2 + M2
W )2

, (2.3)

σNC(low Q2) ∝ x
1

Q4
. (2.4)
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At high Q2, for NC the γ-Z0 interference kicks in, so that the cross section curves
align.
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Figure 2.4: Parton density functions as functions of x at Q2 = 10 GeV from ZEUS
for valence quarks (xuv, xdv), sea quarks (xS) and gluons (xg).

Also, di�erences between e+p and e−p processes are observed. The reason for
this is the di�erent distribution for u and d quarks in the proton (cf. Figure 2.4).
This di�erence is washed out at low Q2 by the u-d symmetric distribution of sea
quarks.

Due to the chiral structure of the weak interaction the cross sections depend also
on the longitudinal polarisation

Pe =
NR − NL

NR + NL
(2.5)

of the electrons beam. NR/L are the numbers of right/left handed electrons.

For CC the cross section dependence is simply linear as shown in Figure 2.5.

2.3 Supersymmetry

In four space-time dimensions it is, according to the Coleman-Mandula theorem [1],
not compatible with the principles of quantum �eld theory to extend the Poincaré
algebra as a Lie algebra other than as a direct product with a compact Lie algebra
(which usually encodes the Standard Model). Haag, Lopuszanski and Sohnius [2]
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Figure 2.5: Charged current cross section as a function of the lepton beam longitudinal
polarisation.

found a unique way to extend the Poincaré algebra as a graded Lie algebra. This ap-
proach requires the existence of supersymmetry generators. For only one supersym-
metry operator Q the theory is called N = 1 supersymmetry (SUSY). Q transforms
bosons into fermions and vice versa:

Q|boson〉 ∝ |fermion〉 and Q|fermion〉 ∝ |boson〉. (2.6)

The SUSY algebra can be written as:

{Q,Q†} = 2σmPm,

{QQ} = {Q†, Q†} = 0,

[Pm, Q] = [Pm, Q†] = [Pm, Pn] = 0,

[Q,Mmn] =
1

2
σmnQ,

[Q†,Mmn] =
1

2
σ̄mnQ†,

(2.7)

where Mmn are the components of the generators of the Lorentz group and Pm the
components of the four-momentum operator (m,n = 0, 1, 2, 3).

The �rst equation in (2.7) shows that the SUSY generators act in some sense
like a �square-root� of the four-momentum operators. From the fact that the SUSY
generators commute with the momentum operators it follows that the superpartners
in a super-multiplet have the same mass. Since the Q also commute with the gauge
group, the superpartners furthermore share electric charge, weak isospin and colour.

For this reason a simple unbroken realisation of SUSY is not realistic: if su-
perpartners would di�er only by spin, we would long ago have discovered a scalar
partner of the electron, with same charges and mass. This is obviously not the case.
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Furthermore, even a spontaneous SUSY breaking of the Standard Model with its su-
perpartners would not be enough to account for the observed particle spectrum, since
by systematic construction of supersymmetric Lagrangians (e.g. by the concept of su-
perspace [21]) one �nds sum rules that do not allow the entire superpartner spectrum
to be more massive than the known spectrum.

2.3.1 SUSY breaking

It is desirable to have soft (i.e. with no quadratic divergences) SUSY breaking, oth-
erwise the hierarchy problem would be re-introduced. The most general way to have
the minimal supersymmetric extension of the Standard Model broken softly is formu-
lated in the MSSM (Minimal Supersymmetric Standard Model). The SUSY breaking
in the MSSM is explicit: No assumptions regarding the origin of the breaking terms
are made. This leads to a total of 124 free parameters, 105 of them being genuinely
new [22].

In order to come up with a more physical motivation of the origin of the break-
ing and to drastically reduce the number of free parameters at the same time, dif-
ferent SUSY breaking scenarios have been developed. Usually the basic idea of
these scenarios is the introduction of a hidden sector, which interacts only lightly
by non-renormalisable interactions (e.g. by gravitation (e.g. in the mSUGRA model)
or indirectly via a messenger sector (e.g. in the Gauge Mediated SUSY Breaking
(GMSB) model)) with the usual visible sector. If SUSY is broken spontaneously
in the hidden sector, the breaking can be communicated to the visible sector. In
an e�ective low-energy theory for the visible sector the breaking will then become
manifest in the form of explicit breaking terms.

One such scenario, the GMSB, which is also the theoretical framework for this
analysis, is presented in Section 2.3.4.

2.3.2 Minimal Supersymmetric Standard Model (MSSM)

The MSSM is the minimal supersymmetric extension of the Standard Model. It
consists of supermultiplets for each SM particle which contain its superpartner. The
only exception is the Higgs sector: Here two doublets are needed to give mass to
down-type as well as to up-type quarks. The SM particles di�er in spin 1/2 to
their superpartners, which are denoted by a tilde over their symbol. The names
of scalar partners of SM fermions are built by pre�xing the fermions with an �s�
(e.g. �selectron� ẽ as the superpartner of the electron e); fermionic partner names
of SM bosons are constructed by adding �ino� to the name (e.g. �gluino� g̃ as the
superpartner of the gluon g).

An overview of the supermultiplets of the MSSM is presented in Table 2.2. Note,
that in the gauge sector there is no unique mass eigenstate partner for example to
the photon. The symmetry breaks at a scale above the electroweak breaking scale, so
that the binos, winos and higgsinos with same charge mix and combine to gauginos
� neutralinos χ̃0

i and charginos χ̃±
j respectively.

2.3.3 Properties

There are some reasons to consider Supersymmetry, which � though being of purely
conceptual nature � were the driving force for looking into this concept in the �rst
place:

• SUSY is a unique extension of the Poincaré algebra.
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Chiral Supermultiplet Spinor (spin 1/2) Scalar (spin 0)

Q (uL, dL) (ũL, d̃L)

Ū u†
R ũ∗

R

D̄ d†R d̃∗R

L (νL, eL) (ν̃L, ẽL)

Ē e†R ẽ∗R

Hu (H̃+
u , H̃0

u) (H+
u ,H0

u)

Hd (H̃0
d , H̃−

d ) (H0
d ,H−

d )

Gauge Supermultiplet Vector (spin 1) Spinor (spin 1/2)

B B0 B̃0

W W±, W 0 W̃±, W̃ 0

g g g̃

Table 2.2: Supermultiplets of the MSSM.

f̄

f

H H

f̃f̃

H H

(a)

(b)

Figure 2.6: Cancellation of �rst order corrections to the Higgs mass between a
fermionic loop (a) and a �sfermionic� tadpole (b) Feynman diagram.

• It uni�es matter (made up of fermions subject to the Pauli exclusion principle)
and forces (made up of bosons) in one consistent and symmetric framework.

• History proved that it is often wise to replace a global symmetry by a local
symmetry. Making the parameters generating SUSY transformation local di-
rectly leads to local Poincaré symmetry, which is the foundation of General
Relativity and thus gravity. Local SUSY is called Supergravity (SUGRA).

• SUSY seems to be a necessary ingredient of Superstring theory [23], which is
one of the most promising candidates for a theory unifying gravity and quantum
theory.

Apart from these rather theoretical or aesthetic arguments, there are a number
of more solid � or at least practical � arguments in favour for Supersymmetry:

• The hierarchy problem described in Section 2.1.2 is solved by Supersymmetry.
For every fermionic quadratically divergent contribution to the Higgs mass
there is now a bosonic one with same coupling but opposite sign, which cancels
the fermionic contribution, as illustrated in Figure 2.6, and vice versa. This
mechanism works to all orders in perturbation theory, but is only exact in
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Figure 2.7: Running of the gauge couplings, as described by the renormalisation
group equations, with SUSY (continuous lines) and without SUSY (dashed lines).

unbroken SUSY (which is unrealistic). In the case of broken SUSY the Higgs
mass is subject to quadratic corrections proportional to the SUSY breaking
scale. In order to still solve the Hierarchy problem the SUSY breaking scale
should not be much higher than 1 TeV.

• Figure 2.7 shows that in SUSY all three gauge couplings can unify at a scale
Q ≈ 1016 GeV, which is known as the GUT (grand uni�cation theory) scale.
This is not the case in the Standard Model. The addition of new particles
changes the renormalisation group equation, which determine the slope of the
running of the gauge couplings, in such a way that uni�cation is possible.
Again, this works only for a SUSY breaking scale of the order of 1 TeV [24].

• Some supersymmetric theories provide a good dark matter candidate. It is the
lightest supersymmetric particle (LSP), which is in many models neutral. In
theories with conserved R-parity (see Section 2.3.5), the LSP may not decay
and is stable. Even in some theories with violated R-parity a particle like the
gravitino (the supersymmetric partner of the graviton) might be stable enough
to provide a candidate for dark matter [25].

• Some low-energy observations seem to be more consistent with some parts of
the SUSY parameter space than the Standard Model. One example is the
value of muon anomalous moment (g − 2)µ , which deviates from the observed
value by 3σ [26]. Another example is the inclusive decay rate for b → sγ,
where a slight discrepancy between the Standard Model and the experiment
is observed [27], which is predicted by some regions of the MSSM parameter
space [28].
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(SUSY broken spont.)
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Figure 2.8: Concept of how the spontaneously broken Supersymmetry in a hidden
sector is communicated via a messenger sector to the visible sector. In the absence of a
messenger sector, the SUSY breaking is communicated via gravity to the visible sector,
which is the basis of the mSUGRA model.

2.3.4 Gauge Mediated Supersymmetry Breaking

In the GMSB [29] there is a hidden sector where SUSY is spontaneously broken at an
energy scale

√
F (see Figure 2.8). The hidden sector interacts with a messenger sector

at a scale Mmess via a messenger gauge group. This messenger sector communicates
the SUSY breaking via Standard Model gauge interactions to the visible sector at
a scale Λ (there is also direct gravitational interaction between the hidden sector
and the visible sector, but this e�ect is small compared with the strength of gauge
interactions in the GMSB). Λ determines all low-energy scalar and gaugino masses
through loop e�ects. It has to be of the order of 100 TeV for sparticle masses of the
order of 1 TeV.

The scale of SUSY breaking in the hidden sector also determines the gravitino
mass

mG̃ =
F√
3MPl

≃
( √

F

100 TeV

)2

eV, (2.8)

which is usually quite low in the GMSB, so that the gravitino is the lightest super-
symmetric particle (LSP). The gravitino emerges in the GMSB from the Super-Higgs
mechanism and thus interacts not only gravitationally. For instance, it couples also
to the photon. The next-to lightest supersymmetric particle (NLSP) decays into
its Standard Model partner and a gravitino, and shapes the phenomenology of the
GMSB.

In the minimal GMSB model the messenger sector is assumed to be as simple
as possible, i.e. a representation of SU(5). Consequently, the maximal number of
messenger �elds is

N ≤ 5. (2.9)

The two remaining parameters of the GMSB arise from the radiative electroweak
symmetry breaking: tanβ and sgn µ. tanβ is the ratio of the vacuum expectation
values of the two Higgs doublets. It should have a value between 2 and around
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Parameter Meaning
√

F Spontaneous SUSY breaking term (hidden sector)
Mmess Mass scale of the messenger particles
N Number of messenger multiplets
Λ Soft SUSY breaking scale
tanβ Ratio of the vacuum expectation values of the two Higgs doublets
sgn µ Sign of the bi-linear Higgs term in the superpotential

Table 2.3: Free parameters of the GMSB model.

50 [30]. µ is the coe�cient for the bi-linear Higgs term in the superpotential2. In the
GMSB only the sign of µ is relevant. All free GMSB parameters are summarised in
Table 2.3.

There are di�erent scenarios for the NLSP:

Neutralino NLSP The lightest neutralino χ̃0
1 is the NLSP. This is the case for

small N , large Mmess and small tanβ.

Stau NLSP The lightest stau τ̃1 (there are two τ̃ because of the mixing between
the superpartners of the right handed and left handed τR/L) is the NLSP. This
happens for large N, small Mmess and large tanβ.

Slepton co-NLSP All charged sleptons are almost mass degenerate and decay only
into the LSP and their SM partner. Precondition is that tanβ is small, while
N and Mmess are medium.

Neutralino-slepton co-NLSP All above discussed candidates have almost the
same mass and decay only into the LSP and their SM partner. tanβ has
to be large, while N and Mmess are medium.

Depending on the NLSP mass and the hidden sector SUSY breaking scale, the
lifetime τ of the NLSP can be considerable. In the case of a neutralino NLSP it is
given by

cτχ̃0
1
≃=

1

100

( √
F

100 TeV

)4(
mχ̃0

1

100 GeV

)−5

. (2.10)

The corresponding decay length L = γβcτ can be large enough to allow a decay
outside the detector. The signature would be just missing energy.

If the neutralino decays inside the detector the signature is missing energy (from
the gravitino) and an isolated photon. If a stable slepton is the NLSP, the signature
can be an unknown charged particle if it is long-lived; else one observes an isolated
lepton and missing energy.

2.3.5 R-Parity

R-parity (Rp) [31] is a discrete multiplicative quantum number de�ned by

RP = (−1)3B+L+2S (2.11)

for a given particle. B is the baryon number, L the lepton number and S the spin.
All SM particles have Rp = +1, so conservation of R-parity is a trivial symmetry of

2The superpotential is one element in the SUSY Lagrangian.
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the SM. When R-parity is conserved, the LSP has to be absolutely stable. Because
the LSP is the lightest neutralino in most scenarios, R-parity conservation (RPC)
provides often a natural dark matter candidate. Another consequence of RPC is,
that SUSY particles can only be produced in pairs.

If R-parity is allowed to be violated (RPV), additional terms appear in the su-
perpotential:

WRPV = λijkLiLjĒk + λ′
ijkLiQjD̄k + λ′′

ijkŪiD̄jD̄k + µ′
iLiHu, (2.12)

where λijk, λ
′
ijk and λ′′

ijk are Yukawa coupling constants, and i, j, k are family indices.
The λ′′ term violates baryon number conservation, the other terms violate lepton
number conservation.

From low energy observations there are di�erent limits on the R-parity violating
couplings:

• Lower limits on the proton lifetime impose limits on the product of di�erent
Yukawa coupling terms. Single non-vanishing RPV terms are not a�ected.
Therefore it is assumed in this thesis that not more than one coupling constant
has a non-vanishing value.

• The non-observation of the neutrinoless double β-decay (0ν2β) can be used to
restrict λ′

111 as a function of the squark and gluino masses [32]:

|λ′
111| < 10−4

( mq̃

100 GeV

)2 ( mg̃

100 GeV

) 1

2

. (2.13)

Since the process under investigation in this thesis does not incorporate any
squarks, we can safely assume a squark mass mg̃ high enough to not constrain
λ′

111.



16 2 Theoretical Framework



Chapter 3

Experimental Setup

3.1 The HERA Collider

Figure 3.1: An aerial view of DESY. The main campus is the area encircled by HERA's
pre-accelerator PETRA (smaller dashed circle), the HERA collider (bigger dashed
shape) extends beneath the Altonaer Volkspark and the Stadium. The HERA south
hall with the ZEUS detector is o� the main DESY ground, next to the Trabrennbahn.

HERA (Hadron-Electron-Ring-Anlage) [33] was a particle collider located at
DESY Hamburg in Germany (see aerial view in Figure 3.1). Between 1984 and
1990 it was built in a 6.3 km long tunnel, on average 20 m underground. HERA
started operation in 1992. In the �rst years electrons or positrons with an energy of
Ee = 27.5 GeV were brought to collision with protons of Ep = 820GeV. In 1998 the
proton energy was raised to Ep = 920GeV, resulting in a centre of mass energy of

√
s =

√

4EpEe ≈ 318 GeV.

A bigger shutdown occurred in 2000 for a luminosity upgrade and the option to
have the lepton beam longitudinally polarised by spin rotators [34].1 The following

1In contrast, transversal polarisation (which does not a�ect the physics of the collisions) is

17
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running phase is often labelled the HERA II running period. In 2007 HERA stopped
operation, ending with a period of runs with lower proton energies.

Figure 3.2: Schematic view of the HERA rings and the pre-accelerators.

The ring tunnel consists of four circular and four straight sections (Figure 3.2).
The leptons and the protons were stored in two separate rings. The lepton beam was
accelerated by normally and super-conducting cavities to compensate for the energy
loss due to synchrotron radiation (which scales with E4m−4r−1 and is very high for
low mass particles like electrons), while the magnets guiding the beam were normal
conducting with a �eld strength of 0.165 T. In contrast, the protons were accelerated
by normal-conducting cavities and guided by superconducting magnets with a �eld
strength up to 4.65 T.

At two points the beams crossed, providing collisions for the experiments H1 and
ZEUS (two �xed target experiments, HERMES and HERA-B used only the electron
beam and the proton beam, respectively).

The design maximum luminosity was L = 1.6 ·1031cm−2s−1. Figure 3.3 plots the
integrated luminosity per experiment delivered by HERA as a function of running

achieved by self-polarisation via synchrotron radiation [35].
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time.

In this analysis only HERA II data are used.

HERA I

HERA II e−

HERA II e+

Figure 3.3: Integrated luminosity delivered by HERA as a function of running days,
separated into HERA I (mostly e+p runs), HERA II e−p and HERA II e+p runs.

3.1.1 Polarisation Measurement

By emission of synchrotron radiation the electrons in the HERA ring got a transverse
polarisation PT via the Sokolov-Ternov e�ect [35]:

PT (t) = −Pmax(1 − e−t/τ ), (3.1)

where the build up time τ for the lepton beam at HERA was τ ∼ 40 min and Pmax

on average 35%.

With the help of spin rotators [34] before and after the interaction points the
transverse polarisation was converted into a longitudinal polarisation by transverse
magnetic �elds.

The transverse and longitudinal polarisation was measured by TPOL and LPOL,
respectively, with circular polarised laser beams, taking advantage of the polarisa-
tion dependence of Compton scattering. LPOL measured the energy asymmetry
of backscattered photons form left- and right-handed polarised laser beams, TPOL
measured the angular asymmetry. Both could measure single bunches and thus were
able to deal with the polarisation dependence between colliding and non-colliding
bunches. The relative uncertainty is 4.2% in the TPOL measurement and 3.6% in
the LPOL measurement.
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3.2 The ZEUS Detector

The ZEUS detector was designed as a multi-purpose detector with nearly hermetic
coverage [36]. A cross sectional view along the beam pipe is shown in Figure 3.4, a
view perpendicular to the beam pipe is shown in Figure 3.5. Note that these �gures
show the original design, before the upgrade.

Figure 3.4: Cross sectional view of the original ZEUS detector (before modi�cations
and upgrades) along the beam pipe.

Closest to the beam pipe is the Micro Vertex Detector (MVD, see Section 3.2.1),
a silicon strip detector which improved the reconstruction of primary and secondary
vertices of the interaction. The MVD was installed in 2001; until 1995/1996 a dif-
ferent vertex detector (VXD) was in use.

For the identi�cation and measurement of tracks of charged particles the central
tracking detector (CTD, see Section 3.2.2), a drift chamber, was in use for the cen-
tral region, complemented by the straw tube tracker (STT) for the forward region
(before the 2001 upgrade a di�erent setup was in use: a forward detector (FDET)
and a rear tracking detector (RTD) complemented the CTD). To determine charge
and momentum the tracking system was surrounded by a superconducting solenoid
providing a magnetic �eld of 1.8 T.

In order to measure the energy, an uranium-scintillator calorimeter system en-
closed the CTD. It was divided into a barrel (BCAL), a forward (FCAL) and a rear
(RCAL) part and was surrounded by a backing calorimeter (BAC), which measured
late showering particles. Additionally, it operated as a magnetic yoke.

The muon detector system was in parts located inside (FMUI, BMUI and RMUI),
and in part located outside (FMUON, BMUON, RMUON) the yoke.

Forward in these contexts means in the direction of the proton beam (in which
the centre of mass system of the interaction is boosted), chosen as the z axis of
the right-handed Cartesian coordinate system of ZEUS (see Figure 3.6). The y axis
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Figure 3.5: Cross sectional view of the original ZEUS detector (before modi�cations
and upgrades) perpendicular to the beam pipe.

points upwards, the x axis to the centre of HERA, the origin is at the nominal
interaction point.

y

x
z

protons

up

HERA center

electrons

θ φ

Figure 3.6: The ZEUS reference coordinate system.

3.2.1 Micro Vertex Detector

The Micro Vertex Detector (MVD) [6] was installed in 2001 to extend the tracking
acceptance, e�ciency and resolution and improve vertex reconstruction. It was a
silicon strip detector with a readout strip pitch of 120 µm. It consisted of a barrel
(BMVD) and a forward (FMVD) part.

The BMVD was a 63 cm long cylinder with silicon sensors arranged in three con-
centric layers (numbered outwards cylinder 0, 1 and 2) around the elliptical beam
pipe to give ideally three spatial measurements per track. Due to geometrical re-
strictions the innermost layer did not cover the whole polar range (see Figure 3.7).
The sensors were 64.2 mm × 64.2 mm in size, with a thickness of 300 µm, and had
512 readout channels. They were installed in the form of modules, in which a sensor
with strips in z direction was mounted on top of a sensor with strips in rφ direction,
to have three coordinates for each hit (after the pattern recognition phase of the
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Figure 3.7: Left: Layout of bottom part of the MVD. Right: Cross section of the
barrel MVD.

event reconstruction system eliminated ghost hits, which result from ganging of the
sensor readout channels in the modules).

The FMVD consisted of four vertical planes (called wheels, numbered 0 to 3 in
forward direction) extending the angular coverage down to 7◦ from the beam line.
The FMVD sensors were wedge shaped and with 480 readout channels. Apart from
these geometric properties they were identical to the BMVD sensors. The two layers
in each wheel were tilted to provide two coordinates for a traversing particle in each
wheel.

3.2.2 Central Tracking Detector

The central tracking detector (CTD) [37] was a cylindrical wire chamber used to
measure direction and momentum of charged tracks and estimate the energy loss
dE/dx to help particle identi�cation.

The CTD was divided into nine super-layers, each consisting of eight sense wire
layers. Figure 3.8 shows a cross sectional view of a CTD segment.

The active radius was 18.9�79.4 cm, the active length was 204 cm. Taking into
account that a measured track was required to cross at least two super-layers, the
polar angle coverage was 15◦�165◦. Each of the 576 basic cells was made up of
eight sense wires surrounded by 34 drift wires. The drift chamber was �lled in an
85 : 5 : 1 proportion with a gas mixture of argon (Ar), carbon dioxide (CO2) and
ethane (C2H6) bubbled through ethanol (C2H6O) at atmospheric pressure. Charged
particles traversing the CTD ionised the gas along their trajectories. The produced
electrons drifted to the sense wires and generated additional electron-ion-pairs in the
high �eld close to the sense wires, which led to an avalanche and a multiplication of
the signal of typically 104�105.

Due to the magnetic �eld the drifting electrons were a�ected by a Lorentz force,
which caused their path to be tilted by an Lorentz angle of 45◦ with respect to the
radial direction. To ensure an optimal drift path and minimise the drift time (which
is ∼ 500 ns at a maximum), the wire planes were oriented at the same angle. The
wires of the �ve odd numbered super-layers were parallel to the chamber axis, while
those of the four even numbered super-layers were tilted by stereo angles of about
±5◦ with respect to the beam line, to get a z coordinate resolution σz = 2mm.
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Figure 3.8: Cross sectional view of a CTD segment. Shown are the nine super-
layers with their di�erent stereo angles. They are numbered from one to nine from the
innermost to the outermost.

The rφ resolution was θ-dependent about σrφ = 200 µm. For trigger purposes the
z coordinate reconstruction via the stereo angle was too slow. Consequently three
super-layers had been equipped to provide timing measurements. The z position was
obtained by measuring the di�erence of the propagation times of the signal to the
opposite ends of a wire. However, the resolution of this method is only σz = 4 cm.

By extrapolating the reconstructed tracks to the beam axis, the primary vertex
can be calculated with a resolution of the order 0.4 cm in z direction and 0.1 cm in
transverse direction.

In order to get momentum information the CTD was inside a magnetic �eld of
1.43 T provided by the superconducting solenoid. The resolution for high transverse
momentum (pT ) was in the HERA I running period

σ(pT )

pT
= 0.0058 · pT [GeV]
︸ ︷︷ ︸

hit position resolution

⊕ 0.0065
︸ ︷︷ ︸

multiple scattering in the CTD

⊕ 0.0014/pT [GeV]
︸ ︷︷ ︸

multiple scattering before the CTD

at θ = 90◦.
With the installation of the MVD in 2001 additional material was introduced

before the CTD, whereas the MVD hit information improved the hit resolution. The
relative transverse momentum resolution was then

σ(pT )

pT
= 0.0026 · pT [GeV] ⊕ 0.0104 ⊕ 0.0019/pT [GeV].

3.2.3 Uranium-Scintillator Calorimeter

The uranium-scintillator calorimeter (CAL) [38] used in the ZEUS detector was de-
signed to have high resolution for both hadronic and electromagnetic energies. It
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consisted of three parts, as depicted in Figure 3.9, that completely surrounded the
tracking devices: The forward calorimeter (FCAL), the barrel calorimeter (BCAL)
and the rear calorimeter (RCAL). Furthermore, the CAL was divided into an elec-
tromagnetic layer (EMC) and a hadronic layer, consisting of two hadronic segments
(HAC1, HAC2) in the FCAL and BCAL and one segment (HAC1) in the RCAL.

HAC1
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Figure 3.9: Cross sectional view of the ZEUS calorimeter.

The FCAL was thicker (7λ; λ is the hadronic absorption length) than BCAL
(5λ) or RCAL (4λ), because most particles produced in the lepton-proton interaction
were boosted in the forward (proton) direction. In terms of electromagnetic radiation
length X0 the section had a thickness of 26X0 for FCAL and RCAL, and 21X0 for the
BCAL. As a result at least 90% of the jets with the kinematically allowed maximum
energy deposited at least 95% of their energy in the CAL.

FCAL and RCAL were subdivided into 23 rectangular modules (see Figure 3.10
for an FCAL module), the BCAL was subdivided into 32 wedge shaped modules
(covering an azimuthal angle of 11.25◦). Each module consisted of towers, which
were subdivided into electromagnetic and hadronic sections. The sections were made
up of cells, as shown in Figure 3.10.

The active part of the CAL consisted of alternating layers of absorbers and scin-
tillators. The absorbers were 3.3 mm thick depleted uranium plates (98.1% U238,
1.7% Nb, 0.2% U235), in which traversing particles lost energy and produced show-
ers. The shower particles excited �uorescence molecules in the organic scintillator
(SCSN-38 polystyrene), which emitted photons when passing to lower energy bands.
Wave-length shifter plates (WLS) were attached on both sides of the modules to
the scintillator plates to catch the scintillator light. Light from the WLS was trans-
ferred via light guides to photomultiplier tubes mounted behind the modules. The
photo-multipliers converted the photon signal to an electrical signal. The thickness
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Figure 3.10: Schematic view of CAL towers (left) and FCAL modules (right).

of absorber and scintillator was balanced in order to give the same response for an
electron and a hadron of the same energy (e/h = 1.00 ± 0.02). This mechanism is
called compensation and allows for good resolution of hadronic energy:

σem(E)

E
=

18%
√

E[GeV]
⊕ 1% and

σhad(E)

E
=

35%
√

E[GeV]
⊕ 2%,

as determined in test beam measurements.

The CAL was calibrated on a daily basis using the natural radioactivity of U238,
which produced a constant signal in the photomultiplier tubes. Additionally, laser,
LED and test pulses were used for the calibration. The achieved accuracy was better
than 1%.

Besides, the CAL had a good time resolution σt < 1 ns for energy deposits
E > 4.5 GeV. Thus, the timing information can be used to reject non-ep background.

3.2.4 Trigger and Data Acquisition System

The HERA bunch crossing time was 96 ns. With 150 kB per event the resulting data
stream would have been much too large to store, if for every bunch crossing the
detector had been read out. Moreover, it would have contained mostly practically
empty events and to a large degree (∼ 10 kHz) events coming from non-ep interac-
tions: Proton beam gas interactions and proton beam halo events or muons (either of
cosmical origin or from decaying hadrons that were produced when protons from the
beam halo hit collimators) crossing the detector. Highest rates for useful ep physics
events (assuming an instantaneous luminosity of 2 · 1031 cm−2s−1) occurred for soft
photoproduction events (∼ 250 Hz). NC DIS events with Q2 > 100 GeV2 happened
at less than 0.1 Hz and CC DIS events at the order of 1 mHz.

The task of the ZEUS trigger system [39] was to reduce the data rate to man-
ageable capacities and keep the interesting events. This was achieved in three levels
of increasing sophistication. The three levels (shown in Figure 3.11) were:
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Figure 3.11: Schematic diagram of the ZEUS trigger and data acquisition system.

First Level Trigger (FLT): The FLT was made up of hard-wired logical circuits
for each component separately, based on fast computable variables like energy
sums and timing information. The global �rst level trigger (GFLT) collected
the information from the di�erent trigger slots. Until it came to a decision
(which happened within 46 bunch crossings) the components bu�ered the event
information in a pipeline clocked by the HERA bunch crossing rate. The
accepted events were passed to the second level trigger with an output rate of
1 kHz.

Second Level Trigger (SLT) The SLT was implemented in a transputer network.
At this trigger level more information and correlations between di�erent detec-
tor components could be taken into account more accurately (track momenta,
vertex position, electron and jet �nding, CAL timing information). The infor-
mation from all SLT branches was combined into the global second level trigger
(GSLT), which reduced the event rate to about 50�100 Hz.

Third Level Trigger (TLT) For the events accepted by the GSLT the informa-
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tion from all the detector components was sent to the event builder, which
combined the event information and stored it in an ADAMO [40] database
record. The third level trigger used a computer farm and had access to this
ADAMO database and the reconstruction code to select events according to
speci�c physics requirements. It reduced the output rate to 5�10 Hz and stored
the accepted events to tape at the DESY computing centre. During this, a
pseudo fourth level trigger was introduced by assigning DST (data summary
tapes) bits, which indicate whether an event ful�ls certain requirements and
ensure later fast access to given classes of events.

3.2.5 Luminosity Measurement

The luminosity at ZEUS was measured with the bremsstrahlung process ep → epγ.
This QED process is theoretically well understood and provides due to its high cross
section (σbrems = O(20 mb)) a fast and continuous monitoring of the event rate.

To this e�ect the rate and energy of the bremsstrahlung photons was measured
with the luminosity monitoring system [41], schematically illustrated in Figure 3.12.
It consisted mainly of a photon calorimeter (LUMIG) situated at z = −106 m and
a lepton calorimeter (LUMIE) at z = −35 m. The detected photons left the beam
pipe at z = −92.5 m through a Cu−Be window. To protect the photon calorimeter
it was shielded against synchrotron radiation by a carbon-lead �lter.

With the rate Ṅbrems of detected photons above a �xed energy threshold, the
luminosity is calculated as

L =
Ṅbrems

σ′
brems

, (3.2)

where the cross section σ′
brems is corrected for the detector acceptance.

To estimate background events from bremsstrahlung of leptons on the residual
gas, pilot bunches where the proton bunch is empty are used.

Due to the large rate of recorded Bethe-Heitler events the statistical uncertainties
are negligible. Systematic uncertainties come from background subtraction, pile-up
e�ects, energy calibration and the acceptance of the lead-scintillator photon calorime-
ter (about 98%).

During the upgrade of the HERA collider, a new spectrometer system [42] was
installed (see Figure 3.13) to cope with the new challenges (larger beam currents and
instantaneous luminosity, more pile-up of bremsstrahlung, polarised beam leptons)
and trace the electrons produced from γ → e+e− conversion.

Sources of systematic uncertainties are the vertical alignment and y-position mea-
surement (2.5%), photon conversion rate (2%), pile-up (0.5%), deadtime measure-
ment (0.5%) and the theoretical Bethe-Heitler cross section (0.5%), which added up
to 3.5% in the early operations, but decreased over time. An uncertainty of 2.6%
is assumed in this thesis, in accordance with recent ZEUS publications (see e.g.
Ref. [43]).
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Figure 3.12: Schematic view of the HERA-I ZEUS LUMI monitor system.

Figure 3.13: Schematic view of the ZEUS luminosity spectrometer.



Chapter 4

Event Reconstruction

The basic event reconstruction is performed by the ZEUS ZEPHYR package.

4.1 Calorimetric Variables

Before precise quantities can be calculated from the energy deposits in the calorime-
ter, the energies have to be corrected for detector e�ects. To suppress the noise
from the intrinsic radioactivity of the Uranium in the cells, isolated cells with an
energy content of less than 80 MeV in the electromagnetic part and 140 MeV in the
hadronic part were excluded. Furthermore, noisy cells found during calibration were
also excluded.

Inactive material in front of the calorimeter reduces the measurable energy. This
e�ect was compensated by correction factors to the CAL energies, estimated using
a map of inactive materials and parametrised as functions of polar and azimuthal
angles.

Additionally, the scale of measured energies had to be corrected with factors
derived from Monte Carlo simulations.

The total energy of the event, Etot, is the sum of all energy deposits Ei in the
calorimeter cells:

Etot =

cells∑

i

Ei. (4.1)

The total momentum ~p is the same sum weighted with the directions from the re-
constructed interaction vertex to the cell centres, given by unit vectors ~ri:

~ptot =

cells∑

i

Ei~ri. (4.2)

The Cartesian components of ~p in the ZEUS reference coordinate system are called
px, py and pz. Using this notation the imbalance of the transverse momentum is
given by

pmiss
T =

√

p2
x + p2

y. (4.3)

The longitudinal energy-momentum imbalance can be expressed as

(E − pz)CAL = Etot − pz =
cells∑

i

Ei(1 − cos θi), (4.4)

29
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θi being the polar angle of the i-th CAL cell. This quantity is more convenient than
just pz, because the proton remnant usually carried a signi�cant unknown energy
fraction down the beam pipe in forward direction. E − pz is invariant under this
e�ect, because particles moving exactly forward give no contribution.

4.1.1 Clustering

As particles interacting with the calorimeter material shower and deposit their energy
usually in more than one cell, the cells which are likely to belong to the same shower
of a single particle are clustered.

In a �rst step, cell islands (local clusters of cells) are formed in each of the dif-
ferent layers (EMC, HAC1, HAC2) and sections of the CAL (FCAL, BCAL, RCAL)
separately (see Chapter 3 for the de�nitions of the calorimeter parts). In this proce-
dure each cell is iteratively connected with the highest energy neighbouring cell until
every cell is assigned to a cell island.

In the next step cell islands are combined to cone islands according to probability
functions based on the (η, φ) separation. These probability functions are derived from
single pion Monte Carlo events. The pseudorapidity η is de�ned as

η = − ln

(

tan
θ

2

)

, (4.5)

where θ is the polar angle with respect to the proton beam direction.
The matching goes from the outer layers (HAC2) inwards to the inner layers

(EMC). During this procedure also di�erent EMC islands and islands from di�erent
CAL section are allowed to be connected to each other. A position is assigned to the
cluster by the centre of gravity of the cone island, taking into account the energy
imbalance of each cell. The cluster energies are corrected for backsplashing e�ects,
inactive material absorption, super-crack energy loss and data-MC discrepancies.

4.2 Vertex and Track Reconstruction

Figure 4.1: Helix parametri-
sation

Tracks were reconstructed using information from
the CTD, the MVD (for the reconstruction of
MVD hits and details of the track reconstruction
chain refer to Chapter 5) and in the case of for-
ward tracks from the STT. A change between two
approaches took place while this analysis was car-
ried out: KFFIT was replaced by RTFIT.

In KFFIT (Kalman Filter Fit, [44]) �rst a he-
lix curve at a reference point in the (x, y) plane
with the �ve parameters φH (angle tangent to the
helix in the (x, y) plane), Q/R (Q is the charge, R
the local radius), QDH (DH connects the helix to
the reference point), zH and cot θ is �tted to the
CTD hits. Then the MVD hits are added with
a Kalman �lter technique [45] and provide cor-
rections to the helix parameters, yielding a more
precise track reconstruction.

In RTFIT (Rigorous Track Fit, [46] all hits
(CTD, MVD, STT) are treated basically equal
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with only a weight factor to take into account the di�erent resolutions. In this sense
a rigorous �t is performed, that takes also inhomogeneities in the forward magnetic
�eld and thus deviations from the helix shape into account.

By extrapolating the tracks, primary and secondary interaction vertices can be
determined.

4.3 Jet Reconstruction

Jets are reconstructed with the longitudinally invariant inclusive kT algorithm [47].
Starting point for the algorithm as used in this thesis is a list of cone islands

and an empty list of jets, an iterative clustering procedure is applied to group the
islands into jets. For each of the cone islands the algorithm decides if it is merged
with another island or added as a separate jet, until the list of islands is empty.

The energy, pseudorapidity and azimuthal angle are then de�ned as

Ejet
T =

∑

i

ET,i, (4.6)

ηjet =
∑

i

ET,iηi

ET,i
, (4.7)

φjet =
∑

i

ET,iφi

ET,i
, (4.8)

where the index i runs over all cone islands.

4.4 Electron Identi�cation

The key signature of electrons and photons is their electromagnetic shower in the
calorimeter, contained mostly in the electromagnetic part. These showers are the
result of pair creation, compton scattering, photoelectric e�ect and bremsstrahlung
reactions. A shower stops when electron energies get so low that they lose their
remaining energy through ionisation.

To �nd electrons the electron �nder EM [48] was used. Seeds for EM are CAL
cells with a local energy maximum. To these cells, surrounding cells with an energy
above the noise threshold are clustered. The centre of the cluster and thus the
position of the electron candidate is obtained from a logarithmic weighting of the
energy deposits.

For further information the algorithm tries to match a track to the cluster by
extrapolating all tracks with ptrack

T > 0.1 GeV to the calorimeter surface. If the
distance of closest approach (DCA) is less than 50 cm the matching is successful
and the track information is taken into account for the calculation of the electron
properties. Else only calorimetric variables are used. For all calculations cell islands
with the energy corrections mentioned in Section 4.1 applied are used.

EM uses seven characteristic electron variables (for candidates without a match-
ing track only the �rst four), that are approximately uncorrelated, and calculates a
subprobability Pk for each:

• the fraction of electromagnetic energy outside the highest energy cell

• the energy fraction of the hadronic section(s),

• the energy fraction in the highest CAL module pair,
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• the energy inside a cone of R = 0.8 (the cone radius is de�ned as R =
√

(∆φ)2 + (∆η)2) not associated to the electron candidate,

• δφ = |φtrk − φcal|,

• δθ = |θtrk − θcal|,

• δp = |1/ptrk − 1/E|.

The Pk are optimised separately for FCAL, BCAL and RCAL and uniformly dis-
tributed between 0 and 1 for real electrons. Fake electrons tend to have larger values
for each characteristic variable and receive lower subprobabilities. The product of N
subprobabilities P =

∏N
i=1 Pk can be transformed into the variable

Q = P
N∑

k=1

(− logP)k

k!
, (4.9)

which again is uniformly distributed between 0 and 1. With this method the calori-
meter probability PCAL is calculated from the subprobabilities of the �rst three
variables, or the grand probability from all seven subprobabilities.

Electron candidates are only accepted if they ful�l the following requirements:

• E > 4 GeV,

• PCAL > 10−5,

• Ptrk(δφ, δθ, δp) > 10−3.

Figure 4.2 shows the e�ciency of the EM �nder as a function of the electron
energy, the polar angle and Q2, compared to the �nder Sinistra, which has a slightly
worse performance for high electron energies and in the forward region.

4.4.1 Photon Identi�cation

As the shower shape of photons is almost identical to that of electrons, the EM
�nder is also used to �nd photons. To distinguish electron candidates from photon
candidates, the tracking information is used, exploiting the fact that photons do not
leave tracks (cf. 8.2.10).

4.5 Kinematic Variables

According to Equation (2.2) the kinematics of a DIS event are for �xed lepton and
proton energies Ee and Ep (and thus �xed centre of mass energy

√
s) de�ned by only

two independent variables of the set x, y, Q2.

There are di�erent ways to reconstruct these variables from the leptonic and
hadronic �nal state [50], some working only for NC DIS events:

Electron Method: This method is independent of the hadronic system and uses
the information energy and the polar angle of the scattered lepton. Therefore
it can only be used for NC DIS events. However, the resolution for low y and
θ′ ≈ π, where θ′, the scattering angle of the electron, is low.
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Figure 4.2: E�ciency of the electron �nders EM (crosses) and Sinistra (diamonds) as
a function of energy (top), polar angle (middle) and Q2 (bottom) [49]. Vertical lines
denote the transition regions between di�erent CAL parts (continuous lines) and the
end of the CTD (dashed line).

Jacquet-Blondel Method: This method is independent of the electron reconstruc-
tion and initial state radiation, because only the energies and polar angles of
the particles belonging to the hadronic �nal state are used. Consequently, it is
highly sensitive to calorimetric energy uncertainties. It can be used both for
CC and NC DIS events.

Double Angle Method: In this method only the scattering angles of lepton and
hadronic system are used, it is thus independent of the energy scale. As a
drawback, it has a bad resolution for small Q2 and can only be used for NC
DIS events.

In this thesis the Jacquet-Blondel method is used, because there appears no scat-
tered lepton in the signal process, and in the main background process the scattered
lepton is a neutrino.
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The kinematic variables in the Jacquet-Blondel method are expressed as:

Q2 =
p2

T,had

1 − y
, (4.10)

y =
δhad

2Ee
, (4.11)

x =
Q2

sy
, (4.12)

with

δhad =
∑

i

(Ei − pi,z), (4.13)

pT,had =

√

(
∑

i

pi,x)2 + (
∑

i

pi,y)2, (4.14)

where i runs over all �nal state hadrons.

The relative errors of the kinematic variables are

∆Q2

Q2
= 2

∆pT,had

pT,had
+

1

2Ee

∆δhad

1 − y
, (4.15)

∆y

y
=

∆δhad

2Eey
, (4.16)

∆x

x
=

(
1

2Ee(1 − y)
− 1

2Eey

)

∆δhad + 2
∆pT,had

pT,had
. (4.17)

The errors are divergent for Q2 and x as y → 1 and for y as y → 0.

4.6 Additional Event Variables

4.6.1 Gravitino

The gravitino G̃ can only be indirectly reconstructed by its missing transverse and
longitudinal momentum, assuming no other particle escapes undetected.

The transverse momentum of the gravitino is given by the total negative px and
py in the CAL. The missing pz can be obtained from the measured global (E−pz)CAL

(de�ned in Equation (4.4)).

The true value of E − pz can easily be calculated from the total energy

E = pe,z + pp,z

(assuming highly relativistic particles) and the total z-momentum

pz = pp,z + pe,z

(where pe is the electron momentum and pp the proton momentum) in the initial
state, where pp,z = pp and pe,z = −pe:

E − pz = 2pe. (4.18)

Due to momentum conservation E − pz will remain the same in the �nal state.
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The di�erence between the detected (E−pz)CAL and the true E−pz in the signal
process is due to the escaping gravitino:

E − pz = (E − pz)CAL + (EG̃ − pz,G̃). (4.19)

Under the assumption of a small gravitino mass, the gravitino energy is given by

E2
G̃

= p2
T,G̃

+ p2
z,G̃

. (4.20)

Putting all this together, the forward component of the gravitino momentum can be
calculated as

pz,G̃ =
1

2

(
p2

T,G̃

2Ee − (E − pz)CAL
− 2Ee − (E − pz)CAL

)

. (4.21)

4.6.2 Neutralino

The neutralino four-momentum in the analysed signal process is the sum of the
photon and the gravitino four-momenta:

pχ̃0
1

= pγ + pG̃. (4.22)

Its mass is

m2
χ̃0

1

= (Eγ + E2
G̃
)2 − (~pγ + ~pG̃)2 ≈ 2EγEG̃(1 − cos θ), (4.23)

where θ is the angle between the two four-vectors.

4.6.3 Selectron Momentum Transfer

The momentum transferred by the exchanged selectron ẽ can be calculated from
the di�erence of the initial lepton, pe = (Ee, 0, 0,−Ee) for high energies, and the
four-vector of the neutralino:

Q2
ẽ =

(

pe − pχ̃0
1

)2

= Ee(Eχ̃0
1
− pz,χ̃0

1
). (4.24)
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Chapter 5

Clustering Procedures for the

ZEUS Micro Vertex Detector

5.1 MVD Sensors

The MVD consists of single-sided silicon strip detectors on high ohmic n-type silicon
of 300 µm thickness (see Figure 5.1). The strips are of p+ type. Separated by �ve
passive strips the readout strips are AC-coupled through a SiO2-Si3N4 double layer
to Al-strips, which are connected via wire bonds either to a UPILEX �lm1 or a glass
fan-out.

n+

p+

n mµ300

θ

mµ120
readout strips

x

ionizing particle

threshold

signal

+

−

true position

Figure 5.1: Pro�le of a sensor with associated strip signals for a sample track with
large incident angle. Ignoring the energy loss of the traversing particle inside the silicon,
it can be assumed that all strips in the inner part have the same signal, varying only
due to noise. Only the readout strips at the cluster edge carry meaningful information.

Between each two readout strips with a pitch of 120 µm there are �ve passive
strips, that via capacitive coupling distribute the charge freed by a traversing particle
in the silicon to the other passive strips and �nally to the readout strips. The readout

1UPILEX is a polyimide foil with Cu strips. UPILEX is a registered trademark of UBE Industries
LTD., Japan.
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is an analogue readout.

5.2 Hit Position Reconstruction and Tracking Chain

Figure 5.2: Track-
ing Chain

At the beginning of the ZEUS track reconstruction chain
(see Figure 5.2) in ZEPHYR resides the clustering in-
cluding the cluster position reconstruction, done by the
MVRECON package. In the �rst step, adjacent strips with
a signal above a certain strip threshold, that is chosen in
a way to suppress noise, are grouped to form a cluster
(allowing for single inner strips beneath the threshold),
to which a di�erent cluster threshold is applied, mainly
to suppress fake hits from delta electrons. The cluster is
stored together with the strips at the edge beneath the
strip threshold.

To calculate the hit position, the centre of gravity al-
gorithm (CoG) was used until 2007. This algorithm takes
all the strip signals Sk in a cluster, ignoring the outermost
strips with a signal beneath threshold. The reconstructed
position xrec relative to the beginning of the cluster is given
by

xrec =

∑n
k=1 kSkP
∑n

k=1 Sk
, (5.1)

where P is the readout pitch , P = 120µm.

The MVD hits are then written to the table of recon-
structed MVD clusters (the ADAMO2 table MVRECC ).

This table, together with the hits from CTD and STT,
constitutes the input for the pattern recognition phase
(done by the VCRECON package). Here, the hits are com-
bined to helix tracks, which are written to a di�erent table
(ZTPRHL).

The pattern recognition track table and the tables of
the detector hits are afterwards �tted in a more rigorous way (RTFIT package)
with the help of sophisticated �tting algorithms and taking into account various
corrections. The result is a table of �nal tracks (ZTTRHL).

In a later step these tracks are subject to vertex reconstruction and higher level
analysis.

5.3 Study of Alternative Position Reconstruction Algo-

rithms

Motivated by test beam measurements [51, 52] and earlier studies of detector data
[53] which had shown that the CoG algorithm is not the optimal choice for the
hit position reconstruction, a study was performed to compare the performance of
di�erent alternative algorithms with the aim of implementing the optimal choice into
the ZEUS reconstruction software system.

2ADAMO is a system for scienti�c programming based on the Entity- Relationship (ER) model
(http://adamo.web.cern.ch/Adamo/). It is used in the ZEUS event reconstruction system.
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The algorithms that were considered as an alternative to the CoG algorithm can
be divided into two classes:

1. Algorithms that need nothing more than the cluster information

2. Algorithms that in addition require some knowledge (e.g. the incident angle)
of the track belonging to the hit

Obviously the algorithms of the second class can only be applied after the pattern
recognition step, so an algorithm of the �rst class is needed as a �rst guess.

5.3.1 Sub-Threshold Centre of Gravity Algorithm

The sub-threshold centre of gravity algorithm is basically identical to the CoG algo-
rithm, with the modi�cation that it uses also the information from up to two strips
beneath the strip threshold at the edge of the cluster:

xrec =

∑n+1
k=0 kSkP
∑n+1

k=0 Sk

, (5.2)

The main advantage is that it makes use of all the available information for those
clusters with only one strip above threshold but two beneath, which otherwise would
only be reconstructed with the digital resolution

σdig = P/
√

12 ≈ 34.6 µm.

For the same reason the inclusion of sub-threshold strips was also done for all
other considered algorithms. Moreover this led to a consistent treatment of all cluster
sizes without the need for case di�erentiations for di�erent widths, especially in the
case of the 3-strip algorithm.

5.3.2 3-Strip Algorithm

x

threshold

signal

true position

S
r

S
m

S
l

Figure 5.3: Sketch of the 3-strip algorithm.

The 3-strip algorithm focuses on the three strips around the strip with the highest
signal Sm in the cluster. In a �rst step the CoG for this strip and its left (right)
neighbour Sl (Sr) is calculated.

In the second step the quadratic, signal-weighted mean of these positions is com-
puted and gives the reconstructed position:

xrec =
plS

2
l + prS

2
r

S2
l + S2

r

, pl/r =
xmSm + (xm ∓ P )Sr/l

Sm + Sr/l
(5.3)

The 3-strip algorithm can be expected to give good results only for narrow clusters,
because for wider clusters the location of the highest signal strip inside the cluster
is random.
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5.3.3 Head Tail Fusion Algorithm

The head tail fusion (HTF) algorithm explicitly exploits the fact that the signals in
the inner part of the cluster are constant with variations only due to noise. Thus
the algorithm only takes the two strips at the edges of the clusters into account, and
adds sub-threshold strips to them to get Sl and Sr.

threshold

strip signal

Figure 5.4: Sketch of the head tail fusion (HTF) algorithm.

The reconstructed position lies inside an interval of length P around the centre
of the cluster:

xrec =
Sl(xl + ∆x) + Sr(xr − ∆x)

Sl + Sr
, ∆x =

xr − xl + P

2
, (5.4)

where xr/l is the position of the right/left readout strip above threshold.
This head tail fusion algorithm was suggested by Gerd Hartner.3

5.3.4 Eta Algorithm

The original Eta algorithm [7] works for two-strip-clusters. Its basic idea is to com-
pensate for non-linearities in the charge distribution.

The quantity η is de�ned as

η =
Sr

Sl + Sr
, (5.5)

where Sr/l is the signal of the left/right strip.
In this way the CoG algorithm for two-strip clusters corresponds to

xCoG
rec = xl + ηP.

This would assume a �at η distribution. As the left side of Figure 5.5 shows, the η
distribution is in fact not �at.

3ZEUS internal tracking group talk at https://www-zeus.desy.de/zems/ZEUS_ONLY/display.
php?p_active=9063, 16 May 2007.
Note, that the head tail algorithm implemented but never used in MVRECON is di�erent in not
restricting the reconstructed position to the small interval around the centre of the cluster. Instead,
the reconstructed position is shifted across the hole cluster width according to the ratio of the head
and tail strips. This is clearly �awed.
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Figure 5.5: Example η and corresponding f distribution.

To compensate for this, one introduces a correcting probability density function
f(η), so that the reconstructed hit position is

xCoG
rec = xl + f(η)P. (5.6)

f(η) is calculated by integrating the η distribution:

f(η) =
1

N0

∫ η

0

dN

dη′
dη′, (5.7)

where dN
dη′ is the di�erential η distribution and N0 is the total number of events in

the η distribution. This probability function has to be determined before the hit
reconstruction, using a large data sample. Note, that this training does not need
any knowledge of the true his position. It is purely based on statistics.

When applying this method one has to take into account that the shape of the η
distribution changes for di�erent track classes. Most signi�cantly it depends on the
incident angle θ (the de�nition of θ can be found in Section A.1), but there are more
factors to be considered, which will be discussed in Section 5.4.

5.3.5 QX (Charge Transfer) Algorithm

The concept of the QX algorithm developed by Gerd Hartner [54] is to take a track
candidate from pattern recognition, predict the cluster characteristics,

• the readout strip charges Si and

• the cluster width w from the track incident angle (see Section A.2),

and match these to the strip data. The model used for this �t is the same as used
in the MOZART (see Section 6.4) detector simulation. There, a set of 22 coupling
constants cj is used to transfer charge to each readout strip from the 11 neighbour
strips on each side.

Besides the measured signals Si from the readout strips, the cluster width w
estimated from the track angle is input for a �t that, by minimising the quantity

χ2
QX =

∑

i

1

σ2
i

{
Si − s

∫ xr

xl

dxρ(x − xi)
}2

+
1

σ2
w

{W − (xr − xl)}2 (5.8)

in the (xl, xr) parameter space, gives the �tted cluster centre xm = 1
2(Xl + xr) and

the �tted cluster width w = xr − xl.
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In Equation (5.8), s is a scale factor for normalisation, and the density function
ρ incorporates the coupling constants cj for the strips.

Seven iterations are done, each of which halves the width of the search steps
∆xl,r, starting at 30 µm and ending at 0.5 µm.

x

x

x

x

r

m

l

φ

Figure 5.6: Sketch of the QX algorithm.

Because the QX algorithm explicitly uses the track information from the pattern
recognition phase, it can correctly handle overlapping clusters (being wider than they
should be) and clusters at the edge of a sensor (being narrower than they should be).
These e�ects are taken into account in the QX �tting procedure.

5.4 Eta Algorithm Adaption

In order to apply the Eta algorithm not only to two-strip clusters, as outlined in
Section 5.3.4, a method had to be developed to de�ne the quantities Sr and Sl for
general clusters.

Two things were changed:

1. Sub-threshold strips are used as well (to include the information carried by
them and to reduce the fraction of clusters that consisted of only one strip
otherwise).

2. The cluster is split up into two parts of almost equal signal sum, with the
condition that the di�erence between these signals sums is minimal. The re-
constructed position lies inside the so called central readout interval between
these two halves.4

Figure 5.7 shows a few examples.

Test beam studies [52] had shown that the η distribution depends on

1. The incident angle θ of the track, because this determines the number of strips
across which the signal is spread (cf. Section A.2). θ is the angle between the
sensor normal and the track, projected onto the plane which is normal to the
strips (see Figure A.1).

2. The hit region on the sensor along the strip direction z′ (see Figure A.1; z′ = 0
in the sensor centre). The reason for this is that at certain regions on the

4This concept was adopted from ZEUS note ZEUS-99-023 [55].
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threshold

strip signal

central readout intervals

Figure 5.7: A few examples for the splitting into right and left part.

sensor there are additional bond or probe pads (see Figure 5.8), which change
the capacitance and thus the capacitive coupling between the strips. The e�ect
on the η distribution is shown in Figure 5.9.

3. The orientation of the sensor. One has to separate Z, Rφ and FMVD sensors,
because the geometry, magnetic �eld, and electrical connection vary for these
classes.

Figure 5.8: Bond region.

η
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

P
o

s
Y

-3

-2

-1

0

1

2

3

hetaposz
Entries  965295

E
v
e
n

ts

0

50

100

150

200

250

300

350

400

hetaposz
Entries  965295

ηposy vs. 

Figure 5.9: E�ect of the pads on the η distribution.

The chosen binning in these quantities was a tradeo� between having enough
statistics in each bin and covering the relevant signi�cant features of the distributions.
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The �nal tuning was done by means of achieved resolution. Following bins were
chosen:

1. 4 bins of |θ|:

(a) |θ| < 20◦

(b) 20◦ ≤ |θ| < 40◦

(c) 40◦ ≤ |θ| < 60◦

(d) 60◦ ≤ |θ|

2. 4 bins of z′:

(a) z′ < −2.8 cm

(b) −2.8 cm ≤ z′ < 0 cm

(c) 0 cm ≤ z′ < 2.8 cm

(d) 2.8 cm ≤ z′

3. 4 bins of sensor orientation:

(a) BMVD Z

(b) BMVD Rφ

(c) FMVD U

(d) FMVD V

Examples of how the η distribution changes in these bins can be seen in Figure A.3
(di�erent z′ bins) and Figure 5.10 (di�erent θ bins). Figure 5.10 shows, that for
shallow incident angles the η distribution is completely located around 0.5, so that
no signi�cant prediction for the cluster position can be expected in that case.

The histograms that resulted from normalising and integrating the η distributions
had to be �tted to get the probability density function f(η). This �tting was done
to smoothen out �uctuations in the distribution and reduce the amount of data to
be stored and used in the algorithm.

Di�erent functions were considered as a �t function. After some tests it was
decided to use a modi�ed Fermi function with a fourth degree polynomial in the
exponent:

f(η) = 1 − 1

1 + exp(a0 + a1η + a2η2 + a3η3 + a4η4)
(5.9)

This function appeared to be �exible enough to �t the di�erent shapes. An example
is shown in Figure 5.11.

5.5 Evaluation

The di�erent position reconstruction algorithms described above were tested and
evaluated by analysing residuals and impact parameters.
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Figure 5.10: η distributions for di�erent incident angles: 0◦ < θ < 20◦ (top left),
20◦ < θ < 40◦ (top right), 40◦ < θ < 60◦ (bottom left), 60◦ < θ < 90◦ (bottom left).
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Figure 5.11: Modi�ed Fermi Function �tted to data as a probability density function.

5.5.1 Data Set

For the evaluation a set of data from e−p collisions recorded in 2006 was used.5 The
analysis was not based on Monte Carlo (except from a few checks for unexpected
side e�ects), because the performance of the di�erent reconstruction algorithms is
a�ected in a subtle way by details of the semi-conductor and readout electronics
behaviour. These might not be simulated reliably enough.6

For the residual studies the following selection was used:

• Clusters associated to tracks �tted to the primary vertex (with |zvtx| < 30 cm),
to have well-reconstructed and understood tracks.

5Run numbers 59600�59699.
6One hint is that the simulation does not reproduce the correct MVD hit resolution.
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• In each cylinder at least one Z and one Rφ hit, to make use of the complete
MVD and have in most cases enough data points for a reasonable �t of the 5
helix parameters of the tracks.

• Tracks crossing at least CTD super layer 5, to have additional proper informa-
tion outside of the MVD for cases with insu�cient MVD information.

• pT > 3 GeV, to ensure that the energy loss and multiple scattering of the
particles can be neglected, while still providing enough statistics.

• |zH | < 20 cm, to have well understood tracks.

5.5.2 Residuals

Residuals were the primary tool for developing and assessing the di�erent algorithms.
The residual is the di�erence between the position of the cluster on the sensor and
the position where the track hits the sensor when it is �tted to all other clusters
except this one.

The width of the residual distribution gives a measure for the resolution of a
clustering algorithm. In this work the width was calculated by �tting a Gaussian to
the distribution.

The di�erent algorithms were tested in a two-stage process.

1. In the �rst stage a ROOT [56] ntuple was created with the strip signals from
every cluster belonging to a track. To obtain unbiased residuals, the evaluated
cluster was removed and the track was re�tted. For this re�tting, a routine
(KFFIT, see Section 4.2) of the tracking software was used that provided more
interfaces to the user suitable for these tests. The track parameters and inter-
/extrapolated hit positions and angles were written to the ntuple. This ntuple
could later be analysed e�ectively o�ine, to develop, test and compare the
di�erent algorithms. The drawback of this method was that the cluster posi-
tions that were used for the �t were still the CoG positions, which in principle
could introduce systematic errors and give only a pessimistic estimate of the
resolution improvement.

2. Therefore, with the matured algorithms a second testing stage was established.
Now all the clusters were reclustered using the algorithm under test, before a
re�t excluding the evaluated cluster was performed. For the re�t a newer
tracking package (RTFIT) was now available, see Figure 5.12.

Residual

Cyl 2

Cyl 1

Cyl 0

remove

recluster

and refit

one hit

Figure 5.12: More sophisticated residual calculation with elimination of systematic
errors.
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In the �rst stage the Eta algorithm as outlined in Section 5.4 was developed, and
the other algorithms were tested, with the exception of the QX algorithm, which was
developed and made available only later.

The residual distributions for the Eta algorithm (as an example) for di�erent
cylinders are plotted in Figure 5.13.
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Figure 5.13: Residual distributions for normal incident (|θ| < 10◦) for the Eta algo-
rithm, for di�erent cylinders (innermost to outermost from left to right) and di�erent
module orientations (top: Z, bottom: Rφ).

Figure 5.14 shows the angle dependent residual distribution widths for cylinder
1. The fact that cylinder 1 has a smaller residual distribution width than cylinders
0 and 2 re�ects that the width σ of the distributions is not only determined by the
intrinsic resolution σi of the algorithm, but also by the track error σt:

7

σ =
√

σ2
i + σ2

t . (5.10)

The track error σt is smaller for cylinder 1, because in that case the track is in-
terpolated between cylinder 0 and 2, while in the other cases an extrapolation is
done.

It is clearly visible that the Eta algorithm performs best for small incident angles.
For large incident angles the head tail fusion algorithm and the sub-threshold CoG
are close together (within errors). In a small intermediate region the 3-strip algorithm
shows the best resolution, but as expected gets worse for larger cluster sizes. The
usual CoG algorithm performs poorly, the gain by adding sub-threshold strips is
substantial.

For stage 2 also the QX algorithm, which was not available before, was integrated
into the tests.

7Here, the uncertainties are assumed to be uncorrelated and Gaussian. This is not strictly true,
but the basic idea remains valid.
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Figure 5.14: Dependence of the width of the residual distribution on the incident
angle for di�erent clustering algorithms without reclustering of the hits used for the
track re�t (KFFIT) for Z sensors (left) and Rφ sensors (right). For shallower incident
angles the statistics and thus the �t uncertainties (denoted by the vertical bars) are
worse. The incident angles are generally lower for Rφ hits due to geometry.

Cyl 1 Residuals / µm

Algorithm Z Sensors Rφ Sensors

CoG 32.4 ± 0.5 31.7 ± 0.3
SubThrCoG 30.5 ± 0.3 30.3 ± 0.2
ThreeStrip 27.9 ± 0.3 27.2 ± 0.2
HTF 31.7 ± 0.4 32.2 ± 0.2
Eta 26.4 ± 0.3 26.2 ± 0.2
Eta/QX 26.2 ± 0.3 26.1 ± 0.2
QX 26.7 ± 0.3 26.8 ± 0.2

Table 5.1: Residuals at normal incident for the di�erent algorithms for cylinder 1
(tracks re�tted with RTFIT).

Figure 5.15 shows the θ-dependent results for the di�erent algorithms, Table 5.1
summarises the residuals for normal incident angle for cylinder 1 (which has the
least track uncertainty). Again for small incident angles the Eta algorithm performs
best, while the QX algorithm is close. Still there is a turnover at θ = 40◦, beyond
which the QX algorithm gives the best resolution. Thus also the combination of Eta
algorithm for small incident angles and QX algorithm for shallow angle was used as
a candidate. This setup seemed to be the optimum (ignoring the small region where
the 3-strip algorithm is slightly superior; the �nal clustering system should not be
too fragmented).

The visible (i.e. with track error included) resolutions for the di�erent cylinders
and wheels are plotted in Figure 5.16 for perpendicular incident. Also here the
expected structure is spotted: In the cylinders/wheels with the biggest extrapolation
contribution the visible resolutions are largest. In all cases the chosen combination
of the Eta algorithm and the QX algorithm gives the best results.
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Figure 5.15: Dependence of the width of the residual distribution on the incident
angle for di�erent clustering algorithms with reclustering of the hits used for the track
re�t (RTFIT) for Z sensors (left) and Rφ sensors (right). For shallower incident angles
the statistics and thus the �t uncertainties (denoted by the vertical bars) are worse.
The incident angles are generally lower for Rφ hits due to geometry.
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Figure 5.16: Normal incident (|θ| < 10◦) residuals for di�erent algorithms and di�er-
ent parts of the MVD (Z sensors only).

5.5.3 Impact Parameters

An independent and more physics related test is to study the distribution of impact
parameters or distances of closest approach with respect to the beam-spot mean.
The width of this distribution for di�erent azimuthal angles φ is determined by the
size of the beam-spot in this direction and by the track error for this angular region
of the detector. The concept is sketched in Figure 5.17.

The track error contains the error of the individual hits and of multiple scattering
e�ects. Hence it has a large dependence on the transverse momentum,

σd ∝ 1√
pT

. (5.11)
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DCA
x

y

helix track

beam spot

Figure 5.17: The impact parameter is the distance of closest approach (DCA) between
the track and the centre of the beam-spot.

To minimise the multiple scattering contribution, only tracks with pT > 3 GeV were
selected. Now the width of the impact parameter distribution is a measure for the
resolution of the algorithm.

For these parameter studies, the requirement on the number of MVD hits was
dropped and replaced by a requirement of at least four MVD hits. By this also the
azimuthal regions with only two MVD layers could be charted.

Results for the impact parameter distribution as a function of the azimuthal angle
φ are shown in Figure 5.18. It shows that the combination of Eta algorithm and QX
algorithm yields the best results for most angles.
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Figure 5.18: Visible impact parameter distribution width. In dusky pink the contri-
bution of the beam-spot is drawn.

The e�ects of the performance di�erences is superimposed with

1. the fact that in the left region only two layers of MVD modules are situated;

2. the contribution of the elliptical beam-spot.

Taking into account the fact that the beam-spot width is approximately bx = 83µm
in x direction and by = 20µm in y direction, the beam-spot contribution b can be
estimated for a given angle φ as

b2 = (bx sin(φ))2 + (by cos(φ))2 . (5.12)



5.6 New System 51

To eliminate the e�ect of the beam-spot contribution b has to be quadratically sub-
tracted from the impact parameter distribution width w. This is done in Figure
5.19.
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Figure 5.19: Reduced impact parameter distribution width.

In the ideal case this plot should be �at. The reason for it not being �at is the
e�ect of missing modules in the inner cylinder at certain angles (cf. Figure 3.7).

Consequently it is best to look at the region around φ = 0◦, which exhibits a
good coverage of 3 to 4 modules and a small lever arm. Here, the combination of Eta
algorithm and QX algorithm with a reduced impact parameter distribution width
of σd = 64 ± 2 µm outperforms the CoG algorithm (σd = 73 ± 2 µm) and the QX
algorithm (σd = 74 ± 2 µm).

The conclusion is that the combination of Eta algorithm and QX algorithm seems
to be the optimal choice and should be used to second the previously existing hit
reconstruction system.

5.6 New System

Based on the �ndings in Section 5.5 an improved position reconstruction algorithm
was implemented.

5.6.1 Post Pattern Recognition Reclustering

To integrate the new algorithms that use knowledge of the tracks, there had to be
additions to the track reconstruction chain after the pattern recognition phase (see
Figure 5.20).

Since the QX algorithm was developed and runs as part of the VC package for
pattern recognition, it is called from there and produces a new output ADAMO table
ZTRECC of reclustered clusters, which can later be used by the track �t. ZTRECC
has identical structure to the previously existing table MVRECC of reconstructed
MVD clusters, and is referenced by the tables ZTPRUSE of hits used for each track
by the pattern recognition package and ZTTRUSE of hits used for each track by
the track �t. The reason for introducing this new table is to keep the MVRECC
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Figure 5.20: The new track reconstruction chain.

information intact and make it possible for the same cluster to be reconstructed
di�erently for di�erent tracks.

The Eta algorithm was implemented in the mvreclus routine and requires a new
call from the zrphs1 routine in ZEPHYR between the pattern recognition and the
track �t. If the impact angle is less than 40◦ with respect to the sensor normal,
mvreclus writes the newly reconstructed clusters to ZTRECC. Else the information
from the QX algorithm is kept, because for shallow angles it is more accurate.

5.6.2 Initial Clustering

It was also tested to use algorithms di�erent to the CoG in the initial clustering.
Via control cards (see Reference A.4) it is possible to switch on the 3-strip or the
head tail fusion algorithm. Nevertheless tests showed that these changes had only a
negligible impact on the �nal performance if the post pattern recognition clustering
was switched on. Therefore the CoG remains the default that is used in production.

5.7 Summary

It was shown that the visible clustering resolution can be signi�cantly improved by
20% from 32 µm using the CoG algorithm to 26 µm using a combination of the Eta
algorithm for close to normal impact and the QX algorithm for shallow impact. This
improvement is also visible in the impact parameter resolution, which improved from
74 µm to 64 µm (beam-spot contribution subtracted) in regions with high module
coverage. In particular for high energetic tracks, which are not dominated by multiple
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scattering, this is a big improvement.
The new setup with a post pattern-recognition clustering has been successfully

implemented into the ZEUS event reconstruction system.

5.8 Outlook

Work could be invested to combine the Eta algorithm and the QX algorithm to one
single algorithm. The way in which QX makes use of the track information especially
in the cases of overlapping clusters and clusters at the sensor edge is compelling, but
the tuning of the coupling constants could be treated in a more systematic way than
just inherit it from the detector simulation. Here, the Eta algorithm seems to be
superior.

On the other hand, the Eta algorithm could be improved for wide clusters. The
splitting in two parts and factoring in of all strips works extremely well for small
clusters but is in theory and experiment not convincing for wide clusters. One
would expect that mixing the concept of the head tail fusion algorithm with the Eta
algorithm would produce better results, but no successful way of doing this has been
found yet.

The improved ZEUS tracking system, with the presented framework to recon-
struct MVD hit positions as a part, has come to use for the �nal (�Grand�) repro-
cessing of all HERA II data sets. With important features of a clustering algorithm
tuned on real data, alignment from data tracks as well as its rigorous track �t, it
sets a standard for future HEP experiments.
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Chapter 6

Monte Carlo Simulation

For the understanding of the data and development of signal selection criteria this
analysis makes use of the simulation of large numbers of Monte Carlo (MC) events.
All the di�erent parts of an event have to be simulated, both for the background
processes and for the signal. Finally, the detector response has to be simulated.

6.1 General Event Simulation

6.1.1 Hard Process

The hard process is the part of the event described by Feynman diagrams with the
beam lepton and a parton from the proton as initial particles. The parton carries a
momentum q = xp (see Sect. 2.2), so that the available centre of mass energy is

ŝ = xs. (6.1)

This establishes a minimum x for the production of heavy particles.
By folding the hard cross section σ̂ with the parton densities qf (x,Q2) one arrives

at the total cross section

σ =

∫

dt

∫ 1

xmin

dx
∑

f

qf (x,−t)
dσ̂(ŝ, t)

dt
, (6.2)

where t = (q′ − q) is the transfered momentum.
In this thesis only the Feynman diagrams in leading order (LO) are used for MC

simulation, higher orders in perturbation theory are neglected for the hard process
and are only factored in as corrections, as described in the following.

6.1.2 QED Radiation

Radiation of initial state photons (ISR) from the incoming lepton lowers its e�ective
energy and shifts the mean of the reconstructed kinematic variables.

Additionally, there is a small contribution from prompt photons from quarks,
which changes the cross section slightly.

All these e�ects are simulated or corrected for in the MC generator programs.

6.1.3 QCD Radiation

Radiation of gluons (in the initial state or in the �nal state) leads to additional
hard jets. To model these e�ects at the hadron level two di�erent approaches are
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commonly used: The Colour Dipole Model and the Matrix Element Plus Parton
Shower Model.

Colour Dipole Model (CDM)

If a quark is struck and separated from the proton remnant, according to the CDM
[57], these two objects form a colour dipole. By radiation of gluons further colour
dipoles are formed (g → qq̄) in a cascade until a minimal cut-o� energy is reached.

Matrix Element Plus Parton Shower Model (MEPS)

In the MEPS model [58] the Altarelli-Parisi splitting functions [59] are used to de-
termine the energy fractions in each branch in the parton shower. The splitting
functions are derived by summing up higher orders of perturbation theory to all or-
ders by using the DGLAP leading-log approximation [60]. Quarks and gluons evolve
by successive branchings until all partons reach a minimum cut-o� energy.

6.1.4 Hadronisation

The merging of the produced coloured partons to form stable colourless hadrons can-
not be described perturbatively. There are two important phenomenological models
used to describe this process: The Lund Model and the Cluster Hadronisation Model.

Lund Model

The Lund string fragmentation model [61,62] treats the colour �eld between a quark
and an antiquark as a string of constant energy density by taking into account
the self-interactions of the gluons. The string energy increases proportional to the
growing distance, until it is large enough to create new qq̄ pairs. By this process the
string splits recursively into smaller parts until the energy of the initial qq̄ pair is
exhausted.

Cluster Hadronisation

In the cluster hadronisation model [63] colour precon�nement [64] of the quarks in
the parton shower is assumed. The gluons are split non-perturbatively into qq̄ pairs.
In the next step all neighbouring quarks and antiquarks can be combined to low
mass colour singlet clusters, which decay isotropically into hadrons by momentum
exchange with the neighbouring clusters, taking into account the available phase
space.

6.2 Background Simulation

For the simulation of background NC and CC processes DJANGO [65] was used
as event generator with HERACLES [66] modelling the initial and �nal state QED
radiation. The QCD radiation was modelled with the CDM as implemented in
ARIADNE [57]. For proton PDFs CTEQ5D [67] was used.
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6.3 Signal Simulation

For most parts the event generator SUSYGEN [68] with some modi�cations was used
to simulate the signal events. It can simulate 2 → 2 SUSY production processes for
ep interactions in the R-parity violating MSSM, as well as sparticle decays in two-
and three-body processes from the exact �rst order matrix elements, taking into
account s-, t- and u-channel contributions. The mass spectrum of the GMSB model is
implemented via an interface to the SuSpect [69] program. Initial state radiation from
the beam electron is modelled using the Weizsäcker-Williams approximation [70].
QCD radiation is treated in the MEPS approach and parton densities of CTEQ5M
are used. For the hadronisation SUSYGEN was interfaced to Pythia [62] in this
thesis, treating the gravitino as a neutrino. Pythia uses the Lund string model.

Some studies were performed using CalcHEP [71].

6.4 Detector Simulation

After their generation the events were passed to the detector simulation program
MOZART. MOZART, which is based on the GEANT [72] package, simulates the
response of the di�erent detector components, taking into account the ZEUS geome-
try and interaction with inactive material, which results in energy loss and multiple
scattering. The model in MOZART, based initially on geometry and testbeam data,
was continuously improved by studies of the running ZEUS experiment. The output
of MOZART is passed to the trigger simulation program ZGANA. Accepted events
are �nally reconstructed with ZEPHYR, which is likewise used to reconstruct the
real data events.
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Chapter 7

Gravitino Production at HERA

This chapter discusses the signal process for this analysis, ep → χ̃0qX → G̃γqX.
Previous analyses can be found in Reference [4, 73].

7.1 Signal Process

For this analysis a GMSB scenario with a neutralino NLSP and R-parity violation
was assumed. The Feynman diagram for the investigated process is shown in Figure
7.1. By ẽ exchange between the incoming lepton and a quark from the proton via
an R-parity violating coupling λ′, a neutralino χ̃0 is produced.

G̃

γ

q′
q

ẽ

χ̃0e

X

p
λ′

111

Figure 7.1: Feynman diagram for the signal process. The neutralino decays domi-
nantly into a photon γ and a gravitino G̃.

Being the NLSP the neutralino decays dominantly into a gravitino G̃ and a
photon.1 The signature of the process is

• an isolated high-energetic photon,

• a jet

• and missing transverse energy.

Figure 7.2 shows a typical event display for a SUSY candidate from e+p data.

1There are other signatures when the neutralino undergoes a 3-body decay via an R-parity
violating coupling, but those involve heavy virtual sleptons and are suppressed, as long as the
neutralino is the NLSP. Decays χ̃0

→ Z0G̃ are also possible, but suppressed, because the neutralino
is photino-like, except for cases with large N and small Mmess and Λ [29].
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XY View ZR View

Figure 7.2: Event display for a SUSY candidate. (Q2 = 9.9 · 103 GeV2, x = 0.25, y =
0.44, Eγ = 39GeV, pmiss

T = 74.6 GeV)

7.1.1 Standard Model Background

From the signature of the signal process it is clear that the main background is CC
DIS, with an additional photon from initial state radiation or from the quark.

Another source of possible background are NC DIS events, where the energy is
mismeasured resulting in missing transverse energy. A false photon may then be due
to an electron, for which the track is not reconstructed, or a real photon might be
emitted from the initial or the �nal state electron, or be created during hadronisation
and decay.

Furthermore, photoproduction events, where the beam lepton emits a quasi-real
(Q2 ≈ 0) photon, which interacts directly or via pair production of quarks (resolved
photoproduction) with a parton from the proton, can be falsely identi�ed as a signal,
when the energy is mismeasured and a false photon is present (e.g. the scattered
beam lepton without a properly reconstructed track).

7.1.2 Cross Section and Branching Ratio

The cross section for this process (Figure 7.3) depends mainly on the masses of the
selectron and of the lightest neutralino and falls o� steeply with increasing masses.
For the reference point (mχ̃0 = 96 GeV, mẽ = 140 GeV) its value is σe+p = 0.14 pb

for the e+p initial state and σe−p = 0.34 pb for e−p.

In addition, if the selectron mass is lighter than the neutralino mass and the
selectron is thus the NLSP, the branching ratio for the γG̃ channel (see also Figure
7.3) diminishes drastically, since the predominant neutralino decay is then via the

slepton. For the reference point, the branching ratio for χ̃0 → G̃γ is 99.7%.

The GMSB parameters used for the mass scan in Figure 7.3 are discussed in
Section 7.4.

7.2 Search Strategy

The search strategy in this analysis is to eliminate essentially all the NC background
by a high cut on the missing transverse momentum and by selecting only events
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Figure 7.3: Cross section for the e−p → qχ̃0 channel, and branching ratio for the
χ̃0 → γG̃ decay, assuming λ′

111 = 1.

were the photon candidate and the jet are not back-to-back (which is the case for
the electron and the jet in LO NC, due to momentum conservation).

The high pT cut at the same time eliminates the photoproduction background.
It remains to reject events coming not from ep interactions, like cosmic muons,

halo muons and beam-gas events. The details are given in Chapter 8.
The event selection aims at a high signal e�ciency, at the cost of a higher back-

ground. In a second step a multi-variate method is used to discriminate the signal
from the background events. After the training of the discriminant , it is applied on
data and Monte Carlo with the photon restricted much more. This way the signal-
to-background ratio is optimised, before limits on the SUSY masses are derived.

7.3 Previous Limits on GMSB Masses

The GMSB model is frequently considered as �non-canonical� [74], especially in com-
bination with R-parity violation. The process under investigation does only rely
on the gravitino mass, the neutralino mass and the selectron mass, which is here
assumed to be independent of the other slepton masses. Therefore, virtually no
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experimental constraints applicable to this channel exist.

There are generic searches from the LEP experiments, which, however, assume
R-parity conservation.2 The lower limit for the selectron is mẽR

> 73 GeV [75], the
limit for the lightest neutralino is mχ̃0

1
> 47 GeV [76]. Assuming a GMSB model with

a neutralino NLSP, the neutralino limit improves a little bit: mχ̃0
1

> 54 GeV [77]. In

the channels e+e− → G̃χ̃0
1 → G̃G̃γ and e+e− → χ̃0

1χ̃
0
1 → G̃γG̃γ the limit depends

on the selectron mass (due to the possibility of t-channel selectron exchange in the
production mechanism), and for low selectron masses (mẽR

. 200 GeV), the limit
touches the 100 GeV mark, see Figure 7.4 [78].
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Figure 7.4: LEP exclusion limits in the neutralino/selectron mass plane for a gravitino
LSP, assuming R-parity conservation [78].

Other limits come from the Tevatron. The CDF collaboration has derived a lower
limit

√
F > 221 GeV [79], equivalently mG̃ > 1.17 · 10−5 eV.

The DØ experiment has excluded neutralino masses below 125 GeV [80] for the
parameter slope Mmess/Λ = 2, N = 1, tanβ = 15, µ > 0 (�Snowmass Slope SPS
8�, [81]). However, these limits are not independent of squark masses and have
at best only restricted relevance for the channel under investigation here, which is
independent of squark masses.

The H1 experiment at HERA has searched for the same signature as this work,
but using only an integrated luminosity of 64 pb−1 [82]. They can exclude R-parity
violating couplings of electromagnetic strength for selectron and neutralino masses
close to 55 GeV.

2Limits on the R-parity violating coupling have been discussed in Section 2.3.5.
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7.4 Choice of Reference GMSB Parameters

In addition to the usual GMSB parameters listed in table 2.3, the selectron mass
was treated as an extra free parameter.3 A further free parameter comes into play
via the R-parity violating coupling, e.g. λ′

111.
To reduce the number of free parameters to a manageable quantity, some of the

GMSB parameters were �xed in this analysis:

•
√

F = 230GeV,

• tanβ = 2,

• sgn µ = −1,

• N = 1,

• Mmess/Λ = 2.

The value of Λ directly determines the mass of the lightest neutralino mχ̃0
1
. The

relation is shown in Figure 7.5.

 / TeVΛ

20 40 60 80 100 120 140 160

 /
 G

e
V

0
χ∼

m

40

60

80

100

120

140

160

180

200

220

 / TeVΛ

20 40 60 80 100 120 140 160

 /
 G

e
V

0
χ∼

m

40

60

80

100

120

140

160

180

200

220

Figure 7.5: Relation between Λ and the neutralino mass mχ̃0

1

.

When nothing else is mentioned, λ′
111 = 1 is assumed. The impact of other values

is simple: the total production cross section scales with (λ′
111)

2.

3This is a deviation from the usual GMSB, but there is no fundamental reason that forbids this.



64 7 Gravitino Production at HERA



Chapter 8

Event Selection

8.1 Data Sets

8.1.1 Data

This analysis uses the complete HERA II data sets recorded with the ZEUS detec-
tor in years 2003 to 2007 with a total integrated luminosity of L = 325 pb−1 (for
details see Table 8.1). Runs with insu�cient MVD or polarisation information were
excluded.

8.1.2 Monte Carlo

The generators used for the production of Monte Carlo background and signal sam-
ples were described in Sections 6.2 and 6.3.

In total 5.3 · 105 CC DIS events were generated for the background simulation.
To accurately cover the whole kinematic plane, samples with di�erent lower Q2 cuts
of 100 GeV2, 5000 GeV2, 10 000GeV2 and 20 000GeV2 were combined and weighted
according to the luminosity described by them in relation to the the data luminosity.

Studies with NC DIS and photoproduction MC samples1 showed, that those
events are almost2 completely rejected by the used set of cuts (which is described in

1The NC DIS sample corresponds to an integrated luminosity exceeding that of the data by a
factor 6.6 · 10

3. The photoproduction samples (both resolved and direct) are roughly equivalent to
the data luminosity.

2In the direct photoproduction MC sample only 2 events were selected, which are outside the
signal region. In the NC DIS MC sample no events were selected.

Data set Lepton Beam Polarisation Luminosity / pb−1

2003/04 right handed e+ 32.5% 21.2
2003/04 left handed e+ −38.4% 16.7
2004/05 right handed e− 31.8% 45.0
2004/05 left handed e− −26.9% 87.0
2006 right handed e− 26.9% 34.3
2006 left handed e− −25.7% 18.9
2006/07 right handed e+ 31.8% 81.5
2006/07 left handed e+ −36.0% 59.0

Table 8.1: Used HERA data sets with lepton beam type and polarisation and inte-
grated luminosity.
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Section 8.2). Because of this, and to simplify the treatment, they are normally not
explicitly quoted throughout this thesis.

For the signal samples, 2·104 SUSY events were generated per point in the GMSB
parameter space.

8.2 Selection
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Figure 8.1: Cut �ow; left: e+p, right: e−p data. To simplify matter, the cuts are
grouped: Data combines the cuts that are only applied to data (like timing cuts or
manual rejection), Trigger sums up the trigger selection, non-ep pools the cuts against
beam gas and halo muons, Zvtx is the cut on the vertex position, Q2 is the kinematic
selection, Jet the jet requirement, the rejection of events without tracks is denoted as
1track, that of events with an high-energetic electron is no el, and the requirement of a
photon candidate and its angle to the jet are γ-cand and ∆φ. After all cuts, a reasonable
agreement between data and Monte Carlo is reached.

8.2.1 Jet Requirement

Signi�cant for the SUSY signal is a high energetic jet from the R-parity violating
vertex. The leading jet is required to have

pjet
T > 10 GeV and − 1.5 < ηjet < 2.5. (8.1)

The distributions of di�erent jet-related quantities are shown in Figure 8.2. There
and in all other plots the Monte Carlo SM distributions are normalised to the data
luminosity, while the signal distribution is scaled up to make it better visible.

The jet quantities are reasonably described by the SM Monte Carlo; only the η
distributions show some slight distributions. In the e−p data case the region η ≈ 1.2
is below the expectation, which could hint to a detector e�ect in the crack region
between the BCAL and the FCAL. However, in the e+p data case this region shows
perfect agreement, while the next two bins are below the expectation. Here the e−p
data agree with the SM Monte Carlo. This suggests that the e�ect can be attributed
to statistical �uctuations.

8.2.2 Tracks and Vertex

Some cuts that require tracks are only reliable when the hadronic system is inside
the CTD acceptance and not too forward, i.e. γ0 > 0.4 rad. γ0 is the hadronic angle
assuming the nominal vertex position, Zvtx = 0. For these high-γ0 events a vertex
position

|Zvtx| < 30 cm (8.2)
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Figure 8.2: Distributions of the number of good jets, transverse momentum, pseudo-
rapidity and azimuthal angle of the leading jet, on the left for e+p data, on the right
for e−p data. The Monte Carlo distributions are normalised to the data luminosity.
The background MC distributions (continuous line) are weighted to the data polari-
sation, the signal MC distributions (�lled area) are scaled with a factor 5 to enhance
their visibility. All errors are statistical uncertainties on the data (black dots) only, all
distributions are after the �nal selection.

is required to reject events like beam gas, cosmic muons and halo muons not coming
from ep collisions, or events from satellite bunches which are reconstructed unreliably.
Events from ep collisions have a vertex around Zvtx = 0 with a standard deviation
σ = 11 cm.

Furthermore one good track is required. Good tracks originate in the primary
vertex, cross the innermost super-layer of the CTD and at least three of the outer
super-layers, and have a transverse momentum

ptrk
T > 0.2 GeV. (8.3)

Additionally, to remove beam gas events, which have a high number of poor tracks,
the following requirement based on background studies is imposed on the number of
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Figure 8.3: Vertex z-position, number of good tracks and relation of number of tracks
to number of good tracks (for beam gas rejection). All three distributions are plotted
only for events with γ0 > 0.4.

tracks Ntrk and on the number of good tracks Ngood
trk :

Ntrk − 20

Ngood
trk

< 4. (8.4)

The distributions of these quantities are shown in Figure 8.3.

The vertex position distributions show �uctuations in single bins, without ex-
hibiting a systematic deviation from the expectation.

Clearly the number of good tracks are not perfectly described by the Monte Carlo.
The expected track multiplicity is higher than the measured one. However, being
sensitive to details in the tracking, this quantity is always hard to simulate. As a
consequence, only a very low cut of at least one good track is made, where only few
signal events are located.

Similar arguments can be made for the distribution of the ratio of good tracks
to all tracks, which deviates from the expectation around the peak. The cut is far
enough away from the peak and the signal to not disturb the results of this analysis.

8.2.3 Kinematic Region

The analysis is restricted to the region with high Q2, where we have relatively clean
DIS samples and the CC cross section (cf. Equation (2.3)) is low enough to not
completely hide any small signal. Furthermore, SUSY events should contain high
masses and would also appear at high Q2.
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In accordance with an earlier SUSY analysis [4] and to suppress various sources
of background (e.g. photo-production) only events with

Q2
jb > 700 GeV2 (8.5)

were selected.
The distribution of Q2 and the other kinematic variables is shown in Figure 8.4.

They all agree with the expectation.

2
 / GeV

2
Q

3
10

4
10

e
v
e
n

ts

10

20

30

40

50

60

70

80 p Data+e

Susy x 10

SM MC

2
 / GeV

2
Q

3
10

4
10

e
v
e
n

ts

10

20

30

40

50

60

70

80 p Data+e

Susy x 10

SM MC

2
 / GeV

2
Q

3
10

4
10

e
v
e
n

ts

20
40

60
80

100
120
140
160
180 p Data

-
e

Susy x 10

SM MC

2
 / GeV

2
Q

3
10

4
10

e
v
e
n

ts

20
40

60
80

100
120
140
160
180 p Data

-
e

Susy x 10

SM MC

x
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

e
v
e
n

ts

0
20
40
60
80

100
120
140
160
180
200

p Data+e

x
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

e
v
e
n

ts

0
20
40
60
80

100
120
140
160
180
200

p Data+e

x
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

e
v
e
n

ts

0

50

100

150

200

250

300

350 p Data
-

e

x
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

e
v
e
n

ts

0

50

100

150

200

250

300

350 p Data
-

e

y
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

e
v
e
n

ts

0

10

20

30

40

50 p Data+e

y
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

e
v
e
n

ts

0

10

20

30

40

50 p Data+e

y
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

e
v
e
n

ts

0

20

40

60

80

100

120

140
p Data

-
e

y
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

e
v
e
n

ts

0

20

40

60

80

100

120

140
p Data

-
e

 / GeV
T

miss
p

20 40 60 80 100 120

e
v
e
n

ts

0

20

40

60

80

100

120

140
p Data+e

 / GeV
T

miss
p

20 40 60 80 100 120

e
v
e
n

ts

0

20

40

60

80

100

120

140
p Data+e

 / GeV
T

miss
p

20 40 60 80 100 120

e
v
e
n

ts

0

50

100

150

200

250

300 p Data
-

e

 / GeV
T

miss
p

20 40 60 80 100 120

e
v
e
n

ts

0

50

100

150

200

250

300 p Data
-

e

Figure 8.4: Distributions for kinematic variables: Q2, x and y. Additionally, the
missing pT from the CAL is plotted.

8.2.4 Missing Transverse Momentum

Because both the gravitino in the signal process and the neutrino in the CC back-
ground process carry away undetected momentum, a large pmiss

T is required to reject
photoproduction events, where the transverse momentum is balanced:

pmiss
T > 20 GeV. (8.6)

The distribution of the missing transverse momentum is shown in Figure 8.4. The
Standard Model MC describes the data reasonably.
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Figure 8.5: Distributions of Vap/Vp (without further restriction) and EHAC
B /ECAL

B

(only for events with BCAL energy greater than 5 GeV).

Beam gas events can also have a large missing pT signature, which is however
mainly close to the beam pipe and mostly contained in the CAL cells of the inner
FCAL ring. This leads to a requirement on p−i. Ring

T , which is the transverse com-
ponent of the momentum calculated as in Equation (4.2), except that the sum does
only run over FCAL cells excluding the inner ring:

p−i. Ring
T > 20 GeV. (8.7)

8.2.5 Calorimeter Energy Ratios

In ep collision events there is usually a signi�cant fraction of the total BCAL and
RCAL energy deposited in the electro-magnetic part (in the FCAL this does not
hold, due to the typically very forward proton remnant). These fractions can be
used to reject some non-ep background like cosmic muons by the requirement

EHAC
B /ECAL

B > 0.9 if ECAL
B > 5 GeV,

EHAC
R /ECAL

R > 0.9 if ECAL
R > 5 GeV.

(8.8)

The distributions of this ratios are shown in Figure 8.5.

8.2.6 Timing

To reject events not coming from ep interactions, the timing information from the
calorimeter can be used. ep events happen in a time window around the nominal
collision time and ful�l certain conditions on the timing di�erences for the signal
between RCAL and FCAL and between upper and lower CAL. Details can be found
in Appendix B.2.

Because the timing is not properly simulated in the Monte Carlo, and non-ep
events are not simulated at all, this cut is applied to data only.

8.2.7 Halo Muons

Events with a low hadronic angle γ0 < 0.4 rad and with no photon of energy
Eγ > 30 GeV, can be rejected as halo muons, when the FCAL energy is either not
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spread over all layers,

EEMC
F

ECAL
F

< 0.1,

EHAC1
F

ECAL
F

< 0.1,

or
EHAC2

F

ECAL
F

> 0.5,

(8.9)

or when the FCAL cluster is only located in one tower or module,

NFCLUS
towers < 2,

or NFCLUS
modules < 2,

(8.10)

or has insu�cient transverse energy,

EFCLUS
T < 10 GeV, (8.11)

or has a signi�cant associated RCAL cluster,

ERCLUS
asso < 10 GeV. (8.12)

8.2.8 Jet Shape

To reject photoproduction events that are falsely identi�ed as signal events, the fact
that their events are less collimated can be exploited. This is re�ected in the ratio
VAP /VP of the (anti-)parallel components of their vectorial transverse momentum
~pT ,

VAP =
∑

i
~pT,i·~npT

<0

~pT,i · ~npT
,

VP =
∑

i
~pT,i·~npT

>0

~pT,i · ~npT
,

(8.13)

where the sums are performed over all calorimeter cells and ~npT
= ~pT,miss/pT,miss. A

value of

VAP /VP < 0.6 (8.14)

is required, which is less strict than in the standard CC analyses, because the SUSY
signal extents higher into the VAP /Vp region than the CC events (but still less than
typical photoproduction events).

8.2.9 Scanning by Eye

Scanning of the events that passed the selection revealed, that some of them were
clearly background not coming from ep collisions and consequently not simulated by
the Monte Carlo. It was decided to manually reject these events. For this purpose the
scan list used for the ZEUS CC analysis was completed with some other unambiguous
events found in this analysis. A total of 9 events was rejected exclusively this way.
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Figure 8.6: Number of photon candidates and properties of the most-energetic photon
candidate: Energy, pseudo-rapidity, transverse momentum and azimuthal angle between
most-energetic photon and leading jet.

8.2.10 High Energetic Photon

As a strong cut against CC background a high energetic photon is required. Photon
candidates are essentially electron candidates found by the electron �nder EM (see
Section 4.4) without a track. They have to be in a region with good acceptance,

−2 < ηγ < 2.8, (8.15)

have a reasonable energy,
Eγ > 4 GeV, (8.16)
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and a signi�cant total EM probability,

P > 10−4. (8.17)

For the isolation from charged tracks the distance of closest approach on the CAL
plane has to be large:

DCA > 30 cm. (8.18)

To further reject NC events, which are characterised by an electron and a jet which
are � in leading order perturbation theory � back-to-back, a cut on the azimuthal
angle

∆Φ(γ, jet) < 2.95 rad, (8.19)

is applied to reject events were the electron track is not properly reconstructed and
fakes a photon.

The distributions of quantities related to the photon candidate are shown in
Figure 8.6. In general, the data are quite well described by the Standard Model MC.
Some outliers can be seen in the tails of the signal region.

At a later step (Section 9.3) the photon requirement will be tightened more before
calculating the discriminant.

8.2.11 No High-Energetic Electron

Because some events that look like NC events ended up in the �nal selection as SUSY
candidates,3 a cut against high-energetic electrons was introduced. Events with

Eel > 8 GeV ∧ DCA < 5 cm (8.20)

are rejected. These are events with signi�cant deposits in the electromagnetic calori-
meter, which, due to the short distance to the next charged tracks, are very likely
no photons

Distributions of these quantities are shown in Figure 8.7.
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Figure 8.7: Distribution of the electron energy and distance of closest approach to
the nearest track.

3Although no generated NC events were selected; probably some part of the phase space is not
perfectly reproduced by the Monte Carlo.
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Figure 8.8: Distribution of the reconstructed neutralino mass and four-momentum
transferred by the selectron.

Background Signal

Cut rincl./% rexcl./% rincl./% rexcl./%

FLT 0.37 0.07 0.83 0.5
DST 34 7.16 0.0 1.02 0.0
No halo muons 1.32 0.02 0.03 0.0
No beam gas 0.07 0.01 0.04 0.01
CAL ratios 0.13 0.0 0.29 0.12
Zvtx 5.32 0.24 3.74 1.64
Q2 40.31 0.15 12.42 3.29
Good jet 44.36 0.4 6.83 3.42
Pt excl. 1 iR 49.5 0.52 9.61 0.59
Pt 38.29 0.01 8.47 0.13
Good track 3.0 0.18 2.96 1.41
No electron 4.85 0.35 13.26 2.64
Photon candidate 84.7 25.25 25.66 12.25
∆Φ(γ, jet) 0.89 0.32 9.66 4.68

Table 8.2: Inclusive and exclusive rejection rates for signal and background, for a
neutralino mass of mχ̃0 = 96GeV.

8.3 E�ciencies and Rejection Rates

To study the e�ects of the di�erent cuts, for each cut i the rejection rates

ri
incl./excl. =

Ncut/excl.cut

Ntotal
(8.21)

were calculated. Here ri
incl. is the fraction of events rejected by the cut i, and ri

excl. is
the fraction of events that are removed by the cut i and no other cut. The numbers
are listed in Table 8.2 for the reference parameter point with mχ̃0 = 96GeV and
mẽ = 140GeV.
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Some cuts (like the pT cut) inclusively cut a large number of signal events. Re-
leasing them would not increase the overall signal e�ciency very much, because their
inclusive signal rejection rate is low.

The cut against high energetic electrons and the cut on the angle between the
photon candidate and the leading jet exclusively removes a signi�cant fraction of
signal events and a smaller fraction of CC DIS events. Yet, they were kept in order
to reject NC DIS events (which are not shown in this table). Giving numbers on the
cut performance on NC events would be misleading, because it was observed that
some events that turned out to be clear NC events when examined with the event
display passed all cuts, although all NC Monte Carlo events were rejected.

Requiring a photon is absolutely necessary. Unfortunately, it rejects a signi�cant
portion of the signal. This is due to passive matter in the detector (some of this was
introduced with the MVD, which was not present in older HERA data), which causes
some photons to undergo photon conversion before they reach the calorimeter.

The question arises how the rejection rates change with the neutralino mass mχ̃0

and the selectron mass mẽ. Varying mẽ has a vanishing e�ect on the kinematic
quantities and on the number of rejected events [4]. The dependence of the cut
rejection rates on mχ̃0 is shown in Figure 8.9 for the most important cuts. The
pT cut is most e�ective at low neutralino masses, because the missing transverse
momentum is due to the escaping gravitino, whose momentum distribution follows
a Jacobian peak around half the neutralino mass, smeared out due to the Lorentz
transformation and the �nite detector resolution.

The higher the neutralino mass, the less phase space is available for the process,
so that the photon as well as the jet are found in the forward section of the detector.
Here the tracking is di�cult, so that the reliance on a good track becomes problem-
atic. Also, the reconstruction of the jet is less e�cient there. Thus the corresponding
cuts reject more signal events for high-mass neutralinos.
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Figure 8.9: Fraction of signal events exclusively cut by main cuts for di�erent neu-
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The resulting signal selection e�ciency for di�erent neutralino masses is shown in
Figure 8.10. For low neutralino masses the e�ciency is very low, but it rises steeply
and reaches a plateau around mχ̃0 = 90GeV.

 / GeV0
χ∼

m
40 60 80 100 120 140 160 180 200

E
ff

ic
ie

n
c

y
 /

 %

25

30

35

40

45

Figure 8.10: Signal selection e�ciency for di�erent neutralino masses.



Chapter 9

Discriminant Method

9.1 Multivariate Data Analysis

In this analysis, no single quantity calculated from the event data has a su�cient sep-
aration power to enable a good signal-to-background ratio via simple 1-dimensional
cuts in the presence of only a small number of signal events over an irreducible
background. Therefore, it is necessary to combine several variables and compute
a discriminant value out of them on an event-by-event basis, in a mapping of a n-
dimensional space of observables onto an 1-dimensional classi�er space, which is often
the interval [0, 1]. Usually the lower end of this interval corresponds to background-
like events, the higher end corresponds to signal-like events.

In order to calculate this decision for real data events, the multivariate data
analysis (MVA) algorithm has to be trained on simulated events for these two classes.
It is crucial to tune the settings of the algorithm to provide a good separation while
avoiding overtraining, i.e. the sensitivity to features of the training samples which
are only statistical �uctuations.

A certain threshold discriminant value separates the good signal candidates, or
the discriminant distribution for the data can be compared to the expected distri-
bution to calculate exclusion limits or discovery signi�cances.

There are many di�erent classi�cation algorithms with even more settings and
sub-algorithms on the market, each with particular strengths and weaknesses. Most
of them are implemented in a canonical way in the TMVA (Toolkit for Multivariate
Data Analysis) framework [83] for ROOT [56], which was used in this analysis.

Out of these, the PDERS algorithm (Probability Density Estimator based on
Range-Searching) proved to be the best choice. Other algorithms, like an arti�cial
neural network, did not perform better.

9.2 Probability Density Estimator Range Search

Since the exact probability density functions for signal and background are unknown,
the principle of the PDERS algorithm [84] is to count the normalised number nS of
signal and nB of background training events in some volume V around a test event
i. The ratio

D(i) =
nS(i, V )

nS(i, V ) + nB(i, V )
(9.1)

serves as a discriminant value and is an estimate for the probability of the test event
being of the signal class.

77
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The event counting for every test event is computationally intensive. To make it
feasible a range-searching algorithms based on binary trees is used [85].

Apart from the computational complexity it was shown [84] that the PDERS
algorithm is compatible to arti�cial neural networks (ANNs), and has the additional
bene�t of being more intuitive and transparent.

There are two improvements of original PDERS algorithm in the TMVA imple-
mentation used in this analysis:

• It is possible to choose the shape and size of the volume V di�erent from a
rigid multi-dimensional box.

• To weight the training events according to their distance from the test events
and to smooth out the classi�cation behaviour, the events can be weighted
with kernel functions.

9.2.1 Choice of the Volume

The simplest choice for the volume would be a rigid box, with sizes �xed a priori or
depending on the event distribution in each dimension.

This analysis uses a more �exible (but with the need for more computing time)
adaptive volume with better performance. Here bounds for the minimum and max-
imum numbers of events per volume were set (1000 and 1200 in this analysis after
some optimisation for separation power and minimal overtraining), and the estimator
then adjusted the volume size dynamically, so that for each test event the number of
training events inside the volume lies within this user-de�ned range. This require-
ment automatically enlarges the volume in scarcely populated phase space regions
and makes the graining �ne in strongly populated areas.

9.2.2 Choice of Kernel Function

Simple choices are kernels with no weighting (a box), or a hyper-ellipsoid that mod-
i�es the volume shape without additional weighting. In these cases the probability
estimate is very sensitive to the exact placement of the sampling volume boundaries.

To smooth out this behaviour, a Gaussian weighting of the training events ac-
cording to their distance to the test event can be applied, where the width σ of
the Gaussian (in units of the volume size) can be selected freely. For this analy-
sis σ = 0.3 was found as an optimal choice to maximise separation power and to
minimise overtraining.

9.3 Tighter Photon Selection

Up to now rather soft cuts on the photon are applied (cf. Section 8.2.10) in order to
enable a high-statistics comparison with Standard Model expectations. This demon-
strates a good agreement with a radiative Charged Current selection. However, the
events with low-pT photons dominating this process are irrelevant for SUSY searches.
For this reason and in order to suppress possible photon misidenti�cation from π0

background additional cuts are applied from now on:

• ηγ > 0 is required, because the signal photons, coming from the decay of a
heavy particle, are boosted almost completely in the forward region (cf. Figure
8.6).
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• pT,γ > 10 GeV is required in addition. The vast majority of signal photons has
a greater transverse momentum, whereas the low pT,γ-region su�ers from huge
background and thus contributes little bene�t to the analysis.

9.4 Choice of Variables for Discriminant Analysis

There are constraints on the input variables for the discriminant analysis:

• They should have good separation power by themselves to be useful.

• They should be reasonably uncorrelated to make the phase space economic and
avoid use of redundant information.

To this e�ect, the following variables were chosen:

CalEmPz, the global E − pz, measured in the calorimeter. This quantity tends to
be greater for signal events, since the gravitino is travelling more forward than
the neutrino in CC events, (cf. Equation (4.19)).

NeutralinoMass, the reconstructed mass of the neutralino (cf. Equation (4.23)),
peaks around the neutralino mass for the signal process. For the background
process, the peak is at lower values and is an e�ect of the typical falling pT

spectrum and the lower pT cut.

NeutralinoEta, the reconstructed pseudo-rapidity of the neutralino, ηχ̃. In the
signal process, the neutralino travels quite forward, whereas the corresponding
quantity for background processes is to a large extent meaningless and thus
centred around 0.

PtSum, pT,γ + pT,jet. The combination of high photon momentum and high jet
momentum is typical for signal events.

DPhiGravJet, the azimuthal angle ∆Φ(G̃, jet) between the missing momentum
and the jet. In CC DIS the neutrino and the jet are back-to-back. The ad-
ditional photon contributes to the momentum balance and makes the angular
distribution nearly �at.

QSelectron, the reconstructed four-momentum transferred by the selectron, Qẽ,
de�ned in Equation (4.24). This quantity relies also on a proper reconstruction
of the neutralino and thus di�ers for background processes without a neutralino.

Figure 9.1 shows the distributions of these variables. Their linear correlations are
shown in Figure 9.2. Most correlated are Qẽ and pT,γ +pT,jet, and, to a lesser degree,
ηχ̃. Still, including all these variables improved the discriminant, so they were kept.
Moreover, the correlations are only pronounced in the background sample and much
weaker in the signal sample.

Other sets of kinematic quantities were tested as well, but did not improve the
results. It was also considered to include calorimetric quantities characterising the
shower size and shape of the photon candidate. Since the separation power of these
quantities was low and the simulation did not reliably describe this aspect of the
data, this approach was discarded.
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Figure 9.1: Distribution of variables used for the discriminant: CalEmPz, Neutrali-
noMass, PtSum, DPhiGravJet, NeutralinoEta, QSelectron (de�nitions in the text).

9.5 Evaluation

Di�erent ways were used to compare and tune the discriminant method to arrive
at an optimal signal-background discrimination. The optimisation was done for the
model point with mχ̃0 = 96GeV and mẽ = 140GeV.

In order to have an estimate for the overtraining, the Monte Carlo background
and signal samples were split into two halves. The �rst one was used to train the
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Figure 9.2: Linear correlation coe�cients for e+p (top) and e−p (bottom), for signal
(left) and background (right).

ǫS from test sample (training sample)

Data Set at ǫB = 0.01 at ǫB = 0.1 at ǫB = 0.3

e+p 0.939 (0.953) 0.987 (0.987) 0.998 (0.998)
e−p 0.918 (0.931) 0.980 (0.981) 0.991 (0.991)

Table 9.1: Signal e�ciencies (after the event selection) at di�erent background e�-
ciencies for test and training samples, for e+p and e−p data (at mχ̃0 = 96GeV and
mẽ = 140GeV).

discriminant, the second one to test its performance on an independent sub-sample.

The comparison of signal e�ciencies at di�erent background e�ciencies in Table
9.1 shows that at lower background e�ciencies there is some moderate overtraining,
but the performance is still good.

The curve comparing signal e�ciency and background rejection is often called
receiver operating characteristic (ROC) curve and is shown in Figure 9.3. The area
under the curve is 0.995 for e+p samples and 0.991 for e−p samples, which is very
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close to one and a sign of good discrimination.
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Figure 9.3: Background rejection vs. signal e�ciency for e+p (left) and e−p (right) .

Other measures for the quality of a discriminant are the separation and the
signi�cance.

The separation
〈
S2
〉
of classi�er y is de�ned as

〈
S2
〉

=
1

2

∫
(ŷS(y) − ŷB(y))2

ŷS(y) + ŷB(y)
dy, (9.2)

where ŷS/B(y) is the signal/background PDF for y. The separation measures the
overlap between signal and background discriminant distributions, where 0 indicates
complete and 1 indicates no overlap. For the model point with mχ̃0 = 96 GeV and
mẽ = 140 GeV the separation was calculated as

〈
S2
〉

= 0.867 for e+p data and
〈
S2
〉

= 0.853 for e−p data.
The signi�cance s is a measure for distance of the means of the distributions with

respect to the widths of the distributions:

s =
〈yS〉 − 〈yB〉
√
〈
y2

S

〉
+
〈
y2

B

〉 . (9.3)

For the considered model point and e+p data the signi�cance is s = 4.534, for e−p
data it is s = 4.043.

As a last check the discriminant distributions for the training and the testing sub-
sample were examined and compared to detect overtraining. As Figure 9.4 shows, the
separation is quite clean, and the testing distribution follows the training distribution
in most parts. Only at the end of the tails the test distributions rise again, while the
training distributions vanish. Here some slight overtraining is visible. However, the
actual amount is small compared to the height of the peak of the other distribution
at the sample place. Attempts to reduce this overtraining simultaneously reduced
the overall performance of the discriminant and were discarded.

9.6 Final Discriminant Distributions

The discriminant estimator, optimised in the way described above, was applied on
the data and the Monte Carlo samples for signal and background. To be able to
scan di�erent neutralino masses, and since especially the reconstructed neutralino
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Figure 9.4: Overtraining check for e+p (left) and e−p (right). Superimposed are the
discriminant distributions for the training sample (dots with statistical error bars) and
for the test sample (histograms). The signal distributions are �lled and coloured in dark
yellow, the background ones are hatched and blue. Both distributions are normalised
to 100 events.

mass is one of the input variables for the discriminant estimator, the training of the
discriminant was re-iterated for the di�erent neutralino masses.

The resulting distributions are shown in Figure 9.5 for e+p data and in Figure 9.6
for e−p data. For neutralino masses greater than the selectron mass, the favoured
decay channel for the neutralino changes drastically (see Section 7.1), so that this
analysis loses sensitivity to a SUSY signal.

It is also visible that, mostly for low neutralino masses and e−p data, the number
of SUSY candidates found in the data exceeds the Standard Model expectation. It
is unclear, if this is a �uctuation, remaining background, or evidence of SUSY.

The location of the SUSY candidates in the control distributions is shown in
Section 9.7.

A quantitative analysis of the discriminant distributions is performed with the
calculation of exclusion limits (see Chapter 10).

9.7 Location of SUSY Candidates

The plots in this section show the location of the SUSY candidates with a discrim-
inant value D > 0.8 for the parameter point with neutralino mass mχ̃0 = 96GeV
and selectron mass mẽ = 140GeV before the �nal photon selection.



84 9 Discriminant Method

e
v

e
n

ts

-210

-110

1

10

 = 37 GeVχm

e
v

e
n

ts

-210

-110

1

10

 = 43 GeVχm  = 56 GeVχm

-210

-110

1

10

 = 70 GeVχm

-210

-110

1

10

 = 83 GeVχm  = 96 GeVχm

-210

-110

1

10

 = 109 GeVχm

-210

-110

1

10

 = 123 GeVχm

0 0.2 0.4 0.6 0.8 1

 = 136 GeVχm

0 0.2 0.4 0.6 0.8 1

0 0.2 0.4 0.6 0.8 1

-210

-110

1

10
 = 150 GeVχm

0 0.2 0.4 0.6 0.8 1

-210

-110

1

10

Discriminant
0 0.2 0.4 0.6 0.8 1

 = 163 GeVχm

Discriminant
0 0.2 0.4 0.6 0.8 1

p Data+e

SUSY x 1

CC
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a selectron mass mẽ = 140GeV. The Standard Model background is the blue line, the
SUSY signal the dark yellow shape, and the data are the black dots with statistical
error bars.



86 9 Discriminant Method

# good jets
0 1 2 3 4 5 6 7 8

e
v

e
n

ts

1

10
p Data+e

Susy x 1

SM MC

# good jets
0 1 2 3 4 5 6 7 8

e
v

e
n

ts

1

10
p Data+e

Susy x 1

SM MC

# good jets
0 1 2 3 4 5 6 7 8

e
v

e
n

ts

1

10

p Data-e

Susy x 1

SM MC

# good jets
0 1 2 3 4 5 6 7 8

e
v

e
n

ts

1

10

p Data-e

Susy x 1

SM MC

 of jet
T

p
0 10 20 30 40 50 60 70 80 90 100

e
v

e
n

ts

0

0.5

1

1.5

2

2.5

3

3.5 p Data+e

 of jet
T

p
0 10 20 30 40 50 60 70 80 90 100

e
v

e
n

ts

0

0.5

1

1.5

2

2.5

3

3.5 p Data+e

 of jet
T

p
0 10 20 30 40 50 60 70 80 90 100

e
v

e
n

ts

0

2

4

6

8

10 p Data-e

 of jet
T

p
0 10 20 30 40 50 60 70 80 90 100

e
v

e
n

ts

0

2

4

6

8

10 p Data-e

 of jetη
-2 -1 0 1 2 3

e
v

e
n

ts

0

0.5

1

1.5

2

2.5

3

3.5
p Data+e

 of jetη
-2 -1 0 1 2 3

e
v

e
n

ts

0

0.5

1

1.5

2

2.5

3

3.5
p Data+e

 of jetη
-2 -1 0 1 2 3

e
v

e
n

ts

0

2

4

6

8

10

12
p Data-e

 of jetη
-2 -1 0 1 2 3

e
v

e
n

ts

0

2

4

6

8

10

12
p Data-e

 of jetφ
0 1 2 3 4 5 6

e
v

e
n

ts

0

0.5

1

1.5

2

2.5

3

3.5
p Data+e

 of jetφ
0 1 2 3 4 5 6

e
v

e
n

ts

0

0.5

1

1.5

2

2.5

3

3.5
p Data+e

 of jetφ
0 1 2 3 4 5 6

e
v

e
n

ts

0

2

4

6

8

10

12
p Data-e

 of jetφ
0 1 2 3 4 5 6

e
v

e
n

ts

0

2

4

6

8

10

12
p Data-e

Figure 9.7: Arrows mark events with discriminant value D greater than 0.8. Arrow
length is proportional to D2.
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Figure 9.8: Arrows mark events with discriminant value D greater than 0.8. Arrow
length is proportional to D2.
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Figure 9.9: Arrows mark events with discriminant value D greater than 0.8. Arrow
length is proportional to D2.
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Figure 9.10: Arrows mark events with discriminant value D greater than 0.8. Arrow
length is proportional to D2.
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Figure 9.11: Arrows mark events with discriminant value D greater than 0.8. Arrow
length is proportional to D2.
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Figure 9.12: Arrows mark events with discriminant value D greater than 0.8. Arrow
length is proportional to D2.
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Figure 9.13: Arrows mark events with discriminant value D greater than 0.8. Arrow
length is proportional to D2.



Chapter 10

Limit Calculation

10.1 Modi�ed Frequentist Con�dence Levels

To set limits on parameters and observables of the SUSY model the modi�ed fre-
quentist approach (also called CLs technique) [86], which is implemented in the
ROOT [56] class TLimit, is used. It is an e�cient method for calculating approxi-
mate 95% con�dence levels (CL). It allows the inclusion of statistical and systematic
uncertainties and the combination of several channels in the case of low statistics.

To discriminate signal-like outcomes from background-like ones, for every channel
i the likelihood ratio

Xi(di) =
e−(si+bi)(si + bi)

d
i

di!
/
e−bibdi

i

di!
(10.1)

is calculated from the number of observed candidates di, and the number of expected
signal and background events, si and bi. This test statistics increases monotonically
with the number of candidates di.

The total likelihood ratio for n channels (or bins) is the product of the test
statistics for the single channels,

X(d) =
n∏

i=1

Xi(di), (10.2)

where d = (d0, . . . , dn) is the collection of all data channels.
To exclude a signal, we are interested in the probability Ps+b(X ≤ Xobs) that in

the presence of a signal the test statistics is equal to or less than the observed test
statistics. This probability is the sum of Poisson probabilities

Ps+b(X ≤ Xobs) =
∑

d′

X(d′)≤X(d)

n∏

i=1

e−(si+bi)(si + bi)
d′i

d′i!
. (10.3)

for the individual outcomes. The probability Pb(X ≤ Xobs) for only the background
hypothesis is de�ned analogously.

With the ratio of these probabilities the con�dence level for excluding the signal
hypothesis is given by

CL = 1 − Ps+b

Pb
. (10.4)

This de�nition of a con�dence level has the preferable property that it takes also
the con�dence level for the background hypothesis into account, especially in cases
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Systematic Variation
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Figure 10.1: Sources of Systematic Uncertainties. sysCAL (syscal) denotes the greatest
positive (negative) energy scale uncertainty, sysQ2600 (sysQ2800) the change of the Q2

cut 100 GeV2 down (up), syspt16 (syspt24) the change of the missing pT cut 4 GeV
down (up), sysZvtx40 the 10 cm relaxing of the Z-vertex cut, sysdphi290 (sysdphi300)
the change of the ∆φ(γ, jet cut 50 mrad down (up), and sysMEPS denotes the change
of the QCD radiation model to MEPS.

where the number of events is small and due to statistical �uctuations beneath
the expected background level. In some respects this is a Bayesian modi�cation of
frequentist con�dence levels [87].

Instead of computing all the O(nm) terms of Equation (10.3), which is not af-
fordable for large numbers of channels n and possible outcomes m, a Monte Carlo
approach, selecting representative outcomes of the experiment and comparing them
with the actual data, is used to approximate the con�dence level.

Sources of systematic uncertainties are included by assuming the number of signal
and background events to be Gaussian distributed (with a cut-o� at zero), with a

width σ
s/b
j for uncertainty j.

10.2 Systematic Uncertainties

There are di�erent sources of systematic uncertainties that have to be taken into
account when calculating limits. These are uncertainties in the detector calibration,
in the theory and in the Monte Carlo simulation.

10.2.1 Calorimeter Energy Scale

The uncertainty in the hadronic energy scale was estimated to be 1% in the FCAL
and BCAL, and 2% in the RCAL, while the relative uncertainty between the hadronic
and electromagnetic energy scales was estimated to be 2% [88].

Therefore, the following variations were applied in the MC samples to all calori-
meter cells, except for the cells that belong to the photon candidate:

1. FCAL energy ±1%, BCAL energy ±1%, RCAL energy ±2%,

2. FCAL energy ±1%, BCAL energy ∓1%, RCAL energy ±2%,
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Data set Polarisation ∆σ/σ

left handed e+p −0.37 1.1%
right handed e+p 0.32 2.5%
left handed e−p −0.27 0.9%
right handed e−p 0.31 1.8%

Table 10.1: Polarisation and relative systematic error on the CC DIS cross
section due to the polarisation measurement.

3. FCAL EMC energy ±2%, FCAL HAC energy ∓2%,

4. BCAL EMC energy ±2%, BCAL HAC energy ∓2%,

5. RCAL EMC energy ±2%, RCAL HAC energy ∓2%.

To determine the in�uence of the calorimeter energy scale uncertainty, the relative
changes in the most signi�cant discriminant distribution bins due to these variations
were evaluated.

The results are shown in Figure 10.1.

10.2.2 Luminosity and Polarisation Measurement

Polarisation: To weight the cross section of the CC DIS Monte Carlo, the polarisa-
tion of the data had to be taken into account. This measurement is described
in section 3.1.1. Both LPOL and TPOL measurement are not available for
all data. To maximise the available luminosity, for each run the polarimeter
with a longer up-time was selected. To determine the systematic uncertainty
in a conservative way, the TPOL error is used to determine the systematic
uncertainty due to the polarisation measurement.

The obtained relative uncertainties are listed in Table 10.1. They result in a
uncertainty of 1.9% for e+p CC data and 1.3% for e−p CC data.

For the SUSY signal cross section the polarisation in�uence can be neglected,
because the neutralino is expected to be photino-like (see Section 7.1) and
thus will exhibit only weak polarisation dependence, if any at all, taking into
account that left handed and right handed polarisation are distributed almost
evenly in the data.

Luminosity: The uncertainty on the luminosity measurement is estimated to be
2.6% (see Section 3.2.5).

10.2.3 Model Uncertainties

Hadronisation: The analysis depends on details of the simulation of the hadronic
�nal state. To estimate the corresponding uncertainty the LEPTO MEPS
model was used instead of the ARIADNE CDM model (see Section 6.1.3) in
the Monte Carlo simulation. Then the relative change of the discriminant
distribution was evaluated.

Signal cross section: The signal cross section was calculated only at leading order.
Since no NLO generators are available for the signal process, the cross section
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Source of uncertainty Background Signal

Signal cross section - 10%
SUSY mass interpolation - 10%
PDF 7% 7%
Hadronisation 4.7% -
Luminosity 2.6% 2.6%
Polarisation 1.6% -
Energy scale 1.0% 0.8%
Q2 cut 3.4% 1.0%
Zvtx cut 0.3% 1.7%
pT cut 2.8% 1.1%
∆φ(γ, jet) cut 2.1% 3.3%

Total 10.3% 16.5%

Table 10.2: Summary of systematic uncertainties for background and signal.

uncertainty was estimated by changing the energy scale for the PDF evaluation

(
√

ŝ,
√

Q2,
√

p̂2
T ) in SUSYGEN and additionally by using CompHEP instead.

All results di�er by less than 10%, so a systematic uncertainty of 10% was
estimated, which is in line with typical NLO corrections.

Parton Density Function: The uncertainty on the u quark PDF is estimated to
be 3%, and 7% on the d quark.

10.2.4 Limit Setting

Another source of uncertainty comes from the limit setting procedure, where the
discriminant distributions for most parameter points were interpolated from a grid
of generated parameter points. This uncertainty is estimated to be 10%.

10.2.5 Cut Variations

To check for threshold e�ects, some cuts were varied.

Q2 cut variation: The cut on Q2 > 700 GeV2 was varied by ±100 GeV2.

pT cut variation: The cut on the missing pT > 20 GeV was varied by ±4 GeV.

∆φ(γ, jet) cut variation: The cut on the azimuthal angle di�erence between the
photon candidate and the leading jet, ∆φ(γ, jet) < 2.95, was varied by an
amount of ±0.05 rad.

Zvtx cut variation: The cut on the z position of the vertex, |Zvtx| < 30 cm, was
relaxed to 40 cm.

10.2.6 Summary of Systematic Uncertainties

Table 10.2 summarises the systematic uncertainties for signal and background.
The total systematic uncertainty is the quadratic sum of the single uncertainties.

It amounts to 10.3% for the background and 16.5% for the signal.
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Figure 10.2: Combined limits for e+p and e−p on the R-parity violating coupling
parameter λ′

111 in dependence of the neutralino mass for the parameter space point
with mẽ = 140GeV.

Figure 10.2 shows the limit on the R-parity violating coupling λ′
111, which can be

derived for a single parameter space point as a function of the neutralino mass mχ̃0 .
For this scan, the SUSY breaking scale Λ, which directly determines mχ̃0 (see Figure
7.5), was varied in steps of 10 TeV. Although Λ is a fundamental GMSB parameter,
the limit curve is displayed as a function of the neutralino mass, which is a physi-
cal observable. This facilitates comparison with other theoretical and experimental
results.

For greater values of mχ̃0 , the cross section decreases roughly exponentially, and
it increases quadratically with λ′

111, so that R-parity violating couplings of electro-
weak strength,

λ′
111 =

√
4πα ≈ 0.3,

where α is the �ne structure constant, can only be excluded at low neutralino and
selectron masses.

Figure 10.3 shows limits in the mχ̃0- mẽ plane. For λ′
111 = 1 and realistic selectron

masses (see Section 7.3), neutralino masses up to 190 GeV can be excluded. Selectron
masses up to 300 GeV (at m

χ̃0 = 85GeV) can be excluded.
At lower neutralino masses a slight excess of SUSY candidates over the back-

ground estimation (see Section 9.6) erodes the limits on the selectron mass.
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Figure 10.3: Combined limits for e+p and e−p in the plane of neutralino and selectron
masses for λ′

111 = 1. The region underneath the line is excluded at 95% con�dence level.



Chapter 11

Conclusion and Outlook

11.1 Summary

On the technical, detector-related side, an optimisation of the clustering procedure
for hits in the Micro Vertex Detector MVD at the ZEUS experiment was performed,
which used information from the pattern recognition phase of the tracking chain. As
summarised in Chapter 5, it led to an resolution improvement of up to 20%.

On the physics side, a search for events with a supersymmetry-signature of a
gravitino, a photon and at least one jet in electron-proton collisions with a centre of
mass energy of 318 GeV has been carried out with the ZEUS detector at HERA using
a data set with an integrated luminosity of 325.7 pb−1. This signature is predicted
by the Gauge Mediated Supersymmetry Breaking (GMSB) model with an R-parity
violating coupling λ′

11k for some parts of the parameter space where a neutralino
(produced via t-channel exchange of a selectron between electron and quark) decays
into a gravitino and a photon inside the detector.

After the selection of events with a high-energetic isolated photon, large missing
transverse momentum and a high-energetic jet, 1352 data events remained, while
1396 ± 37 were expected from the Standard Model prediction. The number of ex-
pected SUSY events depends on the chosen parameter point. For a neutralino mass
of 96 GeV, a selectron mass of 140 GeV and a R-parity violating coupling λ′

111 = 1,
39 events were expected. Because this number is of the order of the statistical
uncertainty of the Standard Model expectation, the signal-to-background ratio was
improved with additional cuts and the help of a multivariate data analysis technique.
The resulting discriminant distribution still showed no signi�cant evidence of signal
events in the data. Thus, exclusion limits at 95% con�dence level were derived for
di�erent neutralino masses, selectron masses and R-parity violating couplings. Selec-
tron masses of up to 300 GeV could be excluded (for an R-parity violating coupling
λ′

111 = 1 and a neutralino mass mχ̃0 = 85GeV).

The obtained limits are slightly weaker than those from a previous analysis [4]
of a di�erent and older subset of HERA data which was partially not used in this
analysis. This di�erence is strongest in the region of neutralino masses less than
70 GeV and stems from the fact that the newer analysis found a slight overshoot
of candidates with a high discriminant value. The nature of these events remains
unclear.
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11.2 Outlook

The presented limits could in principal be slightly improved by including the data
from the HERA I running period (1994�2000). However, the integrated luminosity
of this data taking period is much smaller and would not contribute much. These
data have been analysed before [4] without �nding a signal, so a discovery is not to
be expected.

The analysis could be further improved by combining the ZEUS data with the H1
data, amounting to an integrated luminosity of almost 1 fb−1. Such a combination
has been undertaken before, e.g. in the search for events with isolated leptons and
missing transverse momentum [89]. In that search as well as in a model-independent
search for new phenomena at HERA by the H1 collaboration [90], no signi�cant
evidence for physics beyond the standard model was observed. This suggests, that a
combination with the H1 data can only set more exclusive limits. A SUSY discovery
in seems unlikely.

Nevertheless, there is the hope that at the Large Hadron Collider LHC, which
has started operation in the late autumn of 2009 and will increase its centre of
mass energy to 7 TeV soon, �nally clear evidence of SUSY will be found. Under the
assumption that SUSY solves some of the problems of the Standard Model mentioned
in Chapter 2.1.2, a SUSY discovery seems almost inevitable.

However, the LHC will not be sensitive enough to determine the exact SUSY
breaking scenario that is realised in nature. For this a cleaner initial state, like
e+e−, with appropriate detectors, is mandatory. The main competing projects for
this task are the International Linear Collider (ILC) [91], for which a Reference
Design Report [92] exits and for which a collision energy of at least 500 GeV are
planned, and the Compact Linear Collider (CLIC) [93], which is still in the R&D
phase and could achieve 3 TeV collisions.



Appendix A

MVD Clustering: Supplemental

Information

A.1 Conventions

A local coordinate system is de�ned for each sensor A.1. x′ is the measurement
direction, y′ the normal direction to the sensor and z′ is de�ned to complete a right-
handed coordinate system.

By projecting a track onto the x′z′ plane and taking the angle between the track
projection and the z′ axis, we get the incident angle θ.

x’ (measurement dir.)

z’
120 µm

300 µm

θ

Figure A.1: Local sensor coordinate system for sensors.

A.2 Expected Width

With the impact angle θ as de�ned in Figure A.1 and the quotient of sensor thickness
t and readout pitch p the expected width w of the cluster in number of readout strips
can be calculated:

w = w0 + t/p tan θ (A.1)

w0 is an o�set that takes into account that due to the strip coupling even for per-
pendicular impact at least one strip �res.

The resulting dependence of the expected width in readout strips on the impact
angle is shown in Figure A.2.
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Figure A.2: Expected width (for w0 = 1) as a function of the impact angle.

A.3 Eta Algorithm

Figure A.3 shows η distributions for di�erent sensor positions.
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A.4 Steering Cards

A.4.1 Initial Clustering

MVRECO-POSALG A1 A2

A1 chooses clustering algorithm for clusters < 3 readout strips above threshold

A2 for wider clusters.

Possible values for A1 and A2:

1: Centre of Gravity algorithm (default if card not used)

2: 3-Strip algorithm

3: Head-Tail-Fusion algorithm

A.4.2 Post Pattern Recognition Reclustering

QX Algorithm

The QX reclustering is on by default. It can be switched of by setting
VCRECO-VCMVTES 0

Eta Algorithm

MVRECO-DORECLUS B

Possible values for B:

0: no reclustering

1: η algorithm for |θ| < 40◦, else Head-Tail-Fusion

2: η algorithm

3: 3-Strip algorithm

4: Sub-Threshold Centre of Gravity algorithm

5: Head-Tail-Fusion algorithm

6: η algorithm for |θ| < 40◦, else ZTRECC is not touched (which means that in the
default case QX is used)

The last option (6) is the default is this control card is not used.
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Appendix B

SUSY Search: Supplemental

Information

B.1 Trigger Selection

The following trigger slots were required:

• FLT: 60 or 63 or 39 or 40 or 41 or 43 or 44,

• SLT: EXO4,

• TLT: EXO2 or EXO6,

• DST34.

B.2 Timing Cut

Because the timing is not properly simulated in the Monte Carlo, this cut is applied
to data only.

Events that do not ful�l the following conditions are rejected:

|tF| < 6 ns ∨ EF ≤ 0.6 GeV ∨ nF < 2 ∨ tF = −100 ns, (B.1a)

(tF > −5 ns ∧ tF < 4 ns) ∨ EF ≤ 3 GeV ∨ nF < 2 ∨ tF = −100 ns, (B.1b)

|tB| < 6 ns ∨ EB ≤ 2 GeV ∨ nB < 2 ∨ tB = −100 ns, (B.1c)

(tB > −4 ns ∧ tB < 5 ns) ∨ EB ≤ 4 GeV ∨ nB < 2 ∨ tB = −100 ns, (B.1d)

|tR| < 6 ns ∨ ER ≤ 2 GeV ∨ nR < 2 ∨ tR = −100 ns, (B.1e)

|tR| < 5 ns ∨ ER ≤ 4 GeV ∨ nR < 2 ∨ tR = −100 ns, (B.1f)

(tg > −5 ns ∧ tg < 4 ns) ∨ Eg ≤ 0.6 GeV ∨ ng < 2 ∨ tg = −100 ns, (B.1g)

(tu > −5 ns ∧ tu < 5 ns) ∨ Eu ≤ 3 GeV ∨ nu < 2 ∨ tu = −100 ns, (B.1h)

(td > −7 ns ∧ td < 5 ns) ∨ Ed ≤ 4 GeV ∨ nd < 2 ∨ td = −100 ns, (B.1i)
(
(tF − tR) > −8 ns ∧ (tF − tR) < 4 ns

)
∨ EF ≤ 2 GeV ∨ ER ≤ 2 GeV

∨nF < 2 ∨ nR < 2 ∨ tF = −100 ns ∨ tR = −100 ns,
(B.1j)

(
(tu − td) > −7 ns ∧ (tu − td) < 6 ns

)
∨ Eu ≤ 3 GeV ∨ Ed ≤ 3 GeV

∨nu < 2 ∨ nd < 2 ∨ tu = −100 ns ∨ td = −100 ns.
(B.1k)

Here tF,B,R are the FCAL, BCAL and RCAL times, tg,u,d the global time, the global
upper time and the global lower time. All times are the relative times with respect
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to the nominal ep interaction times. Ei is the energy used for the time average, and
ni is the number of photo-multiplier tubes uses for the time (the meaning of i is the
same as in ti).
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