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ZUSAMMENFASSUNG

In der vorliegenden Arbeit wird die Messung des Impulsspektrums atmosphérischer
Myonen beschrieben. Die Messung basiert auf der Analyse von Daten, die mit dem
L3-Detektor am Forschungszentrum CERN in Genf in den Jahren 1999 und 2000
aufgezeichnet wurden.

Die Impulsauflésung dieses Detektors wurde mittels einer neuen Spurrekonstruktion
entschieden verbessert. Auf diese Weise vergrofierte sich der messbare Impulsbereich
um den Faktor 4.3. Fiir eine mdoglichst genaue Bestimmung der absoluten Normierung
des Spektrums atmosphérischer Myonen wurden die Effizienzen jeder Detektorkompo-

nente eingehend untersucht.

Die Impulsabhéngigkeit des atmosphérischen Myonflusses konnte somit im Impulsbe-
reich von 20 bis 2000 GeV und in Abh#ngigkeit vom Zenithwinkel zwischen 0 und 58°
gemessen werden. Die hochste Prézision wurde um 200 GeV erreicht, wo die absolute
Normierung des Flusses mit einer mittleren Genauigkeit von 3.0% bestimmt wurde. Das
Verhéltnis des Flusses positiver und negativer Myonen wurde bis 630 GeV bestimmt

und zeigt keine Impuls- oder Zenithwinkelabhéngigkeit innerhalb der experimentellen
Fehler. Es betrigt (R) = 1.277 £ 0.002 (stat.) £ 0.011 (sys.).
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ABSTRACT

The subject of this thesis is the measurement of the momentum spectrum of atmo-
spheric muons. The measurement is based on the analysis of data recorded in the
years 1999 and 2000 with the L3 detector at the particle physics laboratory CERN in
Geneva.

The momentum resolution of this apparatus was improved considerably by a new
track reconstruction algorithm, increasing the explorable momentum range by a
factor of 4.3. For a precise determination of the absolute normalization of the muon

spectrum, the efficiency of each subdetector was studied carefully.

The momentum dependence of the atmospheric muon flux was measured between 20
and 2000 GeV as a function of zenith angle between 0 and 58°. The best preci-
sion was achieved around 200 GeV, where the absolute normalization of the spectrum
was determined with an average accuracy of 3.0%. The ratio of the flux of posi-
tive to negative muons was measured up to 630 GeV. Within the experimental er-

rors, no dependence on momentum or zenith angle was found. Its average value is
(R) = 1.277 + 0.002 (stat.) + 0.011 (sys.).
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Chapter 1

INTRODUCTION

The earth’s atmosphere is exposed to a continuous bombardment of high energetic
charged particles, usually referred to as cosmic rays. Since their discovery in the be-
ginning of the last century [81], the cosmic ray research has focused on two topics:
Firstly, as these particles are assumed to originate from astrophysical sources, they
open a new window for astronomical research. Current activities focus on a precise
determination of the chemical composition and the energy spectrum of cosmic rays
to learn more about the nature of their origin and mechanisms responsible for their
production.

Secondly, cosmic rays constitute a particle beam for high energy physics experiments.
Figure 1.1 displays the setup of this giant natural fixed target experiment: Atomic nu-
clei are accelerated in far distant sources and may finally reach the atmosphere of the
earth (the target), where they interact with the atmospheric air nuclei and initiate an
avalanche of secondary produced particles, the so called air shower. Before the advent
of artificial high energy laboratory accelerators, the investigation of these secondary
particles was the major experimental trigger of progress in elementary particle physics.
A famous example is the discovery of the positron by Anderson in 1932 [19], which
confirmed the theoretical prediction of anti matter by Dirac.

Despite the progress in accelerator techniques, cosmic ray research remained on the
particle physics agenda due to the properties of the cosmic particle beam, which are
still unrivaled by artificial sources: The highest detected energies in air shower ex-
periments exceed 100 EeV, corresponding to center of mass energies above 400 TeV.
This is about a factor 20 higher than the energies which will be available at the 'Large
Hadron Collider’, which is currently built at the CERN laboratory in Geneva. Even
at lower energies, the measured phase space is complementary to that investigated in
accelerator experiments. This is because the small-angle forward energy flow is lost in
the beam pipe of the accelerator, whereas the air shower experiments are dominated

by these forward particles due to the fixed target geometry. The standard theory of
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accelerator beam target
'\

air shower

Fig. 1.1: Schematic view of the cosmic ’fixed target’ setup.

strong interactions, governing the development of the hadronic part of air showers,
breaks down in the forward phase space region, therefore its theoretical description
relies on models, which still fail to predict all shower observables.

Finally, a large fraction of the secondary particles reaching (and penetrating) the earth
are neutrinos. As these particles are known to have a small interaction probability with
matter, the detection of them relies on a sufficiently large flux entering the detector.
The analysis of atmospheric neutrino data, together with observations of neutrinos
originating from the sun and those from artificial accelerators, reveals discrepancies
between the measurements [15,18,63] and the standard theoretical expectations [8,83],
currently interpreted as the consequence of neutrino oscillations (see [88] for a recent
review on this topic).

This work is dedicated to the measurement of muons created in air showers. These
elementary particles themselves were first discovered in a cosmic ray experiment in
1937 [114]. Since then, many experiments measured their flux, energy spectrum and

the ratio of positive and negative muons. As there is a close relation between the prop-



erties of atmospheric muons and neutrinos, which will be further explained in chapter 1,
these measurements could in principle be used to constrain the theoretical predictions
of the atmospheric neutrino beam and help to interpret the parameters of the above
mentioned neutrino oscillations. However, current muon measurements do not agree
with each other and the overall uncertainties are between 7 and 31% depending on the
energy (see section 2.4).

A new precise measurement is presented here, together with a thorough evaluation of
the experimental errors.

The measurement was performed using the precision muon spectrometer of the L3
detector at CERN in Geneva/Switzerland, which was designed to detect muons orig-
inating from collisions of the LEP accelerator beam. Starting from the year 1998,
the L3 apparatus was equipped with new read out electronics and additional detector
components to allow for the measurement of cosmic ray induced muons, too. This new
setup, known as LL3+C, will be explained in chapter 3. With the new data reconstruc-
tion algorithm explained in chapter 4 and the improved momentum resolution, the
muon momentum spectrum could be measured in a momentum range between 20 and
2000 GeV* and the charge ratio between 20 and 630 GeV. After the description of the
detector performance in chapter 5, the results are presented in chapter 6 followed by a
comparison to theoretical predictions based on the current knowledge of the primary

particle flux and high energy interactions.

*Throughout this thesis the convention & = ¢ = 1 is used.






Chapter 2

ATMOSPHERIC MUONS

Atmospheric muons are amongst the end products of the nuclear cascades initiated
by the collision of cosmic ray particles with the air nuclei of the earths’ atmosphere.
At muon energies below a few TeV, they predominantly originate from the decay of

charged m and K mesons via
(r/K)" = p" +u, (2.1)

and
(m/K)”™ = pu~ +7,. (2.2)

Due to the small energy loss of approximately 2 GeV for a muon traversing the whole
atmosphere, their relatively long lifetime of about 2.6 ps and the relativistic time
dilatation, most of the muons above 10 GeV can reach the surface of the earth before
stopping and decaying.

The parent mesons in (2.1) and (2.2) are produced mainly in the interactions of the

primary cosmic nuclei A with the air in the atmosphere:
A+ Air - 1, K+ X. (2.3)

Whereas the calculation of the meson decays is governed by the well known kinematics
of a two body decay, the main difficulty of a quantitative prediction of the atmospheric
muon and neutrino fluxes at the surface of the earth arises from calculating the meson
spectra in (2.3). This is because the incoming flux of primary cosmic nuclei is not
precisely known and the relevant hadronic cross sections are measured only at low en-
ergies and in a limited phase space region. These predictions have gained importance
in the last few decades, as the more and more sophisticated neutrino flux measure-
ments revealed a significant difference between the experimental results [15,18,63] and
theoretical calculations [8, 83].

Because of the close relation of atmospheric muons and neutrinos due to their common

5)



CHAPTER 2. ATMOSPHERIC MUONS

origin, a precise determination of the relatively easy to measure muon flux will improve
also the knowledge of the neutrino flux. Before giving a more quantitative description
of this close relation, the properties of the particle beam impinging on the atmosphere

will be reviewed followed by a short description of the atmospheric target.

2.1 The cosmic particle beam

In figure 2.1 the flux of cosmic particles arriving at the earth’s atmosphere is shown.
The flux is given by the number of particles per time, area, solid angle and energy
interval. As can be seen, the observed flux is steeply falling with energy. The measured
particle spectrum is covering twelve decades in energy and within this range, the flux
drops 32 orders of magnitude.

Below about 100 GeV, the flux is sufficiently large, that the particles can be measured
directly in short balloon flights. The energy range until about 100 TeV is covered
by long duration balloon flights or satellite experiments. Beyond these energies, only
indirect measurements are available. The experimental techniques include air shower
arrays, which infer the energy of the primary particle from the number of secondary
shower particles observed at ground level, and fluorescence detectors which detect the
fluorescence light of showers produced in the atmosphere.

The observed primary spectrum is remarkably featureless and can be described by a
simple power law

®(E) = &y - E™ (2.4)

with a spectral index of v = 2.7 over a wide energy range between 10 GeV and a
few PeV.

At lower energies, not all particles can reach the earth because of the shielding of the
geomagnetic field and the solar wind emitted by the sun, and correspondingly the
observed spectrum starts flattening below 10 GeV.

Two changes of the spectral index seem to happen at high energies: At a few PeV, a
steepening of the spectrum called the ’knee’ is observed, when 7 changes from 2.7 to
about 3. The origin of this change, though discovered about half a century ago [93],
is still unclear. A possible explanation is, that at these energies the major mechanism
for accelerating the particles starts to get inefficient. This mechanism is currently
thought to be a stochastic acceleration [59] in the shock fronts of supernova remnants,
which naturally explains the observed power law and can provide particles up to about
100 TeV [100].

Nevertheless, the observed spectrum continues up to 100 EeV, indicating the presence

6
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Fig. 2.1: The primary cosmic particle spectrum as measured by different experimen-
tal techniques: Balloon borne spectrometers at low energy [124], satellite measure-
ments [70] and balloon borne emulsion chambers at medium energies [20] and indi-
rect ground based air shower [112] and fluorescence [34] measurements at high energies
(figure based on [128]). The bozes in the lower part show the primary energy range
causing a fraction of 95 (full box), 90 (shaded area) and 68% (black area) of the total
atmospheric surface muon flur at two muon energies according to a simulation with

the TARGET shower simulation program.
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Fig. 2.2: The fractional contribution of protons to the cosmic nucleon flux. The band
denotes the experimental uncertainty as estimated from the difference between different

parameterizations of primary flux measurements (see chapter 7).

of other sources of acceleration (see [64] for a review on this topic) and the spectral
slope changes again at the ’ankle’ around 10 EeV.

The particles observed at the highest energies are one of the major puzzles of
cosmic ray physics, as at these energies the particles should interact with the cosmic
microwave background radiation and therefore not be able to reach earth from far
distances (the so called Greisen-Zatsepin-Kuzmin cutoff [68,141]), or originate within
our galactic neighborhood at distances <100 Mpc, where no possible sources of such
high energetic events are known.

The primary energies responsible for the muons measured in this analysis are estimated
with an air shower simulation program [57] and shown as the horizontal areas in 2.1.
As can be seen, muons below 5 TeV are mainly originating from the sub-"knee’ energy

region.

The cosmic nuclei hitting the atmosphere of the earth cover elements from hydrogen
up to uranium. The largest fraction of the all nucleon flux is contributed by hydrogen
nuclei (75% at 10 GeV /nucleon), followed by helium nuclei which make up 16% of the
total flux at 10 GeV/nucleon [75]. Whereas the relative abundances of the different
chemical elements can provide informations on the astrophysical objects accelerating

the particles, in the light of muon and neutrino production in the atmosphere, mainly
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the nucleon content of the cosmic particle beam is of interest. The ratio of protons to
all nucleons reaching the atmosphere of the earth is shown in figure 2.2 as a function of
nucleon energy. It was calculated using parameterizations [38,65] of current primary
flux measurements, which will be further discussed in chapter 7. As can be seen, protons
dominate the cosmic nucleons flux over the full energy range currently investigated by
direct measurements. At high energies, the proton to nucleon ratio slightly decreases
as some of the measurements determined a different spectral index for the primary

hydrogen and helium nuclei flux [33].

2.2 The atmospheric target

The atmosphere of the earth consists mainly out of nitrogen and oxygen, contributing
to the total number of atmospheric nuclei with a fraction of 0.78 and 0.21 respectively.
For the description of the development of the cascades in the atmosphere, it is conve-
nient to use the amount of traversed matter X (often called the ’slant depth’) rather
than the height h above the ground:

X(h) = /h p(R') dh ~ Xqe "ho (2.5)

Here p(h) is the air density at a given height and in the last step an approximation for
an isothermal atmosphere with scale height hy was used.

This approximation gives a good description of the matter profile in the stratosphere
at altitudes between 10 and 40 km, where most of the high energetic atmospheric
muons are created. For this layer of the atmosphere the scale height hq is about 6.4 km
and X, ~ 1300 gcm~2. The ground level slant depth is of the order of 1000 gcm =2

corresponding to eleven nuclear interaction lengths and 27 radiation lengths.

The relation (2.5) is valid for vertically incident particles. At reasonably small zenith

angles (f < 60°), for which the spherical geometry of the earth can be neglected, it is

X (h,cosf) = X(h) : (2.6)

As the atmosphere slightly expands in summer due to the rise of the temperature, a
seasonal change of hg is observed. The possible related influence on the muon fluxes

will be further discussed in section 6.4.5.
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2.3 Muon and neutrino production in the

atmosphere

For the calculation of the ground level muon and neutrino spectra, the particles pro-
duced in the interaction of the primary particles with an air nucleus need to be trans-
ported through the atmosphere. These secondary particles themselves can interact
with the atmospheric material and produce another sub-shower. Therefore a complete
description of an air shower requires a complicated set of coupled transport equations,
which can not be solved analytically.

Theoretical predictions of the ground level muon and neutrino fluxes are consequently
calculated numerically [44,45,105] or with a detailed Monte Carlo simulation of the
shower development, in which the particles are explicitly tracked from their point of
origin to the next interaction or decay [8,32,83,137]. One of these simulation programs,
TARGET [57], will be further discussed in chapter 7.

Although analytical approximations can not compete with these methods concerning
the accuracy of the result, they can provide a useful tool for understanding the de-
pendence of the atmospheric muon and neutrino fluxes on the key input quantities,
such as the primary spectrum and the hadronic interaction parameters. Therefore, a
widely used analytic approximation will be briefly described here. In the following only
the major ’ingredients’ will be discussed and the reader is referred to [44,62,64] for

complete derivation of the formulae.

Primary spectrum:

As seen above, the spectrum of primary particles is well described by a power law in
the relevant energy range. In the so-called superposition approximation it is further
assumed that a nucleus of mass A with energy F can be treated as A independent
nucleons of energy E/A. This simplification is justified by the fact, that at energies
relevant for air showers the binding energies of the nucleons can be neglected.

Furthermore, all primary nucleons are supposed to follow the same energy dependence,

such that the total nucleon flux reads as
®(E)=P-E" =(no+po)- B’ (2.7)

where ng and py denote the flux of neutrons and protons respectively.

10



2.3. MUON AND NEUTRINO PRODUCTION IN THE ATMOSPHERE

Hadronic interactions:

The cross sections o; for an inelastic collision of a particle of type ¢ with an air nucleus is
assumed to be constant with energy. This is justified by the observation, that measured
particle collision cross sections exhibit only a small logarithmic dependence with the
laboratory energy above pi, &~ 200 GeV (see for instance [75]). The related interaction

length in units of slant depth is given by

A
)‘i - mp ) (28)

g;

where A is the mean mass number of air nuclei (A ~ 14.4) and m,, denotes the proton
mass. For small changes dX in the slant depth, dX/); states the probability of particle i
to interact with the atmosphere along d.X.

The inclusive production of secondary particles of type b in the process
a+A—b+X (2.9)

is described by the normalized single particle cross section

By dog_y
B, E,) = — , 2.10
s B = 2o 2.10)

where o™l denotes the total inelastic cross section in a — A collisions. For an incoming

power law flux of primary particles a, the spectrum of secondary particles of type b is

thus given by

1 oo
P (E,) = E/E ®¢E, " f(Ey, E,) dE, . (2.11)
b

This relation can be considerably simplified under the so called scaling approximation,
which states, that at high energies the inclusive particle production f depends only on

the fraction of primary energy carried away by the produced secondary:

F(By, E,) ~ f(Ey/E,) = fup(z) . (2.12)
Then
ONEY) ~ DL E Zy (2.13)
with X
Ly = / 22 L (2) di (2.14)
0

In this way, the details of the hadronic interactions are conveniently hidden in a single
number, usually referred to as 'Z-factor’. Unfortunately, data on the particle distri-

butions are sparse and only available at low energies. Moreover they do not cover

11
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model Zpnt | Lpn— | Zpr+ | Zpk-
TARGET [57] || 0.043 | 0.030 | 0.0096 | 0.0020
SIBYLL [56] || 0.038 | 0.029 | 0.0138 | 0.0020
QGSJET [89] || 0.034 | 0.028 | 0.0041 | 0.0025
Gaisser [64] || 0.046 | 0.033 | 0.0090 | 0.0028

RMS [%] || 132 | 7.3 | 435 | 1738

Tab. 2.1: Parameters of interaction models at meson energies of 100 GeV for a spectral
index of 2.7.

the full phase space region in z and the corresponding theoretical extrapolations cause
additional uncertainties [55].

In table 2.1 the Z-factors for meson production in proton-air collisions are listed for a
spectral index of 2.7. In the first three rows, the values predicted by the hadronic in-
teraction models discussed in the last chapter are given for meson energies of 100 GeV
followed by the numbers used in the analytic calculation of [64]. The root mean square
variance shown in the last row gives an estimate of the large uncertainties of the Z-
factors.

Despite this differences a clear tendency of Z,.+ > Z,,- and Z,x+ > Z,- can be seen.
The former is the consequence of the conservation of the positive charge of the incoming

proton. Pions are produced in processes such as
p+A=sp+A+nrt +nr +mn (2.15)

and the corresponding charge exchange reaction
p+A—=n+A+n+ )71t +nr +mr’, (2.16)

where n and m denote the number of produced charged and neutral pions respectively
and A’ is the remnant of the target nucleus. At the first glance, above formulae
seem to suggest Z, .+ ~ Z,,- for large multiplicities. However, the larger the amount
of produced particles the smaller is their average energy fraction x and due to the
steep primary spectrum these slow particles are suppressed by the factor 772 in the
integrand of equation (2.14).

Conservation of the strangeness and baryon quantum numbers S and B are responsible
for the difference between the kaon Z-factors. Whereas a positive kaon (B =0, S = 1)
can be produced together with a hyperon (B = 0, S = —1), the production of a

negative kaon requires at least one associated baryon and an additional strange meson.

12



2.3. MUON AND NEUTRINO PRODUCTION IN THE ATMOSPHERE

As the shower develops through the atmosphere, the particle fluxes attenuate with the

slant depth X due to the loss of energy in processes like a + A — na + X. The flux

regeneration implied in this formula is taken into account by replacing the interaction

length A\, with the ’attenuation length’ A,, given by
Aa

A, =
1_Zaa

(2.17)

Numerical values [64] for A, are 120 gem 2 for nucleons and 160 and 180 gem 2 for

pions and kaons respectively.

Meson decay:

The muon and neutrino production via the processes (2.1) and (2.2) occur, if the
mesons have enough time to decay before they interact in the atmosphere. Their decay
length in units of slant depth X reads as

B E X cos@
— -

d; (2.18)

where the index 7 denotes the particle type and FE is the particle energy. The factor
cos # takes into account, that due to geometrical considerations the distance to traverse
a depth X is enlarged for inclined zenith angles # with respect to the vertical direction.
At atmospheric heights where the first interactions of the primary particle take place,
i.e. X = A, above the ’critical energy’ ¢;, interaction processes dominate, whereas for

E < ¢; almost all mesons decay before they interact. The critical energy is given by

e = Mifto (2.19)

Tdec

Here m; denotes the meson mass, hg is the atmospheric scale height from equation (2.5)
and x4e. i8S related to the particle lifetime 7; via z4e. = ¢7;. Numerical values for a
scale height of 6.4 km are £, = 115 GeV and ex = 850 GeV.

Due to momentum and energy conservation the decay products of a meson have fixed
energies and momenta in the rest frame of the decaying meson. As a consequence of
the small difference between the muon and pion mass, the muon carries most of the
energy in the 7 — pv decay ((E,)/E, = 0.79 in the laboratory frame). On the other
hand the kaon mass is much larger than the muon mass and therefore the muon and
neutrino share about the same amount of energy in the K — pv decay. This is the
reason why despite the small Z,x factors, kaons are an important source of atmospheric

muon neutrinos.

13



CHAPTER 2. ATMOSPHERIC MUONS

Energy loss and decay of muons:

Both the energy loss and decay of muons are usually neglected in the analytic flux
calculations. However, as in this work the muon spectrum will be measured down to
energies of 20 GeV, the two effects are important and it is instructive to estimate their
influence on the muon spectrum.

For this purpose, both the mean muon production height as well as the mean production
slant depth need to known. In the low energy limit (F; < &;), where the interaction and
regeneration of the muons’ parent mesons can be neglected, the production spectrum

of muons in the atmosphere reads as [64]

dd,

~ & e X/ (2.20)

i.e. the muons are created at a mean slant depth of
(X)=Ayn. (2.21)

Correspondingly, for the isothermal atmosphere (2.5) the height dependence reads as

d®,
dh

ac X (h)/cos @ - e X/ (A cosd) (2.22)

and the mean muon production height as function of zenith angle is

(h) = [?Hog (iﬂ “hy (2.23)

Ay cosf

with the Euler constant ¥ = 0.5772... The mean muon production height is thus

about 19 km in the vertical direction and 23 km for zenith angles of 60°.

Neglecting the energy loss along its path, the probability for a muon with energy E to
reach the detector height h, without decaying is

P,(E) = oM/ (Ecos) ((h)—ha)/wy (2.24)

with the mean muon decay length of z, = 659 m.

This decay constitutes a second source of muon neutrinos via
ut = etvn, (2.25)

and
U = € Vel (2.26)

14
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Fig. 2.3: The ratio of the muon spectrum at production height and detector level.

The analytic approximations for the spectrum of neutrinos from this decay are more
complicated than in the case of the meson decay because of the three particles involved
in the final state and the fact, that the polarization of the muon in the meson rest
frame needs to be taken into account [28]. However, above 10 GeV the muon decay

contributes less than 1% to the overall muon neutrino flux [105] and can be neglected.

Muons are known to suffer energy loss due to ionization and radiative processes of the

form

dE
dxX
The ionization and radiative coefficients a and b vary only logarithmically with energy.
A fit to the energy loss tables in [74] yields a = 2.82 - 1072 GeV /gem™ and b = 3.34 -

1075/gem™2. TIntegrating the above formula over X, the following relation between

a(E) +b(E) - E. (2.27)

the muon energy £ at the observed detector depth X, and the original energy E at
production height (X') is obtained:

E= (5 + %) H((X)=Xa/cost) _ % . (2.28)

Since dE /dE =1 for reasonably small detector depths X, the two effects can be easily
incorporated into the analytic muon spectrum at production height given below by
replacing

Ou(E) = 0u(€) = Pu(E(E)) - Pu(E(E)) - (2.29)

The ratio of the muon spectrum at production height ®,,.,4 to detector level spectrum

Do is shown in figure 2.3 for two zenith angles. As can be seen, decay and energy loss

15



CHAPTER 2. ATMOSPHERIC MUONS

constitute an important correction to the muon spectrum up to the highest energies.

Due to the longer path length the effect gets larger with the zenith angle of the muon.

Analytic approximation of the muon and neutrino flux:

The analytic approximation [44,64] of the muon and neutrino flux at production height

can be written as a sum of over the pion and kaon contribution for each lepton j = pu, v:

N Ajj
®;(E) = (nog+po) - E Z = cos(QJ)E/B- , (2.30)
i=m,K LY

At very low energies, almost all mesons interact before they decay, and the muon flux
and neutrino fluxes have the same spectral index as the primary spectrum. The total

normalization with respect to the primary flux is given by the A;; factors:

by 1—r) .
Ayj=——"2N 01— e (2.31)
’)/(]_—ZNN) (1_7,2.)771, j:V

Symbols not explained so far are the branching ratios R; for the decay : — pv and
the kinematic factors for the meson decay r; = (m,/m;)>.
At very high energies, meson decay becomes rare and the lepton spectra steepen one

power. The energy of transition between the low and high energy domain is given by

1 -t ,
A In(A;/A 1_,7 > J=H
B, = 2 Ailn/AN) |1 -] (2.32)
— T, J =V

Using the numerical values from [64] for primary spectrum, the Z-factors and the

attenuation lengths, the following expressions are obtained:

0.14 1 0.054
(I)u T e (S (E/Gev)72.7 E cosf + E cos ¥ (233)
cm?ssrGeV I+ 56y 1+ 55 ey
and
0.018 1 0.37
¢, = 2 aar (LN (E/Gev)72.7 F cos + Ecosf (234)
cm?ssr GeV I+ 56y 1+ 555 cov
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Fig. 2.4: Relative atmospheric muon and neutrino flux fraction for parent pions and

kaons.

From these formulae and the above considerations, the following conclusions can be

drawn:

e The muon flux provides a crucial test for the understanding of hadronic inter-
actions in the atmosphere and the knowledge on the incoming flux of primary
nucleons. Given the large uncertainties of these models as exemplified in ta-
ble 2.1, a good knowledge of the muon flux can help to tune the parameters of

air shower simulations.

e There is a close relation between atmospheric muons and neutrinos. The fluxes
of the two are determined by the same hadronic interaction parameters. Both

are directly proportional to primary flux and nucleon attenuation

(no + po)
(]_ — ZNN)

i.e. the systematic uncertainties of the neutrino flux related to this parameters

(I)u/u & E77 y (235)

can be diminished by a precise knowledge of the atmospheric muon flux.

e However, due to kinematic reasons the correlation between muon and neutrino

fluxes is reduced. The kaon contribution to the neutrino flux is much larger
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than for muons. This is displayed in figure 2.4, where the fractional origin of
the neutrino and muon fluxes according to equations (2.33) and (2.34) is shown.
Asymptotically, the vx flux reaches 87% and the px flux 21%. Consequently,
predictions of the neutrino flux will be much more affected by the large systematic

error of the Z,x factor.

e The muon charge ratio, which is the ratio of positive to negative muons, is ex-
pected to be > 1 because of the positive charge excess on top of the atmosphere.
Moreover, the large ratio of Z,x+/Z,k- is expected to cause a rise of the muon
charge ratio with energy, because of the larger fraction of muons from kaons at
large energy. The muon spectrum as a function of charge and energy can thus

be used to determine or constrain these factors.

2.4 Experimental status

The muon flux and its dependence on the charge and momentum have been measured
many times up to now with various experimental techniques. In the following it will
be concentrated on direct ground level measurements. Whereas measurements in the
atmosphere performed in balloon flights have the advantage of being able to determine
the development of the air shower, their momentum range is limited due to the short
exposures possible. Deep underground measurements can reach large momenta due to
the shielding of the matter overburden, but they can infer the momentum dependence
of the flux only indirectly by the changing threshold energy with the zenith angle.

Conceptually, direct measurements can be subdivided in absolute and relative
measurements. The former correct the measured particle rates at the detector to an
absolute flux and the latter only measure the momentum dependence of the muon
flux. All previous direct vertical measurements, as collected in [79], are displayed in
figure 2.5. For the purpose of illustration, in this figure the relative measurements
were all renormalized to the same reference spectrum, namely the flux average given
in [79]. Moreover, only data points with a precision of better than 20% are shown.

As can be seen, most of the experiments measured in the region below 100 GeV, above
this value only a few data points are available with large statistical uncertainties.
Furthermore, the scattering of the data points around the mean value is much larger as
it would be expected from their statistical error indicating the presence of additional
systematic errors not accounted for in the analysis. Excluding some of the worst data
sets, a total systematic normalization uncertainty of 7% is estimated in [79]. Due

to the small lever arm of the low energy measurement, and systematic differences
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Fig. 2.5: Previous measurements of the atmospheric muon flux. Only data points with
a relative precision of better than 20% are shown. Measurements providing an absolute
normalization are o: Kiel75 [16], W: AHM71 [31], A: MARS75 [22], x: AHM79 [67],
or MASS93 [52] and o, OO, A: CAPRICE9//97/98 [38,92]. Small black dots denote
experiments, which measured only the relative momentum dependence of the muon fluz
(see [79] and references therein). The solid line shows the world average fit from [79]
with its estimated error (dashed lines). The lower figure displays the relative difference

of each experiment to this average.
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Fig. 2.6: Previous measurements of the atmospheric muon charge ratio (see [79] and
references therein). Only data points with a relative precision better of than 20% are

shown. The solid line shows the world average fit from [79] with its estimated error

(dashed lines).

in the measured relative momentum dependence, the overall estimated uncertainty
reaches 31% at 2000 GeV.
The existing charge ratio data are displayed in figure 2.6. As in case of the muon flux,

not many experiments have data points above 100 GeV.

Given the current experimental status, the following objectives of the measurement

described in this thesis can be stated:

e a precise overall absolute normalization to resolve the systematic uncertainties of

previous low energy measurements.

e the determination of the spectrum at high energies to close the gap between
direct and indirect measurements and to be able to constrain the parameters of

atmospheric air shower calculations over a wide energy range.

e the measurement of the high energy muon charge ratio, to be able to constrain

the contribution of kaons to the overall muon flux.
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Chapter 3

L3+C - EXPERIMENTAL SETUP

3.1 Overview

The L3+4C detector [7,23] is a device to measure the momentum, charge and angle
of muons created in air showers. In addition it provides an estimate of the energy of
the related primary cosmic ray particle, by sampling the overall number of charged air
shower particles at ground level.

It is located at the European Center for Nuclear Research (CERN) near Geneva in
Switzerland and consists of an underground muon detector, which is covered by about
30 m molasse overburden and an air shower array at the surface (see figure 3.1). Both
detectors are triggered independently and have a separate data acquisition (DAQ). A
correlation between the two data streams is achieved by assigning each trigger a precise
time stamp, given by a common Global Positioning System (GPS) timing.

The muon detector uses the precision muon drift chambers of the L3 experiment [6],
which is one of the four multi purpose detectors at the Large Electron Positron Collider
(LEP). For the purpose of measuring atmospheric muons, additional readout electronics
and a scintillator array to measure the arrival times of the muons have been installed.
An illustration of the L3 detector can be seen in Figure 3.2: Within a large magnetic

volume of 1000 m?

at 0.5 T, several subdetectors are arranged cylindrically around
the LEP beam line and the roof of the magnet is covered with approximately 200 m?
of scintillator tiles. L34C uses only the scintillators and the sixteen sets of muon
chambers. The L3 electromagnetic and hadronic calorimeters and the vertex detectors
close to the interaction point are not read out and act therefore as a passive absorber
in the middle of the detector.

Due to its shallow depth and its excellent muon momentum resolution, the L.3+C muon
detector is able to measure atmospheric muons over a wide momentum range spanning

from 20 GeV, given by the threshold of the molasse shielding, to 2 TeV, which is the
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Fig. 3.1: Schematic view of the L3+C experimental setup.
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Fig. 3.2: A perspective view of the L3 detector including the muon chambers and

additional scintillators on top of the magnet.
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Fig. 3.3: Collected muon triggers within the two years of data taking of L3+C.

limit due to the detector resolution and the available statistics. After a short testrun in
1998, 1.3+C started data taking with the muon detector in May 1999 and continued up
to November 2000. Within that period about twelve billion muon triggers have been
recorded at an average trigger rate of about 450 Hz. Figure 3.3 shows the number of
collected events as a function of time for the two years. The slightly better data taking
performance in 2000 is due to improvements of the online system after the experience
of the first year of data taking.

The air shower array samples the electromagnetic and muonic particle densities of a
shower over an area of 30-54 m?: Fifty plastic scintillator detectors, each 50-100 cm?
in area, record the arrival time and energy deposit of the particles, from which the
shower core position, direction and primary energy can be estimated. The array became
operational in 2000 and about 33 million air shower triggers have been collected, out
of which 28% were coincident with a muon trigger. Since this array is not used in
the muon momentum measurement, it is not described in detail here and the reader is

referred to [7,139] for a more extensive discussion of its properties.

In the following two coordinate systems will be referred to: The local L3 system, which

has its origin in the center of the L3 detector and the surface coordinate system. By
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convention, the x-axis of the 1.3 system is pointing towards the center of the LEP
ring and the y-axis along the vertical direction towards the surface. The z-axis is
along the LEP beam line, which is inclined by about 0.8° degrees with respect to
the horizontal surface. The surface system is 44.8 meter above the center of L3 at a
longitude of 6°01’'17" E and a latitude of 46°15'06” N. Particle directions are described
by their zenith angle # with respect to the vertical direction and the azimuth angle ¢
with respect to north. The surface is 449 m above sea level. Due to its underground

location, the muon detector is shielded by about 7000 gem ™2 of molasse overburden.

3.2 Muon chambers

The L3 muon detector [94-97] is arranged in sixteen sets of muon chambers, called
octants. On each side of the interaction point of the electron beams, eight of these
octants are installed cylindrically around the LEP beam line (see figure 3.2). The oc-
tants on the 4z side of the L3 coordinate system are referred to as “master” and on
the -z side as “slave”. They are numbered counter-clockwise in the xy-plane starting
at “3 o’clock” (master: 8-16, slave: 0-7).

An octant consists of three layers of drift chambers measuring the muon track coordi-
nates in the xy-plane perpendicular to the magnetic field. Due to the precision of these
devices, they are called P-chambers. The inner- and outermost P-chambers are sur-
rounded by two Z-chambers each, which measure the track coordinates in the yz-plane

parallel to the magnetic field.

The L3 muon detector is used to count atmospheric muons and to determine their
direction and momentum. The latter is possible, since the Lorentz force acting on
the muons inside the magnetic field bends its trajectories to a circle in the xy-plane.
With at least three position measurements along the track, the circle radius can be

determined which is related to the particle momentum in that plane by
Poy =0.3GeV-q-B/T - R/m, (3.1)

where R is the circle radius, B is the (constant) magnetic field perpendicular to the
track and ¢ is the particle charge. With the additional measurement in the yz-plane,

the total momentum can be calculated via

dz\>
Ptot = Pzy * 1+ d_ ) (32)

with g—z being the track slope in this plane. The accuracy of the momentum determi-

nation is of course depending on the resolution of the position measurement. Moreover
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it is proportional to the magnetic field strength and depends quadratically on the
lever arm, over which the track is being measured. L3 reaches an accuracy of about
50 pm for the position measurement within one chamber. The muon spectrometer
provides a huge lever arm within a magnetic field of 0.5 Tesla: B - L? = 4.2 Tm? inside

2

one octant and 59.4 Tm* over the whole detector. That is why it is considered as a

unique precision spectrometer.

3.2.1 P-chambers

The layout of the P-chambers within one octant can be seen in figure 3.4. The three
layers are labeled according to their distance to the vertex as inner (MI), middle (MM)
and outer (MO) muon chamber. They are filled with a mixture of 61.5% Argon and
38.5% Ethane gas. Argon is the active gas that can be ionized by the muons, whereas
Ethane acts as a so called quencher, which is necessary to absorb secondary photons.
Each chamber is subdivided into drift cells, which are 10 cm in width. At the edge of
a cell cathode mesh wires are installed, in the middle an alternating series of anode
sense wires and field shaping wires is placed. A muon that traverses a cell ionizes the
chamber gas along its path, and the produced electrons drift towards the sense wires,
where the total charge is amplified by the avalanche effect in the rapidly increasing
electric field close to the wires. Given the knowledge of the arrival time ¢y of the muon
at the chamber, the track coordinates can be reconstructed measuring the arrival time

t, of the drift electrons at the sense wire:

T = Tyire + fo(Varite, te — to, dz/dy) (3.3)

and
Y = Ywire T fy(vdrif‘c; te - tO; dx/dy)a (34)

where vqyir, denotes the drift velocity of about 48 um/ns, /yyire are the wire positions,
dx/dy is the track slope and f,, is the cell map function, which describes the electron
drift lines. It is displayed in figure 3.5. Due to the Lorentz force the electron drift
paths are bent from the horizontal direction by an angle of approximately 18°. It
should be noted, that the drift time measurement contains no information on which
side of the sense wire the muon passed the cell. This ambiguity can only be resolved
by combining position measurements from several chambers. Similarly, the track slope
has to be determined iteratively within the track reconstruction.

To decrease the error on the position measurement inside one chamber, the muon track
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Fig. 3.4: Schematic view of one octant and the P cells.

is measured several times along its path through the cell. The number of wires per
chamber were chosen to be 16 wires in the MI/MO chambers and 24 wires in the MM
chamber. This setup is close to the optimal configuration [66], which minimizes the
error on the momentum measurement.

Each octant contains optical systems for the monitoring of the relative alignment of
the p-chambers, called RASNIKs [54]. In figure 3.4 the vertical alignment monitoring
system (VAS) can be seen: At each end of the octant a light emitting diode (LED) is
placed on top of the MI chamber. Its light is passing a lense at the MM plane and the
image is measured at the MO plane by analyzing the imbalance of the voltage output
of a four quadrant photodiode. The same system is installed along the z-direction at
the two edges of each chamber to measure the displacements perpendicular to the wire
planes. Since the two outer P-layers are physically divided into two parts, each octant

contains nine horizontal alignment systems (HAS).
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Fig. 3.6: The electron driftlines within a Z-cell (a) and the layout of a Z-chamber (b)

3.2.2 Z-chambers

The Z-chambers consist of two layers of drift cells that are shifted by one half cell with
respect to each other to resolve left-right ambiguities (see figure 3.6). They are filled
with a gas mixture of 91.5% Argon and 8.5% Methane. Each cell contains one signal
anode wire and a two aluminum cathode plates. If a muon passes both the MO and
MI chamber the position of the track is measured eight times. The resolution of one
cell is about 1 mm and the drift velocity is 27 pm/ns.
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Fig. 3.7: The layout of a scintillator cassette. Left: A scintillator tile with two groups
of wavelength shifting fibers. Right: An assembled cassette consisting of 16 tiles.

3.3 ty-detector

As seen in section 3.2.1, the position measurement of the muon track inside the drift
chambers requires the knowledge of the arrival time ¢3 of the muon. In contrast to
L3, where the arrival time is given by the LEP beam crossing, atmospheric muons can
reach the detector at any time. Therefore an additional detector was added to the L3
setup: The so called ty-detector [24] is a 202 m? scintillator array covering the roof of
the magnet of L3. It consists of 33 modules, each of 2 - 3 m? area, which are composed
of six quadratic cassettes, and one 2-2 m? module made from four cassettes. The
cassettes contain 16 plastic scintillator tiles, which are read out by eight wavelength
shifting fibers each (see figures 3.7 and 3.8). If a charged particle traverses a tile, the
produced light is collected by the fibers and guided in two bundles to two photomulti-
pliers. Assuring that each bundle is of the same length, in that way a large area can
be read out by a small number of photomultipliers with precise timing. The actual
number of tiles per photomultiplier is only limited by the size of the photomultipliers’
photocathode. In L3+C one photomultiplier reads out 96 tiles corresponding to 6 m?
scintillator area. The average time resolution, which is achieved, is 1.8 ns.

The main disadvantage compared to commonly used techniques is the small light yield.
Only a small fraction of the produced light is guided to the photomultipliers via the
fibers. Therefore the photomultipliers have to be operated at high gain and low thresh-
old. The resulting high noise level is suppressed by requiring coincident signals from

two photomultipliers, which are connected to the same tile.
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Fig. 3.8: Full size 6m? module with two photomultipliers.

3.4 Readout electronics and trigger system

In order to run in parallel with the L3 LEP data taking and to be able to trigger in
between the beam collisions, additional electronics were installed for the study of atmo-
spheric muons. Figure 3.9 shows a simplified version of the L3+C readout and trigger
chain. After passing a discriminator, the digital signals from the muon chambers are
split into two data streams by the so called CPCs (Cosmic Personality Cards) [72].
One stream is directly passed to the L3 readout system, whereas the other is further
processed by measuring the signal times with TDCs (Time to Digital Converters) [49]
located inside the CPCs. In total 96 wires can be read out by one CPC.

The P-chamber signals are stretched to the maximum drift time within one P-cell
(1.2 ps) and a “majority signal” is send to the trigger whenever the number of co-
incident hits exceeds a programmable threshold. Since one CPC is connected to six
MI/MO or four MM cells, this summarized signal can be used to indicate a muon hit
within one chamber. The threshold was set to eight hits in 1999 and then decreased
to seven hits for the 2000 data to account for cell crossing tracks within the MI/MO
cells.

The scintillator signals are discriminated inside the L3CD [102] units and in case of
a coincident signal from two photomultipliers of one module, these two triggers are
passed to a special CPC card (the scintillator CPC), where again TDCs digitize the
signal times. As in case of the muon chamber signals, only the times, but not the pulse

height of the signals is measured. To indicate the presence of at least one scintillator
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Fig. 3.9: Simplified L5+ C readout scheme.

hit, the scintillator CPC sends a logical OR of all coincident signals to the trigger.
The decision, whether the event is useful for physics analysis is taken by the CTT

(Cosmics Trigger and Timing) module [135]. Tt receives the majority signals from the
P-chamber CPCs and the ORed scintillator signals, out of which the trigger classes

listed in table 3.1 are formed:

’Golden’ events: Class 1 identifies muons with a precise timing and a fully contained
track within one octant.

Octant crossing events: Although 1.3 provides only alignment information on the
chambers within one octant, a considerable increase of the L34+C acceptance may be
possible by reconstructing tracks, which pass through several octants. These events
are labeled as class 5, 6, 7 and 8.
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Efficiency classes: To study the trigger, chamber and scintillator efficiencies, also
events without a scintillator hit or less than three hit chambers within one octant are
triggered (classes 3, 4, 5, 6, 7, 8 and 9).

Special triggers: Further trigger classes are introduced for special analyses: Class 2
identifies horizontal muons, which are candidates for neutrino induced events, since
the L3 detector is shielded by about 24 km of earth from this direction. A search
for exotic events, i.e. decays of heavy charged particles [47], is possible by recording
triggers fulfilling class 10, 11 and 12 requirements.

Class | Description

1 Three chambers in any octant AND a scintillator hit.

Three chambers in octant 0 or 4 AND NO scintillator hit.

Three chambers in octant 1, 2 or 3 AND INNO scintillator hit.

Three chambers in octant 5, 6 or 7 AND INO scintillator hit.

Three singlets in adjacent octants AND a scintillator hit.

Two times two chambers AND a scintillator hit.

Two chambers and two singlets AND a scintillator hit.

Two chambers and a singlet AND a scintillator hit.

Two chambers AND a scintillator hit.

Three chambers and at least one other chamber AND NO scintillator

requirement.

© 00 ~J O Ot = W N

—_
)

—_
—_

Five chambers (no scintillator requirement).

—_
N

Six or more chambers (no scintillator requirement).

Tab. 3.1: The twelve C'TT trigger classes.

The event timing is provided by the GPSTIM module [101], which reads out the abso-
lute time from the GPS (Global Positioning System) receiver. Given the exact absolute
event time, LL3+C is able to search for astronomical cosmic ray point sources and co-
incidences with other detectors [25]. Moreover the GPSTIM module hosts a 1Hz clock
and a 10 MHz live-time counter, which are started at the beginning of a data taking

run. Both can be used to evaluate the dead time of the experiment (see chapter 5.3.1).

The event building is done by the NIMROD modules [71, 73], which combine the data
from up to 16 CPCs into a single output block.

The data from the trigger, GPSTIM module and the NIMRODs are collected by the

data acquisition system (DAQ) [116], which is also responsible for sending information
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on the run conditions to the data base.

Finally, an event is written to disk, which contains the TDC counts of the drift chambers
and the scintillators, the majority signals, trigger classes and the time stamp and live-
time information from the GPSTIM module. A typical L.3+C event has a size of 1 kB.
Therefore the detector produces a data stream of about 500 kB/s, which is well within
the maximum data rate of 1 MB/s the DAQ system is able to handle.
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Chapter 4

L3+C EVENT RECONSTRUCTION
AND SIMULATION

The L3+C event reconstruction from raw TDC measurements to a muon momentum
and direction as well as the simulation concept will be explained in this chapter.
For a more vivid description, it will often be referred to an example event, which is
shown in the figures on the next two pages. In figure 4.1 the graphical display of a
fully reconstructed muon track in the magnetic bending plane can be seen, as well as
zoomed images of the parts of the P-chambers the muon went through. Figure 4.2
shows the same event in the plane along the LEP beam axis, and a zoomed image of
one Z-chamber layer. Several features of a 1.3+C event, which have to be accounted

for in the reconstruction, can be seen:

e Track hits and ambiguities: Since the recorded drift times of the P and Z-
chambers do not tell, from which side the electrons were approaching the sense
wires, at the beginning of the reconstruction, both mirror images of the hit posi-
tion must be taken into account (see dashed lines in figures 4.1(a-c,e-g) and small
crosses in figure 4.2(b)). These ambiguities can only to be resolved by combining

the track information from different chambers.

e Noise hits: The reconstruction has to cope with signals, which do not originate
from a muon, but either from secondary produced particles, or random detec-
tor noise: A low energetic track can be seen in the uppermost P-chamber (see
figure 4.1(a)), which is presumably a delta ray electron, which was struck off an
atom in the massive magnet structure surrounding the muon chambers.

Beyond that, two scintillator modules recorded a hit, one of which must be due

to random photomultiplier noise.
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Fig. 4.1: A reconstructed muon event in the zy-plane: The event contains two scin-
tillator modules with a time signal. Subfigures a-c/e-g are zoomed images of the muon
chamber regions with hits. The solid lines denote the fitted track/segments. Dashed
lines denote unused segment ambiguities.
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Fig. 4.2: A reconstructed muon event in the yz-plane. Subfigure b shows the zoomed
view of the II chamber in octant 2 together with the fitted Z-segment
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e Energy loss inside the detector: The displayed muon traverses all chambers
of two octants. This kind of event is especially useful for the muon spectrum
analysis, since the muon track can be measured two times (almost) independently
in two different sub detectors. Due to the large number of hits over a long path
length, the track parameters can be determined very precisely. On the other
hand, for such an event topology, the probability that the muon traverses the
L3 inner detectors is rather large. As mentioned in the previous chapter, these
detector parts are not read out by L3+C, therefore the reconstruction program
has to account for the energy loss and multiple scattering within these detectors.
In the example, the muon passes about 2100 g/cm? matter, corresponding to

about 4 GeV energy loss. At maximum about 3500 g/cm? are possible.

e Multi muons: Additional problems arise due to the possibility of more than one
muon per event. Since the muons of such a multi-muon event usually originate
from the same shower, they have parallel directions when entering the detector.
However, they can diverge if one of the muons is of sufficiently low energy. So, a

priori the reconstruction should not rely on the assumption of single track events.

4.1 Reconstruction algorithm

The reconstruction of an event is organized in the following steps:

4.1.1 Preselection

At least three coordinate measurements are needed for a reconstruction of the tracks’
circle parameters in the magnetic bending plane and a good measurement of the ar-
rival time ¢, is essential for the calculation of the drift times inside the muon chambers.
Therefore, right after the reading in of the complete event, a preselection based on the
CTT trigger classes is imposed. To speed up the reconstruction time, all events not
labeled as ’class 17, i.e. having less than three hit chambers within any octant or no
scintillator hit, are skipped.

Furthermore, only scintillator hits are selected, for which the time difference between
the two photomultiplier measurements is less than 15 ns. In this way random coinci-

dences and t; measurements of poor quality due to large time slewing are deselected.
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4.1.2 Pattern recognition

If the event is pre-selected, all TDC times are corrected for the relevant time offsets
introduced by different read out cable lengths and internal delays of the electronics.

If more than one scintillator hit is present, the coordinates of the muon chamber cells
with hits are used to form a rough track, which is extrapolated to the scintillator plane
to select the correct scintillator module geometrically. The measured #; time of this
module is then subtracted from the TDC times of the muon chambers to obtain drift

distances according to equations (3.3) and (3.4).

For further processing, the numerous hits within a given muon chamber are condensed
into a single object called segment, which is basically the mean coordinate of the track
inside the chamber and the track direction at that point. In the xy plane, all possi-
ble combinations of hit-pairs of a chamber are connected by a line, and the resulting
angles and distances of closest approach to the local cell origin are accumulated in a
two dimensional matrix. Despite the helicoidal trajectory of the muon in the mag-
netic bending plane, this linear approximation is justified, since even low energetic
muons show almost no deviation from a straight line* over the small thickness of one
P-chamber compared to the matrix spacing of 6.7 mm/10°. As a positive side effect,
very low energetic particles, like the delta-electron in figure 4.1(a), are not properly
recognized.

Hereafter, the matrix is scanned for peaks exceeding five hits to make up a segment
candidate. This is then fitted with a fast circle-fit algorithm [90] and good quality
combinations are kept for further processing.

In the yz-plane, the number of hits inside an octant can be eight at maximum, corre-
sponding to the number of Z-layers. The track model in this projection is a straight
line, since the muons within the energy region of interest are not curling inside the de-
tector. All hit combinations with more than two hits inside the outer/inner Z-chambers
are fitted with a line to form a Z-segment and are later combined to form a Z-track.
Ambiguities are resolved by selecting the combinations with the best fit-x? and the

largest number of hits. An example of a Z-segment can be seen in figure 4.2(b).

4.1.3 Sub-track finding

After the pattern recognition phase, the P-segments are combined with the Z-tracks

to form a three dimensional sub-track within one octant: The hits of all possible P-

*For instance, a 5 GeV muon deviates 200 um from a straight line within the MM chamber.
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segment combinations are fitted with a circle, connected to a Z-track and extrapolated
back to the scintillator planes, to check the scintillator hit preselection. Each track

candidate is subsequently refitted taking into account

the new ¢, time, if the selected scintillator hit differs from the first guess,

the time of flight from the scintillator to the muon chambers,

the alignment corrections according to the 1.3 alignment monitoring system,

the bending of the P-chamber sense wires due to the gravitational force of

100 pm at maximum and

the time of pulse propagation of the P-chamber signals along the z-direction from

the point the muon passed the chamber to the read out electronics.

The latter four points are the only weak connections between the two track projections
in the xy- and yz-plane. Ambiguous sub-tracks, i.e. track candidates sharing one or
more segments, are rejected on bases of the best reduced circle fit [90] x? and the
maximum number P-segments. However, due to the weak connection of the circle fit
to the track direction in the yz-plane, candidates differing by less than 30% in the
fit-x2 are kept until the final track matching described below.

This octant based procedure evolved [111] from the 1.3 muon chamber code and the
main reason to also adopt the octant confinement constraint for L34+C was, that the
relative octant alignment is not measured by the L3 alignment monitors. This geo-
metrical limitation considerably diminishes the 1.3+C acceptance: Other than muons
originating from LEP beam collisions, which are confined within one octant, atmo-
spheric muons can traverse up to four octants.

As it turned out, the octant to octant alignment can be determined from the L3+C
data itself (see section 5.2.2), and the current L3+C software development focuses on

an algorithm capable to reconstruct all event topologies [103,123].

4.1.4 Sub-track matching

Because of the possibility that more than one muon of the same shower is crossing the
detector, successfully fitted sub-tracks in different octants do not necessarily belong to

the same muon. Besides, remaining ambiguities from the sub-track pattern recognition
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need to be resolved. All possible combinations of high quality upper and lower sub-
tracks take part in the global track momentum fit described in the next section. To
reduce computation time only sub-tracks with a circle fit x?/ndf smaller than 10 are
considered. The unambiguous combinations with the best momentum fit x? according
to equation (4.8) are selected as real muon tracks. The remaining sub-tracks are

matched on basis of the matching x?:
Xm=(a=b)"(A+B) ' (a-b), (4.1)

where a and b are the two sub-track parameter vectors and A and B denote their

covariance matrices using the average track parameter errors estimated in [117].

4.2 Momentum measurement

The basic principle of the L34+C momentum determination is the sagitta measurement
s: The sagitta is the deviation of the trajectory of a charged particle inside a magnetic
field from a straight line as sketched in figure 4.3. Under the assumption, that this
deviation is small in comparison to the track length L and that the magnetic field is
perpendicular to the particle trajectory, s can be related to the radius R of the muon

trajectory, and equation (3.1) reads as

L?/m?
8s/m

Pay =0.3¢ B/T GeV, (4.2)

where again B is the magnetic field and ¢ the charge of the particle with momentum

p. For the L.3+C setup the sagitta measured inside one octant is given by
1

ss = 0.157 m GeV - , (4.3)
q " Py
and using the whole track length over two facing octants the sagitta reads as
1
Sq =2.21 m GeV - . (4.4)
q - Pxy

As can be seen in figure 4.3 the sagitta inside one octant can be directly calculated

from the segment coordinates s;_3:

S1 + S3
2

(4.5)

Ss = S2 —

These equations are helpful for a qualitative understanding of the momentum measure-

ment and its errors, but they assume a perfect helicoidal trajectory of the muon inside

39



CHAPTER 4. L3+C EVENT RECONSTRUCTION AND SIMULATION

2.9 m
N
B X |
*
_ S2| S _
ad ha ~ Track
@@@@@@@@ ls. b B i
MI. 16 wires MM: 24 wires MO: 16 wires
o — 200 um 6. — 200 um ¢._ 200 um
! VN, 27N, TOUN,

Fig. 4.3: Ezplanation of the sagitta: A muon track passing the three chambers of an

octant at points s1_3, deviates from a straight line by the sagitta s.

the magnetic field. In reality, the situation is more complicated: Firstly, the L3 mag-
netic field strength is not constant over the full detector volume, but varies from 0.47
to 0.51 T. Secondly, the material of the various L.3 subdetectors causes energy losses
of the muon, leading to a subsequent increase of the radius of the muon trajectory.
Likewise, multiple scattering deviates the particle path from an ideal helix. This is
accounted for by using the GEANE [85] package for the final muon track fit. Being based
on the GEANT [42] program, it is able to track charged particles through inhomogeneous
magnetic fields and due to the coupling to the L3+C detector simulation, it can pre-
dict the average energy loss due to ionization and radiative losses for a given muon
trajectory. So, for a muon at a plane y’ with the inverse charged momentum (q/p),
intercept coordinates z7 and 27 and local slopes o’/ = (dx/dy)’ and 57 = (dz/dy)’, it

can predict the track parameters
b(bl) = ((4/p)', 4, 2", &, B') (4.6)

at a plane y’. Due to the stochastic nature of the energy loss and multiple scattering, the
true trajectory can not be predicted for a single event, therefore b denotes the average

trajectory, around which the true parameters b are distributed with the covariance
Wiy = (b, — bi.) (b — b)) - (4.7)
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Fig. 4.4: Illustration of the double octant fit. The resulting fitted coordinates are a

compromise between the measurement and the GEANE prediction.

In addition to the track prediction, GEANE also provides an estimate of this covariance,
based on a Gaussian approximation of the fluctuations. Especially for the energy loss,
this turns out to be a rather crude model, since the fluctuations are known to follow a

Landau distribution.

Using these GEANE abilities together with a precise knowledge of the magnetic field
strength as function of position [41], the parameters of the muon track can be estimated

as illustrated in figure 4.4:

For each chamber, the true track parameters x’ are fitted as a compromise between

the measured and predicted average values by minimizing
2= (m! — x)T(V1)~1(m! — x') +

3 [(mi — x)T(VI)" (m’ — x') + (B — x)T (W)~ (b —x')| . (4.8)
i=2
Here m’ denote the experimental measurements and b’ are the GEANE predictions of
the track parameters at chamber i given the initial values x'~! with their corresponding
covariance matrix W*. The total number of available planes N is either three or six,

depending on the fit strategy (see below). The covariance matrix V'’ contains the
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measurement errors from the segment fit. Track parameters, which are not measured
by construction like ¢/p and z in the MM chamber, or due to dead detector parts, get
assigned an infinite error, corresponding to a weight of zero in the inverse covariance
matrix. The minimization of equation (4.8) follows the method described in [84] and
needs usually not more than three iterations until it converges.

Using this procedure, the L3+C muon reconstruction follows two strategies to

determine the muon momentum and direction:

(a) Single octant fit

Inside one octant of the .3 muon spectrometer, energy loss and multiple scattering are
of minor importance, since it is essentially matter free (the detector gas and the cham-
ber material amount to approximately 7 gem~2). In addition, the relative alignment of
the chambers is known from the alignment monitoring system. If a muon traverses all
three chambers of two different octants, like the example event of figure 4.1, two almost
independent measurements of the same track are available. These are back-tracked to
a common reference plane, chosen as the inner surface of the upper part of the magnet,
where a comparison of the two measurements can be used to determine the momentum

resolution (see next chapter). Finally, their weighted average
c=(A"+B ) ' (A'a+ B 'b) (4.9)

can be calculated. Here a and b denote the individual track measurements in the
different octants and A and B are the covariance matrices of the single octant fit

propagated to the plane of combination.

(b) Double octant fit

So far only a small part of the available lever arm of the muon track was used for
determining the track curvature. For sub-tracks with equal covariances, the weighted
average (4.9) improves the track parameter resolution only by a factor of /2. By fitting
the measurements of all six traversed chambers at the same time, denoted as 'double
octant fit’ in the following, the minimum possible resolution of the .3 muon chamber
setup can be achieved. In case of an optimum [66] muon chamber configuration, an

improvement of the momentum resolution proportional to the square of the projected
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Fig. 4.5: Comparison of the momentum resolution of simulated muons for different
enerqy thresholds. The dots are the resolution of the weighted average obtained from
the single octant fit according to equation (4.9), the solid histogram is the result of the
full detector double octant fit.

track lengths could be achieved:

<asing1e >°pt _ LGwe/V2 1 (4.10)

5 =
Odouble Ldouble 9.9

Here Lging1e denotes the distance of 2.9 m between an MI and an MO chamber within one
octant, and Lgouple is the distance of 10.9 m between two MO chambers of two facing oc-
tants. The L3 muon chamber were however designed for the single octant measurement
and correspondingly, the double octant configuration is not optimal. Nevertheless, a
numerical evaluation with the ansatz from [66] leads to an expected improvement of

the momentum resolution, which is still close to optimum value:

L3
single 1
(" gl > - (4.11)
Odouble 8.5

This idealized approach neglects the influence of multiple scattering and the stochastic

energy loss in the detector material in the middle of the L3 detector on the momen-
tum resolution. Therefore, at low energies, where these processes gain importance, the
momentum resolution improvement is expected to be much smaller.

Moreover, L3 does not monitor the relative alignment of different octants. The cali-

bration of this alignment offsets will be discussed in section 5.2.2.
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Figure 4.5 shows a comparison of the momentum resolution of the two fitting algo-
rithms using the full L34+C MC simulation*. The difference of the reconstructed and
generated inverse charged momentum is shown, which is proportional to the sagitta
difference and expected to be Gaussian in the absence of multiple scattering. For all
the three momentum thresholds, both methods reproduce the generated momentum
on average, thus it can be concluded, that GEANE provides a bias-free estimate of the
energy loss inside the detector. Secondly, the double octant fit shows the same perfor-
mance as the single octant fit at low energies, but results in a much better momentum
resolution for high energetic muons. A more quantitative estimate of the corresponding

resolutions and scale uncertainties will be given in section 5.2.3.

4.3 Detector simulation

As any other modern particle physics experiment, LL3+C needs a precise detector si-
mulation to interpret its measurements. It is needed to evaluate the geometrical ac-
ceptance of the used apparatus as well as its response to the signal which should be
measured.

Figure 4.6(b) illustrates the flow of the L3+4C simulation chain: The fast muon gener-
ator 13cgen [78] is used to generate single atmospheric muons on a horizontal surface
around the L3 detector. It contains the parameterization of the momentum and zenith
angle distribution of atmospheric muons as obtained using the output of a detailed
shower simulation running the CORSIKA program [80] together with the interaction
models VENUS [138] and GEISHA [60] and a primary proton spectrum falling propor-

tional E~27.

The simulated phase space is chosen from muon momenta between 5 GeV and 10 TeV
and a zenith angle from 0 to 66 degrees. For efficiency reasons, the generator surface

was chosen to be zenith angle dependent:
S(cosf) = (ag + by - cosf + ¢, - cos®0)(a, + b, - cos O + ¢, - cos”f) , (4.12)

with coefficients a;, b; and ¢; listed in table 4.1. These parameters were determined
in [118] by demanding, that less than 0.2% of the tracks, which are reconstructed
after the detector simulation, are generated outside this surface. For the tight geo-
metrical constraints applied in the track selection of this analysis (see section 6.2), the

generator area is thus large enough for a precise evaluation of the detector acceptance.

*Note: The MC contains no chamber or octant mis-alignment. The momentum smearing explained

in the next chapter is already applied here.
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Fig. 4.6: The L3+C muon simulation.

a[m] | b [m] | c [m]
x | 51.02 | -79.56 | 38.76
z | 56.48 | -65.31 | 25.25

Tab. 4.1: The 13cgen generator surface coefficients
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From the generator surface at detector level, the generated muons are geometrically
extrapolated back to the surface above L3+C and passed to the GEANT* simulation of
the molasse overburden and the ideal detector. For this part of the simulation, the
scintillator array on top of the L3 magnet and the geometry of the access shafts and
detector hall were added to the existing detailed L3 code [91,111]. The GEANT simu-
lation therefore includes the energy loss and multiple scattering of a muon on its way
through the molasse to the detector, and the generation of scintillator signals and muon
chamber hits as well as accompanying production of delta electrons close to and within
the detector. Figure 4.6(a) shows the model used for the simulation of the L3+4C
surroundings consisting of a molasse cone containing three access shafts and the main
L3 experimental hall. The implementation of the various .3 subdetectors is visible in

the event scan pictures at the beginning of this chapter.

After the ideal detector simulation, the imperfectnesses of the real detector are applied:

e The scintillator ¢; times are smeared according to the time resolution of the

photomultipliers (see [91]).

e The mean scintillator noise, as measured by the L3CD monitoring system, is
added.

e The simulated drift times in the muon detector are smeared according to the

measured P- and Z-chamber single wire resolution (see section 5.2.3).

e Hits in dead P- and Z-chamber cells (see section 5.2.1 ) are not used.

The simulated scintillator and drift chamber TDC times are then passed to the

reconstruction program and processed exactly the same way as the raw data.

4.4 Performance of the algorithms

The efficiency of the reconstruction algorithm can be studied comparing the number of
class 1 (i.e. potentially triplet) events to the number of reconstructed events. In 1999,
on average 88.0% of all class 1 events are reconstructed, the corresponding number for
the year 2000 is 84.4%.

*The L3+C GEANT version is based on v3. 14 extended with the high energy muon interaction code
from [39].
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source 1999 | 2000
scintillator noise 0.024 | 0.030
SCNT Atpum 0.022 | 0.023

SCNT TDC ¢ 0.007 | 0.006

momentum too low || 0.014 | 0.014

bad cells 0.011 | 0.005

MUCH no Z-track 0.006 | 0.005
event loss 0.026 | 0.071

misc. 0.008 | 0.009

total inefficiency 0.118 | 0.163

Tab. 4.2: Classification of the reconstruction losses according to various sources for
the two data taking periods as observed in two data taking runs recorded in 1999 and
2000.

To understand these numbers, for each data taking year one run with &% ~ (") was
carefully studied to break down the inefficiency into its various sources as shown in

table 4.2:

e During the scintillator hit filtering process, about 5% of the tracks are deselected,
because either the time difference Atpy between the two photomultiplier mea-
surements of the same scintillator signal is too large or they are considered as a

random coincidence of a muon chamber signal and a scintillator noise hit.

e For further 0.7%, the trigger registered a scintillator hit, but no time measurement

is present from the TDCs.

e The single octant momentum fit fails for 1.4% of the data, because the track

energy is too low.

e About 1% of the events are not reconstructed, as some of the muon chamber
hits, which caused the trigger, are inside a drift cell considered as bad (see sec-
tion 5.2.1).

e As the trigger does not check the number of hits in the Z-chambers, some of the
events can not be reconstructed, because no Z-track can be derived if less than

two hits were recorded.
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e Furthermore, a large fraction of events is lost due to an error in the program,
which inhibits the reconstruction of the full event. The total amount of events
lost due to this flaw depends on the number of Z-hits, which are deselected in the
reconstruction, because they were recorded in a 'bad’ Z-cell (see next chapter).
This event loss is therefore different for data and MC and the two data taking
periods. As a reprocessing of the full data and MC set with a revised version of
the algorithm was considered unfeasible, the event loss factors were determined
from a small re-reconstruction with high precision. Due to the randomness of
the event loss occurrence, no dependence on the muon momentum, direction or

any other variable is observed. The obtained factors for data and MC read as

1999

2000

0.9689+0.0001

0.920240.0001

0.854440.0009

0.840040.0009

0.868040.0002

0.856840.0002

0.8709+0.0002

0.85884:0.0002

0.86994-0.0002

0.8574+0.0002

0.86964-0.0002

0.856340.0002

0.8677£0.0003

0.852840.0003

0.8649+0.0004

0.8483+0.0004

follows:

data

MC 5-20 GeV
MC 20-50 GeV
MC 50-100 GeV
MC 100-200 GeV
MC 200-500 GeV
MC 500-1000 GeV
MC  1000-10000 GeV
MC 20-10000 GeV

0.86884-0.0003

0.856840.0003

Tab. 4.3: FEvent loss factors for data and MC for the two data taking years.

In this analysis, only events reconstructed with the double octant fit are used because of
their good momentum resolution. Since the fit does not always converge, an inefficiency
is introduced by this selection, which must be accounted for in the detector acceptance
calculation. As shown in figure 4.7, the fit efficiency varies with momentum and the
amount, of matter density X traversed by the track. No such variation is observed
in the original detector simulation (not shown), where the efficiency is close to one
independent of momentum and X. The behavior at high momenta can be explained
by the fact, that in the measurement errors V* in equation (4.8) neither alignment nor

calibration uncertainties are considered. Whereas at low momenta or large traversed
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Fig. 4.7: Double octant fit efficiency as a function of momentum for two different

matter densities X traversed by the track.

matter densities the total error is dominated by the track propagation errors W, at
high energies, these additional uncertainties lead to a bad fitting x? on which bases the
convergence of the fit is judged. The very small drop of the efficiency at low momentum
and large X is not fully understood.

During the analysis, the observed data inefficiency is taken into account by applying

the parameterized fit inefficiency to the simulation as indicated in figure 4.7.
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Chapter 5

L3+C - DETECTOR PERFORMANCE

For the measurement of the muon flux, the precise knowledge of the detector perfor-
mance is of major importance. Inefficiencies of the various subdetector components
have to be corrected for and the effect of the finite momentum resolution of the detec-
tor on the measured momentum distribution needs to be taken into account as well as
a possible systematic bias in the momentum scale due to the detector misalignment.
Therefore, before the actual muon flux measurement could be done, detailed detector

studies were needed, which are described in this chapter.

5.1 Scintillators

For the determination of the efficiency of the scintillator system, special trigger classes
were forseen, which allow the recording of events fulfilling the usual P-chamber require-
ments, but without a signal from the scintillators (see table 3.1). The efficiency of the

full scintillator system can then be calculated via

Nr,

_ (5.1)
ero—l— NTO

ESCNT —

where Ny, and N ”)( are the number of triggered events with and without a scintillator
0

hit respectively.

This definition of the efficiency has the drawback of being composed of the intrinsic
detector efficiency and the array geometry, as muons passing through gaps between the
scintillator cassettes will of course not produce a signal. This drawback is overcome by
a dedicated reconstruction algorithm [131], which is able to reconstruct muon tracks
without making use of the scintillator ¢, information needed for calculating the drift
times (3.3) in the standard procedure. This is possible for about 42% of the events, for

which the muon track crosses at least one wire plane. In such cases the arrival time
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e I

Fig. 5.1: Illustration of the wire plane crossing principle. Crosses denote the sense
wires, lines are parts of the track segment and the arrows indicate the shift of the

reconstructed hit positions for ty > t,.

can be deduced from the muon chamber signals themselves, as sketched in figure 5.1:
For a segment without a wire plane crossing, different assumed arrival times ¢, just
cause a parallel displacement of the segment, whereas in case of a wire plane crossing
the actual arrival time of the muon can be adjusted by requiring a minimal offset
between the segment parts left and right of the wire plane. Given the reconstructed
momentum and direction of the muon inside the muon chambers, the track can then be
extrapolated back to the scintillator planes. A measurement of the intrinsic scintillator
efficiencies is then possible by selecting only events which passed a scintillator tile.
Almost six million events distributed over the two data taking years were selected
for the efficiency analysis and re-reconstructed with this special algorithm. Figure 5.2
shows a map of the measured scintillator efficiency as a function of position on the
scintillator array. The geometrical gaps in between the modules as well as the module
structure itself (compare to figure 3.8) are clearly visible and inside the cassettes, the
25-25 cm? tiles depicted in figure 3.7 can be identified. The two photomultipliers
attached on each module can be recognized as lengthy areas of low efficiency.

This large data set was used to measure the efficiency for each of the 202 cassettes ¢;
separately as a function of time ¢, the total array noise rate R;,; and photomultiplier

quality cut Atpy:
esont = f(cist, Riot, |Atpul) (5.2)

Photomultiplier quality cut

The distribution of the difference between the two time measurements of the same scin-

tillator hit from the two read out photomultipliers attached to each module is shown in
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Fig. 5.2: L3+C all year scintillator efficiency as a function of position on the scintil-
lator array. A projection of the array on a horizontal plane above the magnet is shown.
The gray-scale map indicates the efficiency value (efficiencies below 0.6 have been cut

for better visibility and appear as white areas).

figure 5.3(a). In the central region it is well described by a Gaussian distribution, from
which a single photomultiplier time resolution of 1.8 ns can be derived. In addition,
the distribution has long tails with a large Atpyr indicating the presence of a large time
slewing in at least one of the measurements. As it turns out, a cut on |Atpy| can be
used to deselect muon tracks with a bad momentum resolution (see section 6.2). The
corresponding event loss can be regarded as part of the scintillator inefficiency and was
measured for each cassette separately. Figure 5.3(b) shows the behavior of the scintil-
lator efficiency as a function of this cut averaged over all cassettes. As expected, the

overall efficiency rises with a more loose constraint reaching about 0.97 asymptotically.
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LEP induced noise

During quiet running conditions the full scintillator array registers a stable rate of
scintillator hits of about 53 kHz, out of which most is due to thermal noise of the pho-
tomultipliers and low energy cosmic rays. When the LEP accelerator is running, and
especially for unstable beam conditions, occurring for instance when filling or dumping
the beam, the noise rate increases drastically, exceeding 180 kHz for about 20% of the
collected data. Due to the small dead time of the L3CD units of around 0.3us the event
loss is expected to be about 0.2% for an array rate of 180 kHz. Figure 5.3(c) shows the
measured rate dependence revealing a much larger influence of the noise rate on the
efficiency. The discrepancy to the expected event loss indicates additional dead times
or signal losses in the read out chain, which are not yet identified. An effective dead

time T.g was introduced to describe the data via
€= 50/(1 + TeﬁRtot) ) (53)

where Ry, denotes the array noise rate and & is the hypothetical efficiency at Ri; = 0.
The fitted 7eg values range from 0.27 to 0.56 ps depending on the data taking year and
the scintillator module. This parameterization is indicated as a line in figure 5.3(c). A
good description of the data is obtained up to a rate of R, = 80 kHz.

Due to the correlation between the module and array rate, a parameterization of the
effective dead times as a function of the module rate fits the data equally well. The

corresponding effective dead times range from 9.2 to 19 ps.

Time dependence

As any other detector material, plastic scintillators are subject to ageing processes.
Firstly, there is the 'natural ageing’ due to micro surface cracks and chemical reactions
which deteriorate the scintillating capabilities of the tiles. Secondly, radiation damage
has to be considered which may be caused by the synchrotron radiation impact from
the LEP II high energy runs. Finally, cracks may occur in the light guiding fibers due
to the mechanical stress of bending, worsening their transparency. Whereas natural
ageing and radiation damage are expected to cause a continuous decreasing of the
efficiency, these cracks can cause a sudden drop of the efficiency.

Most of the analyzed cassettes show a small decrease of the efficiency ranging from
0.5 to 3% in the time interval from the middle of 1999 to the end of 2000. A good
description of the data is obtained by fitting a piecewise linear time dependence for
each cassette inside four time periods (data taking 1999, winter shutdown 1999/2000,
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data taking 2000 and November 2000, when L3+C was running undisturbed after
the final LEP shutdown). Five cassettes showed large efficiency drops of up to 30%
within a few weeks which was accounted for by introducing a further subdivision of
the fitting periods. Figure 5.3(d) shows the time dependence of scintillator cassette
efficiencies averaged over the cassettes covering two muon chamber octants (the so
called scintillator sides). Side 2 above octants 2 and 10 shows the strongest ageing,
probably due to the fact that the used plastic tiles are 'second hand’, whereas on side
1 and 3 new material was bought directly from the manufacturers. Also shown are

the average parameterizations describing the data well over the full range.

Below, the systematic errors of the scintillator efficiency measurement are summarized.
The systematics of the measurement method were studied varying the selection cuts
applied to the analyzed events and a MC study, where the simulated efficiency was
compared to the 'measured’ one. A possible influence of the reconstruction algorithm
was excluded in [133]. Finally, the root mean square of the difference between the
measured and parameterized efficiencies is used as a measure of the accuracy of the
time and noise dependence. In total a systematic error of 0.7% is estimated adding the

individual contributions in quadrature.

error source A,
cut, variation 0.006
MC study < 0.001
time dependence 0.002
reconstruction < 0.002
noise dependence (Ry,; <80 kHz) | 0.002
total 0.007
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5.2 Muon chambers

5.2.1 Efficiency

Three major sources of inefficiency of the muon chambers could be identified:

e Dead cells: Due to the mechanical tension acting on the muon chamber wires
and ageing of the wire material, a sense or mesh wire may brake during the
data taking. This usually short-circuits the high voltage supply of the cell and
the complete cell needs to be disconnected until it may eventually be repaired

during the winter shutdown of the LEP accelerator.

e Bad cells: These cells are not completely disconnected, but operated at lower
voltages. As a consequence, their gain is lower and the electron drift path deviates
from the standard cell map function resulting in a bad resolution [58] and a poor

reconstruction efficiency [113].

e TDC errors: The TDCs used in L3+C to read out the muon chamber signals
are known to lose data randomly as a consequence of a design failure [130]. One

TDC reads out 32 neighboring signal wires, therefore a full segment may be lost.

The muon spectrum analysis uses tracks, which were reconstructed in six muon P-
chamber layers and two times four Z-chamber layers. The corresponding track selection

efficiency reads as
6

Eirack A Hgf : (Z B(i;8; <5Z>)> : (5.4)

\ / O\ —~ J/
P Z

where B denotes the binomial distribution, (¢”) is the mean Z-chamber layer efficiency
and ¢! stands for the efficiency of the ith P-chamber layer. As can be seen, especially
the P-layer efficiency has a large impact on the track selection efficiency: If one cell

along the muon track is disconnected, the track selection efficiency is zero.

The status of the muon chamber cells at the end of the data taking in 1999 and 2000
was studied the following way: A sub-track reconstructed inside one octant is extrap-
olated to the facing octant. At the intersections with the muon chamber planes, the
absence of recorded hit positions indicates an inefficient ("bad’) or disconnected (’dead’)
detector region. Using the data of one day in 1999, 107 out of the 1456 P-chamber
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Fig. 5.4: P-chamber cell status at the end of data taking.

cells, and 570 out of the 11424 Z-chamber cells were found with an efficiency lower than
80%. The corresponding number of bad cells at the end of the year 2000 is 57 (P) and
731 (Z). A good correlation with the high voltage status database maintained by L3
was found, but the study revealed 25 P-cells and 197 Z-cells with low or zero efficiency
not recorded there. Figure 5.4 displays the location of the bad P-cells at the end of
data taking*. It is clear, that the numerous bad and dead detector areas consider-
ably diminish the track selection efficiency given in equation (5.4). The corresponding
event loss depends non-trivially on where and in which direction the muon enters the
detector volume. Moreover, a momentum and charge dependence is expected, due to
the bending of the muon track within the magnetic field. To be able to calculate the
track selection efficiency as a function of zenith angle and muon momentum, hits from
bad and dead cells are not used in the reconstruction of the muon tracks in data and
MC. The measured cell status at the end of 1999 and 2000 was used for this purpose.
This has the advantage, that only two periods of constant muon chamber acceptance
are defined. On the other hand, as the detector status degrades with time in one data
taking year, this simplification means a loss of data, since cells, which may have been

working at the start of data taking are not used, if they turned out to be dead at the

*As not enough atmospheric muons pass the horizontal side octants, the status from the L3

database is used for these octants without a cross-check from the L3+C data.
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efficiency [%]
1999 2000

1+ 5 92.3 92.7
2+ 6 92.9 92.9
3+ 7 88.3 89.8
9+ 13 94.2 94.6
10+ 14 93.0 92.4
11+ 15 90.7 91.1

octants

Tab. 5.1: FEstimated selection efficiency due to the TDC inefficiency for diagonal

octant pairs.

end of the year. The corresponding loss of selected high quality events amounts to only
3%, which is why the constant acceptance scheme was favored over a more complicated
subdivision of data and MC in many time periods.

The average efficiency of the remaining cells at nominal high voltage was measured to
be 98.7% in case of the P-chambers, and 91.7% for the Z-chambers. These residual
signal losses can be explained by the TDC inefficiency mentioned above and are ex-
pected to vary from cell to cell and with time [130]. In contrast to the disconnected
cells, they occur at random and are uncorrelated between the different drift layers.
The corresponding track selection efficiencies according to equation (5.4) are estimated
based on the individual chamber efficiencies and are listed in table 5.1 for diagonally
facing octants and the two data taking years. The correction for this inefficiency will

be discussed in section 6.3.1.

5.2.2 Alignment

The precision of the alignment of the muon chamber layers with respect to each other
is one of the major limitations for this measurement. Its influence on the momentum
determination can be illustrated recalling the sagitta measurement s inside a single
octant sketched in figure 4.3. In case of non zero alignment shifts d;_3 of the three
drift chamber layers, the equation (4.5) for the calculation of sagitta inside one octant
reads as

3:32+62—51+61;53+63Es—i—és, (5.5)
where §; is the effective sagitta shift. It leads to a systematically biased reconstructed

muon momentum. The momentum shift is different for positive and negative momenta,
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Fig. 5.5: Illustration of the effect of a misalignment of the middle P-chamber on the

reconstructed momentum and the charge ratio.

as illustrated in figure 5.5(a) for a shift of the middle P-chamber layer.

For a power law flux of positive and negative muons

D(p) = (cy - p >+ -p?), (5.6)

it is shown in [132], that a misalignment ds leads to a measured flux

3, 0s _ 3 05 _
@(p):@r(p3+;p2>+0—<p3—gp2> (5.7)
and charge ratio of
-3 | 85 2
cy PP
R(p) = —- L . 5.8
(p) c p73 - %9 p72 ( )

Here a denotes the detector constant needed to convert the sagitta to a momentum. It is
0.157 m GeV inside one octant and 2.21 m GeV for the full detector (see equations (4.3)
and (4.4)). In case the amount of positive and negative muons is almost the same
(¢ = c_), amisalignment has only little effect on the total muon flux, as the correction

terms in equation (5.7) cancel out. The charge ratio however is very sensitive to the
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Fig. 5.6: Estimation of the internal octant misalignment.

alignment. Figure 5.5(b) displays the relative difference between the true and measured
charge ratio according to equation (5.8) for the single octant momentum fit and three
rather modest misalignments.

After these considerations it is clear that the detector alignment plays a significant role
in the overall systematics of this analysis. As the muon flux does not exactly follow
equation (5.6), the actual systematic effects will be discussed in section 6.4.1. In the
following the determination of the alignment parameters and their uncertainties will
be described.

Internal octant alignment

As mentioned in section 3.2.1, each octant is equipped with an optical alignment sys-
tem. The system was designed to align the chambers such that the effective sagitta
error stays below 30 pm [6]. This can be cross-checked by measuring the mean differ-

ence As of the sagitta measurements of the same muon in two octants:
As = <(81 + 551) — (82 + ALOSS + 652)> = 551 - 53 5 (59)

where the index 1/2 denotes the upper and lower octant respectively. The lower

sagitta measurement s, is corrected for the average energy loss in the inner detec-

61



CHAPTER 5. L3+4+C - DETECTOR PERFORMANCE

tors according to the GEANE prediction A%, An example for this measurement is
shown in figure 5.6(a), where the sagitta difference distribution for the octants 2 and
6 in 1999 is shown. It was fitted with the sum of two Gaussian distributions yield-
ing As = —36 = 3um. The fitted sagitta differences for all diagonal octant pairs are
displayed in figure 5.6. They are within £60 um as expected from the L3 design value.

Relative octant alignment

The L3 muon chamber system was designed to measure the momentum of muons orig-
inating from the LEP accelerator. Above 3 GeV, these muons are confined in one
octant, therefore no relative alignment of the octants is needed in this case. This is of
course different for the double octant fit explained in the previous chapter, where the
track of an atmospheric muon is fitted using the reconstructed hit positions from two
octants.

Due to the lack of external information on the relative octant alignment, the parame-
ters were determined from the data itself. For this purpose, the coordinates x, z and
the directions A, ¢ of the reconstructed single octant tracks were compared at their
intersection with the vertex plane as sketched in figure 5.7. To match both the coordi-
nates and directions, one octant is shifted and rotated such that the intercepts of the

tracks agree with each other on average. This is achieved by minimizing

x?j:Z( > [&_%2(;?’%)]) (5.0

events E=x,2,\, ¢

for each combination of octants ¢ and j from the upper and lower hemisphere. Here t

denotes the translation vector
t = (Az, Ay, Az) (5.11)
and E is the Euler rotation matrix.
E =E(a,,7) (5.12)

depending on three rotation angles « (rotation around the original y-axis), 8 (rotation
around the new z-axis) and v (rotation around the new y-axis). As it turned out, 3 is
close to zero, which is why « and v are not independent and 7 needs to be forced to
zero to obtain stable fits. Due to the multiple scattering in the .3 inner detectors, the
errors 0¢ depend on the muon momentum and the amount of matter traversed by the
track.
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Fig. 5.7: Illustration of the determination of the relative octant alignment from the

single octant muon tracks (denoted by straight lines).

For each data run, a full set of alignment parameters was determined using the data
recorded within 412 hours around the data taking time. The obtained translation con-
stants range from -6 to 6 mm and the measured rotation angles are within +£1 mrad.
As a consequence of the careful design of the mechanical properties of the octant
stands supporting the chambers, the alignment parameters were found to vary only
little within the two data taking years. The observed changes are below 1 mm for the
translation constants and smaller than 0.2 mrad in case of the rotation angles.

The determination of the alignment parameters was repeated for different detector
parts and at different momenta. The latter may reveal systematic errors due to the
inhomogeneous magnetic field and energy loss, whereas the influence of the internal
octant alignment due to a torsion or shear of the chamber layers could be different for
different detector parts.

Figure 5.8(a) shows a typical example of this study: Only a small variation of the trans-
lation constant with the momentum is found, but a large systematic effect is observed
when selecting muons at different vertex plane intercept positions. The investigation
of all octant combinations leads to a systematic uncertainty on the translation param-
eters of 0,,, < 1mm and 0,5 < 0.1 mrad for the rotation angles. To obtain the
corresponding effective sagitta uncertainty 0, the simulated detector was accordingly

misaligned in a MC study, including also an internal shift of the middle P-chambers
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Fig. 5.8: Systematic error on the relative double octant alignment.

of 30 pm. The simulated sagitta bias is shown in figure 5.8. It is dominated by the
uncertainty in # and is well described by d; = 0.15mm. Converting the single and
double octant sagitta uncertainty to an inverse momentum uncertainty §(1/p), which

is independent of the lever arm used in the fit, the single octant uncertainty reads as
§(1/p)* =0.19 TeV~" (5.13)
and for the double octant fit a value of
§(1/p)* = 0.070 TeV~" (5.14)

is estimated.

5.2.3 Momentum resolution

The L34C detector does not directly measure the momentum of a muon, but the
sagitta of a muon track, which is proportional to the charged inverse momentum as
can be seen in equation (4.2). Hence the variable ¢/p and not p itself should follow
an approximately Gaussian behavior and the momentum resolution due to the sagitta

uncertainty is rising quadratically with the momentum:
0,8 = alq/p) - p*. (5.15)
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Another contribution to the momentum resolution is due to the multiple scattering in
the detector material, which deviates the muon track form an ideal helix in the magnetic
field. For homogeneously distributed material and a muon trajectory perpendicular to
the magnetic field it is given by

0y = Cms " P (5.16)

with

~ 0053 —— ] L (5.17)
Cms = 00 BT Ljm \ X, '

where B denotes the magnetic field strength, L is the track length and X is the
radiation length of the detector material. The multiple scattering is an important
effect muon tracks with a momentum below the critical value peiy = ¢ms/0(q/p). For
the single octant fit p.q ~ 10 GeV. Due to the large amount of material in between
the muon chamber octants, the multiple scattering is important for the double octant
fit up to about 1 TeV.

At a given momentum interval [p;, p;+A], the number of measured events n; will not be
exactly the true number of events NV;, because due to the finite momentum resolution a
certain fraction of events will 'migrate’ to neighboring momentum intervals [p;, p; + A|
with a probability P,;(o,,). On the other hand, events with true momentum p; may

be measured with momentum p;, such that the total number of observed events is

ni=N;—> Ni-Pylo,)+ > Nj- Pii(op,) . (5.18)
J JrJ#i

Due to the expected steepness of the atmospheric muon momentum spectrum, the
number of events with j < 7 is much larger than N;, therefore more events migrate
from lower momenta to higher ones and the observed muon spectrum flattens as o,
increases.

This is illustrated in figure 5.9, where a MC study of the effect of the momentum
resolution on the measured spectrum is shown. Anticipating the results of this section,
simulated muons from the 13cgen generator (see section 4.3) were smeared according
to the measured detector resolutions for various cases. As can be seen, the ratios of
n;/N; are close to one at low momenta, where the relative momentum resolution is
still small. However, at high energies the ratios range from 1.3 to 6.7 depending on
the measuring technique used.

After these considerations, it should be clear, that the momentum resolution is one

of the key detector parameters needed to measure the spectrum. Firstly, a good
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Fig. 5.9: MC simulation of the resolution effect on the observed muon spectrum.

momentum resolution is needed to keep the differences between the measured and
true muon spectrum small, and secondly it must be well known, in order to be able to

correct the residual differences.

In the following, the determination of the detector resolution will be described. The
resolution of the single octant fit, which can be inferred from the data itself, will be
used to tune the the detector simulation. Subsequently, the double octant resolution
will be determined from the simulation, as it is not directly accessible from the data.

All results of this section apply only to muon tracks of the quality selection described
in chapter 6.

Single octant momentum resolution

For the evaluation of the single octant momentum resolution, the difference between

the two curvature measurements of the same muon in two octants is investigated:

Aul = [Q/p]u - [Q/p]l - 6eloss y (519)
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where p, and p; denote the momentum measurements in the upper and lower octant
respectively and e denotes the GEANE correction for the energy loss of the muon
from the upper to the lower detector hemisphere. Thus the expected variance of Ay
is given by

VIAu] =2 - V]g/p] + V[eloss) (5.20)

assuming equal curvature resolutions in the upper and lower octant. Separating the
variance Vs due to the multiple scattering inside one octant from the detector related

resolution oget, equation (5.20) can be rewritten as
V[Au] =2+ 0f¢ + 2+ Ving + V[eoss] - (5.21)
Both Vs and V[dgess] were evaluated using the L3+C detector simulation leading to
Vs = (0.011-p71)” (5.22)

and
Vi[dotoss] = (0.015 - p~1)? (5.23)

The following factors could be identified to contribute to the detector resolution:
(a) Chamber resolution:

Given the equations (4.3) and (4.5) for the calculation of the sagitta of the muon track

from the segment positions, the corresponding resolution reads as

2 2
R
1 1 1
2
_ _ 5.24
Osr (N2+4-N1+4-N3> (5:24)
= O-SZWI' . fhit 9

where 02, is the positional resolution of a single sense wire, N; denotes the number of

swr
used hits in chamber ¢ and a = 0.157 m GeV is the constant relating the sagitta and
the inverse momentum. In the last line the hit resolution function fy;; is introduced.
Its nominal value is foom = 1/24+1/(4-16) +1/(4-16) = 0.0729 in case each segment
uses exactly all hits of one cell in each of the three chambers. Due to the disconnected
P-cells, on average a slightly worse value of 0.0788 is observed. The overall distributions
of the ratio fpi;/ fuom for data and MC are shown in figure 5.10(a).

The single wire resolution is estimated from the difference of the hit positions at (z, y)

to the segment circle fit c:

N

N — Ny (x —c(y)) (525)

r =
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Fig. 5.10: Detector parameters determining the chamber resolution.

where N denotes the number of hits used in the fit and Ngq¢ = 3 is the number of degrees
of freedom of the fit. The overall residual distribution is shown in figure 5.10(b) for
data and MC. The latter was simulated using a parameterization of the single wire
resolution as a function of distance and angle with respect to sense wire plane [117].
For this analysis, also the tails of the distribution were simulated leading to a good
overall agreement between data and MC. Using the observed RMS of 264 pm, the

contribution of the chamber resolution to the single octant momentum resolution is
Ocham = 0.472 TeV ™', (5.26)

which is reproduced by the MC within 3%.

(b) Scintillator time resolution:

The resolution of the timing provided by the scintillators enters the measurement of
the track position via equation (3.3). A deviation At from the true arrival time ¢, leads
to a correlated shift of Ax = (J_“>vdrift At for all sense wire hits right (left) of the sense
plane. As mentioned above, the intrinsic time resolution of the scintillators amounts

to 1.8 ns. The related average effect on the curvature resolution was extracted from
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the data in [117] and amounts to
oy = (0.57 4+ 0.06) TeV ™" . (5.27)

The corresponding number derived from the detector simulation is (0.6140.01) TeV ™"

and agrees well with the measured value within its statistical error.

(c) Calibration uncertainties:

In addition to the known single wire and scintillator timing resolution, several calibra-
tion uncertainties may contribute to the momentum resolution: The uncertainty of the
alignment of the chambers and sense wires is expected to contribute o, < 0.15 TeV~!
to the total resolution [58]. According to [41], the point to point uncertainty of the mag-
netic field is < 0.002 T. Using the relation between the P-chamber drift velocity and
the magnetic field given in [115] this corresponds to og < 0.07 TeV . The uncertainty
of the drift velocity calibration itself is estimated by comparing the L3+4C value [140]
to the one obtained by L3 with another method, which leads to Av < 0.1 ums™' or a
resolution uncertainty of o, < 0.23 TeV !,

The gas pressure inside the muon chambers is assumed to be constant in the reconstruc-
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tion, whereas it varies more than 1% due to the change of the atmospheric pressure
over the year. As can be seen in figure 5.11, this significantly worsens the resolution,
because the change of drift properties of the gas is not accounted for. The comparison
of the resolution at the minimum to the overall resolution leads to an additional error
of Ogas = 0.24 TeV ™"

Finally, the time offsets of muon chamber signals due to the time of propaga-
tion along the read out cables are determined within 0.5 ns [108] corresponding to
Oiocal <0.19 TeV 1.

Adding all these uncertainties in quadrature, the contribution of the known calibration

uncertainties to the curvature resolution can be estimated to be

Oys < 0.42 TeV . (5.28)

The measured curvature difference can be well described by the sum of two Gaussian
distributions G-
flz) =A[rG(z,p,o1) + (1 —7)G(x, p,09)], (5.29)

where A denotes the normalization constant, oy and oy denote the width of the two
Gaussian distributions, r is the fraction of events participating in the first Gaussian
distribution and = = (¢/p; — q/p2)/v/2. The factor /2 is applied to extract the single
octant contribution oq4e; from equation (5.21).
An example of the measured curvature difference is shown in figure 5.12 for energies
of 100 GeV. The momentum dependence of the parameters A, o; and o, is displayed
on the left side of figure 5.13. As can be seen, the default MC does not reproduce
the observed data distribution. This could be expected, because no calibration uncer-
tainties affect the simulated muon chambers. The existence of the second Gaussian
contribution is however also predicted by the simulation, therefore it seems plausible,
that it is caused by poorly reconstructed tracks.
At high energies, where the multiple scattering and energy loss are negligible, a single
octant resolution of

Odet1 = (0.916 4 0.007) TeV ™! (5.30)

is measured for 69% of the events and
Odet2 = (1.80 £ 0.02) TeV ™! (5.31)

for the remaining 31% of the events.

Comparing oqe,1 to the maximum expected total error of

Oexp = Ocham D 010 D 0a1 D 0B D 0y D Ogpcal D Ogas (5-32)

= 0.85TeV !,
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Fig. 5.12: Ezample of the curvature difference at 100 GeV. The line denotes a fit with

two Gaussian distributions according to equation 5.29.

an additional unknown systematic contribution of 0.34 TeV ! can be stated.
In order to adjust the MC to the data, the reconstructed simulated momenta are

I O [ O O3 B R

where ¢, denotes the smearing factor

smeared via

2= (Uddgttfal)Q + V[detoss] + Vins (5.34)
’ (Q%&)Q + V[(Seloss] + Vms . '

V[del0ss] needs to be set to zero for the upper octant. At high energies ¢, = 1.251. As can
be seen in figure 5.12, after this procedure, the data distribution is nicely reproduced
by the MC.
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Fig. 5.13: Parameters of the fit of the momentum resolution with a sum of two Gaus-
sian distributions as a function of momentum. For comparison, a parameterization

of the single octant parameters (dashed line) is superimposed to the double octant fit

histograms on the right panel.
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Fig. 5.14: MC double octant smearing factors for different calibration uncertainties.

Double octant momentum resolution

The double octant resolution can not be inferred directly from the data, therefore it is
determined with the detector MC. As seen in the previous section, the simulation fails
to predict the absolute curvature resolution, but can be adjusted easily with a smearing
factor, since the overall shape of the MC resolution agrees well with the data. A priori
it is not clear, whether the calibration uncertainties influence the double octant fit in
the same way as in the single octant case. For instance, the single octant fit has zero
degrees of freedom, whereas the double octant fit has up to five, which may average
out some of the position measurement errors.

This was checked by introducing the following additional errors to the simulation:

e a timing offset between the chambers and the scintillators of 2.8 ns,

e an enlarged single wire resolution of 0., = 1.23 - oy,

e a chamber-wise positional error of 50 um and

e a drift time bias of Av, = 0.2 ums™".

The values are chosen such that the resulting single octant resolution is close to the

one observed in the data. The obtained smearing factors are shown in figure 5.14 along
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Fig. 5.15: Relative momentum resolution as a function of momentum for the two
fitting methods.

with a parameterization. Due to the differences between these factors and the residuals
with respect to the parameterization a systematic error of 8% on the double octant
inverse momentum resolution is assumed.

As in the single octant case, the distributions are fitted according to equation (5.29)
and the results are presented in figure 5.13(b). For comparison, the resolution of the

weighted average of two octant measurements
o0 = (1/V, +1/V)) "= (5.35)

is also shown. As can be seen, a significant improvement of the momentum resolution
is achieved at high momenta. At low momenta, the resolutions approach each other,
because the measurements from the lower octant do not contribute to the fit in both
cases due to the uncertainty of the energy loss and multiple scattering in the L3 inner

detector and the support tube. Defining the effective resolution as
Oeg = (r-o2+(1—71)-02)2, (5.36)

the relative momentum resolution Ap/p = oeg - p is shown in figure 5.15.
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The performance of a spectrometer is often quantified by its 'maximum detectable mo-
mentum’ MDM, i. e. the momentum, where the relative momentum resolution is 100%.
The L3+C MDM is 1.1 TeV for the weighted single octant fit and (4.7+0.4) TeV for
the double octant fit.

5.3 Trigger and data acquisition system

5.3.1 Dead time

For the measurement of event rates, a precise knowledge of the time the L.3+C readout
system is busy processing data without being capable to accept events is necessary.
This time is usually referred to as dead time #4.,4. The observed event rate Rgns within

a time span t is related to the true event rate R, by

t t
Rrue - Ro s 5. Ro s 5.37
' b t_tdead > T ( )

where 7 denotes the live-time 7 = ¢ — tje04.

The L3+4C readout electronics provides two ways of measuring the live-time: First a
10 MHz counter is started at the start of each run. Whenever the trigger is disabled,
because the event or TDC buffers are full, the 10 MHz counter is also stopped. Thus
the live-time of a run can be inferred by the number of counts at the end of the run.
Secondly, the CTT receives a trigger signal from the GPSTIM 1Hz clock, which causes
a trigger no matter what signals were present in the muon chambers or scintillators. If
the CTT is not disabled because data of preceeding events are processed, this (usually
empty) event is recorded, and the number of 1Hz triggers on tape at the end of the
run gives the live-time of the run in seconds. Figure 5.16 shows the live-time measured
with the 10 MHz counter for all the runs of the 1999 and 2000 data taking period,
which were used in this analysis. A slightly better performance in the year 2000 is
observed. The small peak at around 99.6% is due to different trigger settings for some
runs in 1999, which diminished the trigger rate from 450 to 200 Hz.

From the two independent ways of determining the live-time the systematic error of
the live-time measurement can be estimated. The integrated live-time used in this
analysis as measured with the 10 MHz counter is 7 = 9626571 + 58 s. The same
number obtained with the 1Hz trigger reads as 7 = 9628154 + 337 s. The difference is

AT =1583+ 3425, (5.38)
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Fig. 5.16: The live-time in percent for the 1999 and 2000 data taking periods.

leading to a systematic uncertainty of

AT _ 0.0002 (95% C.L.) . (5.39)

T

5.3.2 Scintillator trigger

The CTT module decides on the basis of an overlap in time between the muon chamber
majority signals and the scintillator CPC signal, whether a scintillator hit is present in
the event or not. The efficiency of this event classification is checked using reconstructed
data from a special test production, where no trigger preselection on the data was
imposed. Comparing the events with a good scintillator hit and a scintillator trigger
with the total number of events with a good scintillator hit, the scintillator trigger

efficiency was found to be

ESONT rig = 99-757 £ 0.004% (5.40)
for the 1999 data taking period and

ESONT trig = 99-934 £ 0.002% (5.41)
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Fig. 5.17: The scintillator trigger efficiency for the 1999 and the 2000 data taking

period. The lines indicate the fitted average values.

for the 2000 data taking period. Here a good scintillator hit is defined by a high quality
reconstructed muon track, that could be extrapolated back to the scintillator module
which #y-time was used for calculating the muon chamber drift times.

Figure 5.17 shows the scintillator trigger efficiency as a function of the different scintil-
lator modules. The module-to-module variation in 2000, where more statistics is avail-
able, deviates significantly from the fitted mean value. To account for this variation,

an overall systematic error of 0.01% on the scintillator trigger efficiency is assigned.

5.3.3 Muon chamber trigger

Two effects may cause a loss of muon triggers due to the muon chamber trigger: Firstly,
the majority threshold of eight (seven) hits per chamber in 1999 (2000) introduces an
inefficiency for muon tracks with a low number of hits. Secondly, if a track passes
the border of two CPCs, the track might not be triggered although it produced more
hits than the majority threshold, but only a part of them is seen by each CPC. As
the majority signals are present in the L34+C data output, the trigger efficiency can be
measured for each P-chamber by comparing the trigger decision with the actual present
P-chamber hits. Since for this analysis only the number of hits used in the muon track

fit are of interest, the efficiency is determined versus the number of reconstructed hits.
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Fig. 5.18: The muon chamber trigger efficiency for the different chambers in octant 3

versus the number of reconstructed hits.

Figure 5.18 shows as an example the measured layer efficiencies for octant 3. The
different thresholds for 1999/2000 data are clearly visible at the point the efficiency
drops. The increase towards very small numbers of reconstructed hits is due to the fact,
that problematic P-cells are not used in the reconstruction (see previous section), but
can nevertheless trigger the CTT. The probability of triggering a muon which traverses

only three P-chambers in an octant j as class 1 is
3

P(class 1|3 layers); = Haij(nhit,i), (5.42)
i=1

where ¢;;(nnit;) is the measured layer efficiency in chamber i, and octant j given a
number of ny;; reconstructed hits. If two octants a and b are traversed, there are two

chances of being triggered, thus the probability increases to

P(class 1|2 - 3 layers) = 1 — [1 — P(class 1|3 layers),][1 — P(class 1|3 layers),]. (5.43)
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The average P-chamber trigger efficiency relevant for the muons selected in this analysis

(see section 6.2) is measured to be
Eptrig = 99.991 % 0.002% . (5.44)

by comparing the number of selected reconstructed class 1 triggers to the number of
selected reconstructed triggers without a class 1 prerequisite. The average calculated
efficiency according to equation (5.42) is 99.995 + 0.002%, which agrees well with
the measured value. No significant variation of the measured trigger efficiency with
momentum, zenith or azimuth angle is observed. Given the small difference to unity

of epirig, N0 systematic uncertainty will be assigned to it.
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Chapter 6

MEASUREMENT OF THE MUON FLUX

6.1 Method

6.1.1 Detector acceptance

N(Ap,A0)
T

In L34-C the rate of muons

(Ap, Af) is measured. In order to be able to compare the measurement with other

within a given momentum and zenith angle interval

experiments and theoretical predictions, this counting rate has to be converted to a
flux ®(p, ). Neglecting the momentum resolution and the energy loss in the molasse

overburden here, the counting rate and flux are related by (see for instance [127]):

M :/ dw/d& F/ dp ®(p,0) e(p,w,0) , (6.1)
T AQ s Ap

where 7 denotes the livetime, N(Ap, Af) is the number of measured muons within the
momentum and zenith bin of interest and A€ is the solid angle corresponding to A#.
The differential solid angle and the surface element are given by dw = d¢ dcosf and
da respectively. S denotes an integration surface, which must be larger than the total
area of .L34C, ¢ is the differential detector efficiency, 7 the unit vector in direction w.
The acceptance A allows to infer the muon flux from the counting rate by the simple
relation

o((p), (o) = S22 L (62)

-
where (p) and () are the mean momentum and zenith angle within the flux-bin of
interest. Obviously, the transition from (6.1) to (6.2) can not be done analytically in
case of a complicated geometry as L3+C. Instead, a MC detector simulation with the
known input flux

Nyen(Ap, AB) 1

((p), (0))mc = . o 0)S A Ap (6.3)
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generated on the horizontal surface S within the solid angle AQ = 27 A cos is used.
After detector simulation (including the efficiencies) the acceptance can be calculated
via
N(Ap, AO)arcpeco =T Ap A+ 2((p), (0)) v,
N (Ap, AB) rrcreco
Nyen(Ap, AB)

As can be seen, the MC livetime drops out, therefore the result is independent of the

A=

(cosf) S AQ. (6.4)

assumed normalization. In L3+C, the generator surface S is zenith angle dependent
for efficiency reasons (see equation (4.12)). This is taken into account by re-weighting
each generated event with w; = Spax/S(cosf), which allows to use the relation (6.3) as
if a constant surface Sp,.x was be used. Spay needs to chosen, such that Sya, > S(cos6)
for all zenith angles.

Finally, the mean cosine of the zenith angle (cos ), with which S is multiplied in equa-
tion (6.3) to convert the horizontal surface to a surface perpendicular to the direction of
the solid angle bin, is obtained by assigning each generated event an additional weight
wy = 1/ cos(0gen)-

Thus the acceptance factor derived from MC reads as

N(Apa AG) MC\reco

D i Wit Way

A = Smax AQ ) (65)

where sum extends over all generated events within Ap, Af.

6.1.2 Muon flux fit

So far, neither the momentum resolution, nor the energy loss in the molasse overbur-
den have been accounted for. Due to the corresponding event migration, which was
already mentioned in section 5.2.3, the relation between the number of events mea-
sured in L3+C and the muon surface spectrum at a given zenith angle bin according

to equation (6.2), needs to be replaced by the matrix equation
n=7-E-R-A -m. (6.6)

Here n is the vector (histogram) of counted events n; with measured curvatures between
[a/p;,a/p;1], where ¢ is the measured charge and p the measured momentum. The
detector live-time is given by 7 and R denotes the migration matrix, i. e. the probability
of measuring a curvature ¢/p; given a surface momentum p; and a true charge p;. A is

the diagonal matrix of geometrical acceptances as a function of the surface momentum
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and E is the diagonal matrix of detector efficiencies as a function of momentum at
detector level. The histogram m contains the true surface spectra of positive and
negative muons integrated over the surface momentum bin:

S ®(pg=—1)dp, i<k

s (6.7)

Pi—k4+1 _ .
P D (p,q = +1)dp, k <i <2k

Here k denotes the number of considered surface momentum bins per muon charge.
The complete detector matrix is given by D = E - R - A and will be discussed in detail
in section 6.3.

The straightforward inversion of equation (6.6)

1
fi=-D"n (6.8)
T

is known to be problematic, because the statistical fluctuations of n together with the
finite detector resolution R may lead to a solution vector m with large oscillations
between neighboring bins. This is, because the non-zero off-diagonal elements in R
introduce negative correlations between the bins of the solution m. Nevertheless it
can be shown, that the estimator m is unbiased and has the smallest possible variance
among all unbiased estimators, i. e. m is the best possible solution (see for instance [50]).
The problem of the large negative correlations is usually overcome by modifying the
initial unfolding equation (6.6): The variance of the solution is diminished by imposing
an additional constraint to the data. This is done either by solving equation (6.6)
iteratively starting from an initial guess m’ and stopping the iteration, before the
system has converged to m (cf. [51,104]), or by extending the linear system (6.6) with
additional regularization terms of type Cm = 0 (cf. [35,82,129]).

Here the system (6.6) is regularized by imposing the constraint, that the true muon

spectrum should be a power law function with a variable spectral index:

@(p) = Pop”, (6.9)

with
vy =a-+b-log(p) + c-log(p)?, (6.10)

an ansatz which was used to describe the theoretical muon flux prediction of [45] and

existing measurements in [79] where the above formula was rewritten to

O(p,g==£1) = 107@a") m 2515 1GeV ! (6.11)
(y = logy[p/GeV]),
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with
Fpa®) = af 3(-2)-3)y
—af 5 =Dy -3y - 1) (6.12)
+ai % (y— Dy -2y

+ay %(y -y —2)(y—3).

This mathematically equivalent form has the advantage, that the free parameters
a; have easy interpretations, namely the logarithm of the flux at 10 (ay), 100 (a2)
and 1000 GeV (a3) and the spectral index at 100 GeV (a4). Correspondingly, the
differences a; — a, are the logarithms of the charge ratio at 10, 100, and 1000 GeV
for k=1-3.

Equation (6.6) is thus replaced by the least square problem

2d

= [ — Ji@F figai)]Q — min (6.13)

X
2 o2+ o (a)

where 2d is the total number of curvature bins at the detector level (d bins for each

charge) and

fia®) =1 [(Z Dy; /%Hl d(p,a) dp) + < Z D /pjk+1 d(p,at) dp)

j=k+1 Pj—k

(6.14)

is the convolution of integrated surface spectrum with the detector matrix. The sum
extends over all £ momentum bins of the positive and negative surface spectrum,
because of the non zero probability for measuring the wrong muon charge in the
detector.

The denominator in (6.13) is the quadratic sum of the statistical error o,, and
the error on f; is due to the finite MC statistics available to calculate the detector

matrix D. For the minimization of equation (6.13) the program MINUIT [87] was used.

Whereas this method is robust and efficiently combines the measured data into a few

coefficients, it has two drawbacks:

e The actual experimental precision is obscured because of the constraint (6.9).
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e Information, such as deviations of the data from the smooth function (6.9), is
lost and without access to the raw detector distributions, no other flux model

can be tested.

Therefore, the smooth function (6.11) is converted back to uncorrelated data points
using a modified bin-by-bin procedure:
In the original bin-by-bin approach, detector effects are corrected for using the ratios
of generated to selected MC events:

NMC(p,

(i)
My o ——Zpdatapy 6.15
né\glc(pi) 1 ( ) ( )

As it is shown in [50], this ansatz leads to a biased estimator m;, if the underlying model

distribution of the generated MC is not equal to the true distribution. Moreover, the

usual error calculation

Vi o (fM—((]f))) 3 () (6.16)

sel
does not take into account the loss of information introduced by the finite detector
resolution.

To avoid these problems, the method is modified as follows:

In each bin of the measured histogram n, the total number of entries n; is regarded as
being composed of events originating from different surface momentum bins m;. For
each surface bin 7, a detector bin 7 can be found, where the number of reconstructed
events n(j|i) = 7Dj;m; is maximal (in the following labeled as ’signal’ s;). The other

events in this particular bin, migrated to the bin from another surface momentum bin
| # i (denoted as background b;):

2k

nj = n(jli)+ > n(jll #i)
=1
= S]‘ + bj . (617)

Therefore an estimator for the muon flux m; can be constructed in the following way:

—~ S]‘ TL]‘ — bj
= _ _ 6.18
m DjiT DjiT ( )

The background is calculated similar to f; in equation (6.14), but without adding the

contribution of the surface bin i:
Pi+1 Pl—k41
= (S0 [ emana)+ (X [ wpan (6.19)
1#i Y44 1#i Pi—k
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Fig. 6.1: Probability of the muon flux fit and bin-by-bin x? for 400 simulated L3+C
experiments. Black dots show the original distributions, solid histograms the x? proba-

bilities with rescaled errors and the dashed line the expected uniform distribution.

The variance of m; is given by

Vi) = —4 S+ e (6.20)

(D7)
where o3¢, contains the statistical error on the detector matrix and the error on the

fitting parameters a is neglected.

This analysis method is tested with 400 LL3+C MC ’experiments’: 400 muon ’data sets’
are generated according to the function and parameters given in [79] and a live-time
corresponding to one years’ L3+C good run time. The surface spectra are convoluted
with the L3+C detector matrix using a multinomial random generator. Similarly, 400
"MC sets’ are generated according to the MC statistics available for this analysis and
the 13cgen parameterization of the muon flux [78]. Thus 400 data distributions n and
detector matrices D are available to investigate the mean outcome and variance of the
analysis technique described above. The muon flux fit is checked by comparing the fit

result a with the input parameters a:
Y’=@—-a)"V[a]'(a—a) (6.21)

and the bin-by-bin method by comparing the generated spectrum with the calculated

one:
gen

X=> (ﬁv_[—g]) (6.22)
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The probability distributions of these two x?’s are shown in figure 6.1. Although
the minimization of equation (6.13) is highly nonlinear (and thus the MINUIT ansatz
of calculating the covariance matrix from the inverse of the Hesse-matrix is strictly
speaking not correct) and the error estimation of (6.20) neglects the correlation of the
parameters a and n;, the flatness of the distributions is acceptable. The corresponding
under- and overestimation of the fitting errors can be quantified by rescaling the errors

X? =X (6.23)

)
02

until the distributions become flat within their statistical errors. This leads to ¢ = 1.04
for the muon flux fit and ¢ = 0.98 for the histograming. The estimated statistical
errors are thus in very good agreement with the true errors within a few percent

relative precision.

6.2 Data selection

The data selection can be subdivided into three categories: After a preselection of the
data, based on the run quality and trigger decision, fiducial volume cuts are applied,
which assure a good agreement between data and MC. Only high quality muon tracks
are selected, in order to obtain a good momentum resolution. The subsequent effi-
ciencies of the selections are listed in table 6.1 for data and MC. At low momenta,
they are momentum dependent because due to the bending of the muon track in the
magnetic field, different detector parts are passed for each momentum. Therefore the
values above 80 GeV are shown, where the tracks are approximately straight lines and
the momentum dependence starts flattening.

Also shown is their live-time weighted ratio

R— (gdata/gMC)lggg " T1999 + (gdata/gMC)ngg * T2000

, (6.24)
T1999 + T2000

which is a measure of the average agreement between the data and the simulation.

Data preselection

During the first two months of data taking, the scintillator detector was subject to
many interventions aiming to improve the shielding of the photomultipliers from the
L3 magnetic field. As a consequence both the time calibrations and efficiencies are
unstable in this period, which is why only data taken after the 15th of July 1999 is
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. locti . data MC R
categoty | selection 1 BYP€ "1999 | 2000 | 1999 | 2000
SCNT change r 0.635 | 1.000 - - -
detector status r 0.841 | 0.783 - - -
lpr‘zf LEP noise r [ 0840 | 0416 | - - -
selection class 1 e 0.334 | 0.384 - - -
reconstruction e 0.880 | 0.844 - - -
preselection total: 0.132  0.106
TRIG thresh. st 0.644 | 0.702 0.261 0.298 || 2.415
. shafts t 0.802 | 0.802 0.803 0.803 || 0.999
fiducial
master /slave st 0.944 | 0.942 | 0.942 0.941 || 1.002
volume
cuts bad cells st 0.776 | 0.716 0.765 0.705 1.015
6P topo. t 0.380 | 0.311 0.374 0.305 1.018
SCNT match t 0.921 | 0.918 0.951 0.952 || 0.967
fiducial volume cuts total: 0.132 0.109 0.054 0.046 2.414
SCNT At t 0.959 | 0.955 | (0.958) | (0.955) || 1.001
2-3 P segments st 0.492 | 0.544 0.501 0.558 || 0.978
. Dloc st 0.631 | 0.640 0.635 0.643 || 0.995
quality
. Y2 st 0.893 | 0.890 0.949 0.949 | 0.940
selection
Z-hits st 0.835 | 0.801 0.853 0.817 | 0.980
P-hits st 0.917 | 0.930 0.928 0.939 || 0.990
double octant t 0.995 | 0.995 0.994 0.994 1.001
quality selection total: 0.203 0.220  0.227 0.248  0.890
all selections: 0.0035 0.0025 0.012 0.011

Tab. 6.1: Efficiency of the applied selection cuts. The ’type’ column states the object
the selection is acting on: r=run, e=event, t=track, st=sub-track. The fiducial volume

cut and quality selection efficiency are given for muons above 80 GeV. The last column

lists the live-time weighted ratio of the data and MC efficiencies.
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used in this analysis.

While taking data, the status of the L3+C detector components has been continuously
monitored and the corresponding informations were written into a database, on which
bases the L3+C runs are classified as good or bad [98]. The main criteria are the
stability of the high voltages of the scintillator photomultipliers and the muon chambers
as well as nominal muon chamber discriminator and magnet current settings.

As shown in section 5.1, the scintillator noise, which is observed during the operation of
the LEP accelerator, diminishes the efficiency of the L3+C scintillator array. Therefore,
all runs with a total array rate larger than 80 kHz are not used in this analysis. As a
consequence of the large background from LEP during its highest energy runs in 2000,
the detector status and especially the scintillator noise were much worse in this year.
Further preselection criteria are a class 1 trigger decision, i.e. at least one triplet
confined in an octant and a scintillator hit, and a fully reconstructed muon track. Due
to the lower amount of disconnected P-chamber cells, a slightly larger fraction of the
events was triggered as class 1 in the year 2000. The reconstruction efficiency was

already discussed in section 4.4.

Fiducial volume cuts

e trigger threshold: No trigger simulation is implemented in the real detector
MC, therefore it contains also events, which hit only two P chambers within one
octant. These events are already deselected in the data by the class 1 preselec-
tion in the reconstruction or even earlier during the data taking by the trigger
prescaling. To get comparable events in data and MC, a ’software class 1 trigger’
is applied to the reconstructed muon chamber hits, by requiring three chambers
in one octant with at least 8(7) reconstructed P-hits in 1999(2000). As expected
this cut removes much more MC events. The observed efficiency ratio corresponds
to the doublet fraction in the data of about 60%.

e access shafts: The three access shafts around the L3 cavern are known to be
poorly described in the simulation [134], as there they are assumed to be empty.
However, in reality they are filled with stairways or containers hosting the L3
readout electronics. During the reconstruction, an estimated traversed matter
thickness X is assigned to each muon track, based on the GEANE backtracking
through the GEANT model of the L3 surroundings. In the absence of access shafts,

the traversed matter would read as

X' =20 4 ), (6.25)

89



CHAPTER 6. MEASUREMENT OF THE MUON FLUX

90

fraction of events
[,
(—]

003
g 02 |
go.l - $

0 a \ 'w .~M
%-0.1 ww f .V
) g ~

ol T

77000 6000 5000 4000 3000 2000 1000 0 1000
AX [gem ™)

Fig. 6.2: Access shaft deselection for muons with p>10GeV at the detector.

where X, denotes the vertical matter thickness, and f(6) is a correction due to
the cylindrical shape of the L3 cavern similar to equation (6.45). The difference

AX = Xy — X' > —350 gecm 2 (6.26)

is used to deselect muons, which entered the [.3 cavern through the access shafts
in order to avoid systematic effects at low energies due to the different total energy
loss of muons in data and MC. The data and MC distributions for momenta above
10 GeV are shown in figure 6.2. As expected, more MC events are observed in the
shaft regions at low AX due to the smaller energy loss. At higher energies, the
energy loss is of less importance, therefore the cut reduces to a pure geometrical
constraint and good agreement between data and the simulation is observed as

can be seen in table 6.1.
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Fig. 6.3: Muon chamber fiducial volume cuts.

e octant confinement (master/slave): As mentioned earlier, the L3 muon
chamber octants are divided into two independent “Master” and “Slave” sides
along the LEP beam pipe. A sub-track constituted out of a segment on one
side and two segments on the other side is rejected, because neither a hardware
based alignment system nor offline calibration values are available for the relative
alignment of these neighboring octants. Again, this cut is a purely geometrical
constraint to the track, and consequently a good agreement of the related effi-

ciencies in data and MC is observed.

e bad cells: In the muon chamber efficiency analysis, an 80% efficiency cut is
used to classify the drift cells as good or bad (see section 5.2.1). For the spec-
trum analysis, the data and MC distributions of track intercepts at the chambers
are re-scanned for each data taking year to apply a stronger cut of 90%. All
sub-tracks, which pass such a low efficient region, are deselected. An example is
shown in figure 6.3(b), where a good overall agreement between the data and MC
can be seen with the exception of the regions at -300 and -100 cm, excluded by
the cut. The gaps around z = + 500 cm are due to disconnected Z-cells, which
were already accounted for in the simulation. The additional excluded regions
amount to 1.5% of the P-cells and 2.8% of the Z-cells in 1999 and 1.5% of the
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92

P-cells and 5.6% of the Z-cells in 2000.

Moreover, tracks using P chamber cells at the outer edges of the layers are not
selected, because the special geometry of these cells results in an electric field
configuration different from the usual cells, which is however not taken into ac-
count in the time-to-distance function. An example of a side cell is shown in the
reconstruction chapter in figure 4.1(e).

Only few low energetic muons pass the horizontal side octants and correspond-
ingly the statistical errors of the chamber efficiencies and time calibration offsets
are large for these octants. Therefore all sub-tracks within these octants are not
used in this analysis.

By construction, this cut removes more MC than data events, because in con-
trast to the real detector the deselected regions are of perfect quality and 100%

efficient in the simulation.

6P’ topology: One of the major advantages of L3+4C is the possibility of
two redundant measurements of the same muon within the upper and lower
detector hemisphere. As will be shown below, this allows to measure the selection
efficiency in data and MC for each hemisphere and thus significantly reduces
the systematic effects caused by differences between the real detector and its
simulation. This on the other hand means, that only tracks can be used which
are 'reachable’ by the facing hemisphere. Figure 6.3(a) illustrates this constraint:
Given a certain direction, most muons passing the detector have no geometrical
chance for a good sub-track (dotted lines). Only a small fraction of the events
(solid lines) out of the total number of class 1 triggers (dashed and dotted lines)
have the possibility for a high quality sub-track in both hemispheres.

The cut is applied based on a propagation of the reconstructed muon through the
detector volume taking into account the track curvature and the energy loss in
the inner detector. It removes a large amount of single triplet events, which are
useless for the hemisphere efficiency analysis, but does not diminish the number
of events with a double octant fit, which are finally used for the muon spectrum.
The differences of about 2% between the data and the MC is due to the lower
number of pure triplet tracks in the data sample before the cut, which is caused
by the data P layer inefficiency explained in section 5.2.1. Given the average real
detector layer efficiency of 0.987 a ratio of R = 1.025 would be expected, which

is close to the actual observed ratio of 1.018.

scintillator match: The extrapolation of the track back to the scintillator plane

is demanded to intercept a scintillator cassette belonging to the module which
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Fig. 6.4: Scintillator matching efficiency vs. the scintillator cassette efficiency.

registered the ¢y hit used to calculate the muon chamber drift times during the
reconstruction. The cut is imposed to reject tracks with a random scintillator
timing caused by the use of a scintillator noise hit. This may occur, if no ’real’
to hit is present in the data either because the muon entered the detector volume
through one of the gaps in between the scintillator cassettes, or because no ¢, hit
was registered in the array due to the inefficiency of the traversed cassette.
About 8% of all data events are removed by this cut. At this stage of the selection,
when still a lot of poor quality tracks populate the sample, the cut also deselects
tracks with falsely reconstructed directions. For tracks fulfilling all other selection
criteria, the scintillator matching efficiency is 0.956 and 0.968 for data and MC
respectively. A large fraction of the residual selection efficiency difference between
data and MC is due to the scintillator cassette performance: Whereas in the
simulation all cassettes are fully functional, the average efficiency of the real
cassettes is about 95% after the photomultiplier time coincidence cut of 15 ns
applied in the reconstruction. This is illustrated in figure 6.4, where the data
scintillator matching efficiency as a function of the cassette efficiency is shown.
The data was fitted with the function

€SCNTmatch — 1— [Pgap + (1 - gcass) ' C] ) (627)

where Py, denotes the probability of reconstructing a muon entering through the
gaps in between the scintillator cassettes and ¢ = Pyise * Prec 18 the product of the

probabilities of the presence of a noise hit and the subsequent reconstruction and
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selection of the track. Comparing the fitted Py, to the MC scintillator matching
efficiency leads to an effective difference R = 0.995.

Quality cuts

The following quality cuts are applied to ensure a good momentum resolution:

e Scintillator timing: As already noted during the analysis of the L3+C scintil-

lator system, the difference At between the two time measurements of the same
scintillator hit is well described by a Gaussian distribution in the central region,
but exhibits long tails with large time differences (see figure 5.3(a)). The corre-
lation between this time difference and the momentum resolution normalized to

its asymptotic value oy at At = 0 is shown in figure 6.5(a). A cut is placed at
At <8 (6.28)

to get rid of muon tracks using a photomultiplier hit with a large time slewing.
As no long tails are simulated in the MC, no cut is placed there. The efficiency
values shown in brackets in the MC columns in table 6.1 are the expectations
according to the results of the scintillator performance analysis, which nicely

agree with the observed data efficiency.

P segments: Only tracks with six P segments are used for the muon spectrum
analysis, as these tracks have the best momentum resolution. Due to the discon-
nected and bad P cells, about half of the data and MC are removed by this cut.
Given the average real detector P layer efficiency of 0.987, a somewhat lower effi-
ciency ratio R of 0.962 would be expected as actually observed for the additional*

3 P segments required by this cut.

Cell map validity: The validity of the time-to-distance function of the P-cells
is limited to angles ¢, = 25° with respect to the sense wire plane. Above this

value the single wire resolution deteriorates, which is why a cut of
d)loc < 25° (629)

is set. As can be seen by comparing the left and middle distributions in figure 6.6,
events with a large ¢, not only have a bad resolution, but also result in a biased

inverse single octant momentum difference.
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Fig. 6.5: Quality selection cuts.

e Circle fit x?: The reduced x? of the circular fit [90] to all P hits constituting
muon a sub-track is used to identify tracks with a bad reconstruction. This
variable is especially sensitive to falsely resolved hit ambiguities, which can not
be detected in the GEANE track fit x* defined in equation (4.8), because at this
stage the individual sense wire measurements have already been combined into a
single chamber coordinate. As shown in figure 6.5(b), both the data and the MC
reduced x? distributions have long tails, for which reason a logarithmic scale was
chosen to display them. The somewhat worse data distribution may be addressed

to the various chamber calibration uncertainties listed in section 5.2.3. A cut of
X /ndf < 4 (6.30)

is set to each sub-track, in order to reject mis-reconstructed tracks.

e Z-hits: For a well determined direction in the ZY-plane, each sub-track is re-
quired to have at least one segment with four used hits, or two segments with
at least two used hits. Depending on how many Z-cells n, are active along the
track trajectory, the average real detector Z-layer efficiency of 0.917 is expected

to introduce an additional data inefficiency ranging from 0.707% (n, = 2 - 4) to
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Fig. 6.6: The single octant curvature difference above 100 GeV for different selections.

almost 1 (n, = 2-8). The observed value of R = 0.980 is close to the 0.981

expected for n, = 2 - 6.

e P-hits: The accuracy of the position measurement in the P chambers, and thus
the momentum resolution, is directly related to the number of used P-hits per
segment, as shown in equation (5.25) for the single octant case. The hit resolution
function fi;;, introduced in this formula, is used to deselect tracks with a low

number of participating segment hits. For both sub-tracks it is required that

f hit

nom

<15, (6.31)

where f,om denotes the nominal hit resolution function for 16, 24 and 16 used
hits in the MI, MM and MO chamber respectively. The distributions of fnit/ fuom
for data and MC have already been shown in the detector performance chapter
(figure 5.10(a)). The slightly worse values of the hit resolution ratio in the data
can be related to dead sense wires and the single wire efficiency, which both are

not simulated in the real detector MC.

e Double octant fit: For the selection finally used to derive the muon spectrum,
a successful double octant fit is required. The corresponding efficiencies for data
and MC given in table 6.1 are in good agreement at the chosen reference momen-
tum of 80 GeV. Their momentum dependence and the needed MC tuning have

been already explained in section 4.4.
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MC
cos 6 data 5-20 20-50 | 50-100 | 0.1-0.2 | 0.2-0.5 0.5-1 1-10
GeV GeV GeV TeV TeV TeV TeV
<0.525 1.2:10° 0 1.2:10% | 6.4-10* | 9.5-10* | 9.7-10* | 4.9-10* | 9.2-103

0.525-0.600 7.7-10° 0 2.9-10% | 3.8-10° | 4.5-10° | 4.4-10° | 2.1-10° | 3.8-10*

0.600-0.675 1.5-108 1 1.5-10° | 6.0-10° | 6.1-10° | 5.8-10° | 2.7-10° | 4.7-10*

0.675-0.750 2.0-10° 10 3.0-10° | 6.7-10° | 6.8-10° | 6.3-10° | 2.8-10° | 4.9-10%

0.750-0.825 2.4-10° 30 4.7-10° | 5.6-10° | 5.4-10° | 4.9-10° | 2.1-10° | 3.6-10%

0.825-0.900 3.3-105 | 2.6-10% | 8.2:10° | 5.4-10° | 5.0-10° | 4.4-10° | 1.9-10° | 3.1-10%

0.900-0.938 2.8:105 | 2.0-10? | 6.2-10° | 6.2-10° | 6.7-10° | 5.9-10° | 2.5-10° | 4.0-10*

0.938-0.975 || 3.6-10% | 8.9-10% | 1.0-10% | 5.5-10° | 4.9-10° | 4.2-10° | 1.7-10° | 2.8-10%

0.975-1.000 3.8:10% | 2.2-10% | 1.0-10° | 6.8-10° | 6.3-10° | 5.3-10° | 2.2-10° | 3.5-10*

total: 2.0-107 3.6:10% 4.4-105 4.7-10% 4.7-10% 4.2.10% 1.9-10% 3.1-10°
live-time [d]: 1.1-10° 1.8 29 79 3.2:10° 1.2:10®° 5.7-10* 5.2-103

Tab. 6.2: Number of data and MC event used in this analysis.

After all these selections, 2.0 - 107 events remain for the muon spectrum analysis. The
number of events as a function of zenith angle bin and the corresponding selected
MC events are listed in table 6.2. The gain in momentum resolution is illustrated in
figure 6.6, where the inverse single octant momentum difference of all triplets (left)
and of the finally selected events (right) is shown. As can be seen, the long tails of the
raw sample are completely removed by the selection, and a resolution improvement of

about a factor 10 is achieved.

6.3 Detector matrix

The detector matrix D in equation (6.8) describes the measurement process in between
the observed data distribution at the detector level and the muons at surface above the
L3 detector. It is composed of a migration matrix R, the acceptance matrix A and the
detector efficiency matrix E. The major part of this analysis so far was dedicated to
collect the relevant informations needed to construct E and R. Before combining them
with the acceptance A, to form the actual detector matrix, only one further correction
is needed, namely the hemisphere efficiencies, which take into account the differences

between data and MC revealed in the previous section.
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Fig. 6.7: Selection efficiency correction.

6.3.1 Hemisphere efficiencies

Following the method proposed in [117], the independent measurements of the same
muon in two detector hemispheres are used to measure the detection efficiency of
each of the hemispheres separately: If a track in one detector half ¢ satisfied all*
above mentioned selection criteria, the presence of a selected track in the facing half
j is checked. The hemisphere efficiency is then measured as a function of charge ¢,

momentum p and zenith angle 0 via

ej(qg,p,0) = P (selected in j| selected ini, ¢, = q,p; = p,0; = 0) (6.32)
N(j&i)
N(i)
where N (j&i) is the number of selected events in hemisphere j and ¢ and N (i) denotes
the number of selected events in hemisphere i, regardless of the selection in hemi-
sphere j. All selections, which act on a sub-track, labeled as type ’st’ in table 6.1,

can be considered as uncorrelated between the hemispheres and thus the full track

*Obviously, the double octant fit criterion can not be applied here.
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efficiency reads as

Etrack — &4 " €5 - (633)
The ratio
5?3;&
= e (6.34)
track

of the data and MC track selection efficiency is used to take into account the differences
between the real detector and its simulation and will be referred to as the selection
efficiency correction in the following. The year 2000 track efficiencies for data and
MC as well as the corresponding ratio are shown in figure 6.7(a), averaged over all
zenith angles. As can be seen, the ratio r exhibits an asymptotically flat behavior at
high momenta, when the magnetic bending of the muon track becomes negligible and
the tracks traverse the same detector regions. At low energies a charge dependence of
the efficiencies is observed, because muons of different charges are bent into different
detector parts. For each zenith angle bin alone, the available statistics are not sufficient
for a determination of the selection efficiency correction up to the highest energies.
Therefore the measured values are averaged above 80 GeV assuming the flat behavior
observed on average.

The mean asymptotic selection efficiency correction amounts to 0.877 in 2000 and 0.897
in 1999. As can be seen in figure 6.7(b) it is not uniform with respect to the zenith

angle of the muon track.

6.3.2 Migration matrix

The migration matrix R is calculated using the MC simulation of the L34+C mass
overburden and the detector resolution. The latter had to be tuned to match the
data as described in section 5.2.3. The matrix elements R;; denote the probability for
measuring a curvature ¢/p¢ in the detector given a surface momentum and charge of

qp;. They are given by

_ nlg/pf | qp3)

R, = : 6.35
= T ) (6.35)

where n(q/p{ | qp5) is the number of selected events with measured curvature ¢/p{ and
an original surface momentum gp} and n(gp$) is the total number of selected events with
a surface momentum of gp$. A graphical representation of the migration matrix of the
vertical and most inclined zenith angle bin can be seen in figure 6.8. As expected, most
of the probability is centered around the diagonal elements at high energies, whereas

the most probable reconstructed momentum is lower than the surface momentum at
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Fig. 6.8: Migration matrices for the first and last zenith angle bin as derived from
the simulation of the molasse overburden and detector resolution. The gray scale map
indicates the migration probability. The dashed line is the expectation for the mazimum
probability in case of the absence of energy loss in the molasse. The bins labeled as

+5000 and +1/5000 contain all momenta up to +0o and curvatures down to 0.

low energies due to the energy loss in the molasse. The entries perpendicular to the
main diagonal in the vertical zenith angle matrix are due to muon tracks to which the
wrong charge has been assigned during the reconstruction. This happens for special
event topologies, where all six P segments of the muon track happen to be on one side
of vertically aligned drift cells and the corresponding left-right ambiguity is incorrectly
resolved. Given the arrangement of the L3 muon chamber octants, this occurs mainly
for zenith angles around 0 and 45 degrees.

Above 5000 GeV only few MC events are left for the calculation of the migration
probability. As these energies are anyway out of the range of this analysis, they are

accumulated inside one 'overflow’ bin for data and MC.
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6.3.3 Effective acceptance

The full detector matrix D = E- R - A is calculated for each zenith angle bin under
study via

_ _TRIG _SCNT loss
Dij =£ &; r; Rij 8j Aj . (636)

The migration matrix R and the selection efficiency correction r have been explained
just above. The geometrical acceptance A, which is depending on the surface mo-
mentum, was discussed at the beginning of this chapter. The trigger efficiency ™€
is almost unity as shown in section 5.3.1. The scintillator efficiency is depending on
time ¢ and noise rate R. Moreover it is different for each individual scintillator cas-
sette ¢, which introduces a geometrical and thus zenith angle dependence, and due to
the bending of the muon in the magnetic field also a dependence on the muon charge
and its momentum at the detector. The average scintillator efficiency as a function of
these variables is determined by re-weighting all data events in detector bin ¢ with the

efficiency of the used cassettes and calculating the ratio to the unweighted number of

1
Z €(Ck, tka Rk)

g NT = et : (6.37)
n;

events n;:

The event loss factors f listed in table 4.3, are incorporated via

gloss = fuci (6.38)
[data

The detector matrix as given in equation (6.36) is used in the muon flux fit. For
illustration purpose and to be able to compare to other experiments, an effective ac-
ceptance as a function of the surface momentum is desirable. This can be constructed
by summing over the columns of the detector matrix, such that the effective acceptance
a; states the overall geometrical factor for a muon in surface bin j for being detected
and selected in any of the detector bins ¢. Multiplied with the live-time of the used
data taking runs, the total exposure is obtained. It is shown in figure 6.9 for positive
and negative muons as a function of surface momentum. As can be seen, it rapidly
decreases at low energies, which is due to the momentum cutoff caused by the molasse
overburden. Below 200 GeV, positive and negative muons have different acceptances,
because the magnetic field bends their tracks into opposite directions and correspond-
ingly different detector regions. At large momenta, the acceptance is approximately
flat with a slight decrease because of a worse performance of the full detector fit and a

more difficult reconstruction due to rising production of delta rays.
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Fig. 6.9: Detector exposure as a function of surface momentum for positive and

negative muons.

6.4 Systematic uncertainties

In the following the systematic uncertainties of the muon spectrum and the charge
ratio will be estimated. They can be subdivided into momentum scale uncertainties
4, and normalization uncertainties A,. The latter may cause a systematic shift of the
absolute flux independent of momentum. In case the bias normalization is different for
the positive and negative muon flux, the charge ratio can also be affected. Due to the

expected steepness of the muon spectrum
(p) ~ p7 (6.39)

even a small bias in the momentum scale can introduce a considerable change to the

flux and charge ratio measurement:
Op
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Where appropriate, the estimated uncertainties will be cross-checked by investigat-
ing the difference of the muon flux and charge ratio between different independent

subsamples. For this purpose, the zenith angle spectra were measured separately for

e the two data taking years 1999 and 2000 (A,). This corresponds to different
detector acceptances due to the time dependent scintillator efficiency and the
different drift cell status in 1999 and 2000. Moreover, the different alignment

and cell map calibrations for the two years can be checked.

e muon tracks reconstructed in 'master’ or ’slave’ part of the detector, i.e. a sub-
division of the data sample along the z-axis of the detector (Ayz). Thus two
completely independent subdetectors are used corresponding again to different

acceptances and calibration constants.

e muons passing the inner L3 detectors and muons traversing the outer +£7 regions
of the detector (Ap). In addition to the complementary detector regions used
here, a different momentum resolution is expected for these subsamples due to

the energy loss and multiple scattering in the inner detectors.

Assuming independent systematic errors for each subsample, the relative flux difference
of muons of positive and negative charge should follow

AP A2 .<I>(pj:5p) %
@ < (2 AZ 4+ [2 @ ] ) . (6.41)

The shifted spectra are obtained by changing the integral in equation (6.14) via

Pj+1+0p

Pji+1
/ O(p,a*)dp — ®(p,a*) dp (6.42)
Pj pj+op

and repeating the muon flux fit for each momentum scale uncertainty 9,.

6.4.1 Momentum scale uncertainties
The total momentum scale uncertainty is given by
Ap = 5B @ 5&1 ® 5eloss @& 5X , (643)

with the magnetic field related uncertainty dp, the muon chamber alignment uncer-
tainty d,;, the theoretical energy loss uncertainty deoss and the uncertainty due to the

molasse thickness dy. Both the alignment and magnetic field uncertainties affect the
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momentum at the detector level. To be able to convert the related momentum scale
uncertainties to surface level, a parameterization of the mean energy loss in the molasse
predicted by the simulation of the L3+C surroundings is used:

AE(0) = (a+b-E) X(6), (6.44)

with energy loss constants a = 2.29 MeV/gem™ and b = 4.81 - 1075/gem™2. The
average traversed matter thickness as function of zenith angle # can be approximated

by
X(0) = X(O)mag + —2 + X, <L _ 1) , (6.45)

cos cosf
where X, = 6854 gem ™2 denotes the vertical molasse thickness and X, = 4146 gem ™2
is a correction due to the curved ceiling above the L3 detector. The thickness of the
L3 magnet is approximately constant with the zenith angle, because of its cylindrical

shape: X (0)mag ~ 1227 gem 2 .

Magnetic field uncertainty

The muon momentum calculated from the track radius is directly related to the mag-
netic field strength, as can be seen from equation (3.1). The overall relative magnetic
field strength uncertainty is estimated to be < 0.4% in [41], leading to a momentum

scale uncertainty of
dp = 0.004 - [p — Ap(9)], (6.46)

where p denotes the muon momentum at surface and Ap(#) is the mean momentum

change from surface to detector level according to equation (6.44).

Muon chamber alignment

As discussed in the detector performance chapter, a muon chamber mis-alignment can

introduce a bias AC' to the measured track curvature C' = ¢/p:
p=q/C — p'=q/(C+AC). (6.47)

The systematic uncertainty of the double octant curvature measurement was estimated
to be AC' < 0.070 TeV™" in section 5.2.2 for one octant pair. Assuming no correla-
tion between the octants, this uncertainty should be diminished by a factor of 1/\/N
depending on the number of octant pairs /N used in the muon flux measurement. The
alignment related momentum scale uncertainty reads as

AC

Sl =P ——
1=P q/p* + AC

(6.48)
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Fig. 6.10: Charge ratio difference between data subsamples averaged over the zenith

angle. The line shows the expected uncertainty.

where p* = p — Ap(0) with the energy loss correction Ap as defined above.

The estimated alignment uncertainty AC' is cross-checked by calculating the charge
ratio difference between the data subsamples averaged over the zenith angle. Its mo-
mentum dependence is shown in figure 6.10. As can be seen, the order of magnitude
of the observed difference is correctly predicted by this estimation, but in case of the
master-slave analysis, a significantly larger difference is obtained. The observed differ-
ence is well described by AC = 0.075 TeV™!, thus either the cut variation performed
in 5.2.2 underestimated the actual errors by a factor 1.6 or there exists an unknown
correlation in between the alignment shifts on one detector side. For each zenith angle,
the observed master-slave alignment difference is listed in table 6.3. Values close to
zero, as for instance between 0.600 and 0.675, of course do not necessarily mean a
good alignment, as only differences between the octants can be measured. Therefore,
the maximum of the observed difference and the average difference will be used as an

estimate of the alignment uncertainty as a function of zenith angle.
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cos(f) AC [TeV™]
0.525-0.600 0.066
0.600-0.675 0.004
0.675-0.750 -0.017

0.750-0.825 0.101
0.825-0.900 0.125
0.900-0.938 0.152
0.938-0.975 0.100
0.975-1.000 0.080

Tab. 6.3: Observed alignment differences between the master and slave side of the

detector.

Energy loss calculation

The GEANT3 MC code, which is used in L34C for the simulation of the detector and
the energy loss calculation in the molasse overburden, is not a dedicated program for
tracking high energy muons through thick layers of matter. Therefore it is crucial to
check its validity over the full L3+C momentum range. As mentioned in section 4.3,
the original code version was changed following the suggestions of [39] to fix the wrong
treatment of photonuclear interactions and will be labeled GEANT3+GMU in the follow-
ing. No theoretical calculations are available for the special L3+C molasse material,
therefore monoenergetic muon beams with energy 100, 200, 400, 2000, and 4000 GeV
are tracked through 30 meters of standard rock’, which is one of the reference materials
used to compare different calculations and is characterized by an average density of
p = 2.65 gem ™3 and the mean charge per mass ratios (Z/A) = 0.5 and (Z%/A) = 5.5.
Thus it is fairly close to the L3+C molasse where p = 2.38 gem™3, (Z/A) = 0.5 and
(Z?/A) = 5.8. In figure 6.11(a) the obtained relative energy loss is compared to two
calculations [74,107], the simulation result of the original GEANT3 version and a con-
temporary MC program [48]. As can be seen, the overall agreement is very good. For
better visibility, the average of the theoretical calculations [74,107] is subtracted from
the determined relative energy losses, as shown in figure 6.11(b). In this representation
a clear bias of the GEANT3+GMU energy loss calculation towards an about 0.3% to high
energy loss can be seen. The reason can be traced back to a too high pair production
cross section of GEANT3 with respect to [74], which is compensated in the standard
GEANT3 implementation, due to the wrong low photonuclear interaction cross section.

Since this bias was discovered after the MC production was finished, it is corrected
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Fig. 6.11: Comparison of different energy loss calculations.

for a posteriori on an event by event basis by shifting the reconstructed MC momenta
towards higher values. Given the crudeness of this method and the differences of the
model predictions at lower energies, the full 0.3% are assigned as a systematic error on
the relative energy loss corresponding to
X (0
deloss = 0.003 % D, (6.49)
where X (#) denotes the matter thickness as function of zenith angle 6, which is given

in equation (6.45).

Molasse overburden

Apart from the actual model used to simulate the energy loss, an error in the estimated
amount of molasse overburden X can cause an additional bias in the momentum scale.
Two survey drillings at different locations close to L3+C have been performed in the
years 1982 and 1996. The corresponding calculated average molasse densities agree
within 0.1% [134]. The uncertainty due to molasse inhomogeneities and of surface
installations not included in the L34-C simulation is estimated by studying the variance

of the muon flux as a function of azimuthal angle. Since at L3+C energies geomagnetic
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Fig. 6.12: Ezxzample of the azimuth dependence of the relative muon flur difference
for three different momenta at zenith angles between 0.600 < cos(f) < 0.675.
lowest plot illustrates the average mass profile within this zenith angle bin. The three
access shafts (cf. figure 4.6(a)), for which the amount of traversed matter is lower, are
wisible at 50, 150 and 325 degrees. For two of the shafts, all events were deselected by
the matter cut (6.26). The year 2000 fluzes are slightly shifted in azimuth for better

vistbility.
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Fig. 6.13: Systematic molasse error as a function of muon momentum for three differ-
ent zenith angles. The line shows the fitted function (6.51) with parameters Ap = 0.07
(left), 0.04 (middle) and 0.02 gem™3 (right).

effects are not important, a flat distribution is expected within the errors. An example
of the relative azimuthal variation of the muon flux around its mean value is shown in
figure 6.12. The observed variation at low energies is clearly much larger than expected
from the individual statistical errors. Moreover, a strong correlation of the difference is
visible between the two data taking years, which indeed hints at local molasse density
variations, rather than a detector efficiency effect, as the detector status differs for the
two periods. The systematic effect is quantified by comparing the observed root mean
square to the expected variance ey, calculated on the bases of the statistical errors of
the flux measurements

0l = (rms)” — ol . (6.50)

2
Sys

is shown in figure 6.13 for each of the studied

2
Sys

The momentum dependence of o
at low energies is due
to a deviation of the average molasse density from its nominal value py = 2.38 gem ™3,

the distributions are fitted with

s _ [ P(p,0) — P(p+0x,0) ? 2
Oys = ( 3(p.0) ) + AL, (6.51)

where ®(p,#) is the muon flux averaged over all azimuth angles and A, describes

zenith angle bins. Assuming that the observed increase of o,

the asymptotically flat systematic influence of the detector acceptance. The effective
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momentum shift dy is given by
dx =(a+b-p) (X(0) —X(0)) (6.52)

with energy loss constants a and b and the nominal matter thickness X as defined
in equations (6.44) and (6.45). The matter thickness at a density different from the

nominal one is

X(0) = Xma PP Xe|l—=—-1)]| . .
(6) 5 Po |:COSH * <cos0 )] (6.53)

The fitted A, are between 0.6 and 2.8% and the obtained density deviations dp range
from 0.02 to 0.07 gem 2. Examples of the momentum dependence of the systematic
errors are shown in 6.13 for three different zenith angles. in figure 6.13. An increase
of dp with the zenith angle is observed, which is interpreted as the result of the rising
probability for encountering a molasse inhomogeneity, because the scanned molasse

volume increases with cos(f) 1. The average density deviation
(6p) = 0.05 gem ? (6.54)

is used for the estimated molasse related momentum scale uncertainty.

This corresponds to a 2% error on the density, which is much larger than the difference
of 0.1% between the two test drillings mentioned above. However, at a given depth,
the two measured density profiles show differences of up to 0.2 gem 2, which indeed
indicates the presence of large variations of the molasse density. Moreover, a variation
of the effective surface height of 30 m - 0.02 = 0.6 m does not seem unlikely given the
fact, that the buildings and other surface installations above 1.3 are not taken into
account in the L3+C MC model of the L3 surroundings.

Total momentum scale uncertainty

The different contributions to the vertical momentum scale uncertainty as well as the
total uncertainty obtained by adding the individual errors in quadrature is shown in
figure 6.14. At low energies the molasse uncertainty contributes the largest fraction,

whereas above 100 GeV the alignment uncertainties dominate.

6.4.2 Normalization uncertainties

The accuracy of the overall normalization of the muon flux is limited by the precision

of the detector efficiency measurements and the extent to which the real detector is
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| energy loss

Fig. 6.14: Relative systematic momentum scale uncertainty as a function of surface

momentum for the vertical direction.

described by the simulation model.

The systematic uncertainty of the live-time and the trigger and scintillator efficien-
cies estimated in chapter 5 give rise to a global relative normalization uncertainty of
A, = 0.007, dominated by the scintillator efficiency uncertainty.

Furthermore, the different quality selection efficiencies for data and MC observed in
section 6.2 may introduce a biased normalization in case they are not fully compen-
sated by the selection efficiency correction method. Therefore, the stability of the
calculated acceptance under the variation of the quality selection cuts is investigated.

The following cuts are varied:

e the requirement on the reduced circle fit x? is changed from 4 to 25,

e the minimum cut on the number of hits on a Z-subtrack is put to 2 (below

obviously no Z-track-reconstruction is possible),

e the quality cut on the normalized hit resolution function fyi;/fnom is increased
from 1.5 to 3,

e the requirement on the local track angle wrt. the sense wire plane (¢o.) is changed
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from 25 degrees to 23 and 27 degrees and

e the minimum number of P-segments constituting the track in the xy-plane is

lowered from 6 to 5.

For tracks with position measurements in vertically aligned drift cells, the reconstruc-
tion algorithm sometimes fails to determine the correct charge. In the migration matrix,
these events populate the diagonal line, which is perpendicular to the band of maximal
probability as shown in figure 6.8(b). In order to study the influence of this charge

confusion on the muon charge ratio,
e cvents reconstructed in vertically aligned cells are deselected.

In addition, a possible difference between data and MC regarding the resolution of the
extrapolation back to the scintillator plane, as well as different characteristics of the

real and simulated scintillator noise are investigated:

e the scintillator matching fiducial volume cut, by default placed exactly on the

border of a scintillator cassette, is altered by +5cm,

corresponding to about 2.5 o of the backtracking resolution according to [117].

The resulting relative changes of the measured flux ® and charge ratio R are listed in
table 6.4 as a function of zenith angle. The relative change of raw data events is also
shown. It ranges from 0% in case the phase space corresponding to the zenith angle
bin under study is not affected by the cut up to over 100% for the P-segment variation.
As can be seen, both ® and R are remarkably stable under the cut variation. The
arithmetic average over all zenith angles of the total variation obtained by adding up

the individual contributions in quadrature is

' - R'—R
(P5) = owma (F2E) —um 6w
cut cut

As expected, the charge ratio is more robust with respect to the cut variation, as
some of the normalization uncertainties cancel out, in case they are equal for positive
and negative muons. The main contribution to the total flux change stems from the
variation of the number of P-segments and the redefinition of the scintillator match
fiducial areas.

Another estimate of the normalization uncertainty may be derived from the azimuth
variation of the muon flux and charge ratio, which was already used above to determine

the molasse overburden uncertainty. At high energies small molasse density variations
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CHAPTER 6. MEASUREMENT OF THE MUON FLUX

have only negligible influence on the relative energy loss. Therefore any variation of
the measured flux with the azimuth angle can be addressed to differences between the
simulated and the real detector, as for a given zenith angle different azimuth angles
also correspond to different detector regions. The asymptotic relative flux changes A,
values as obtained in the fit according to equation (6.51) are listed in of table 6.4. On
average relative differences of

' — @ R'—R
<TO> —=0.0174+0.005  and <TO> = 0.0134+0.002  (6.56)
0 @ 0 o

are estimated. For the muon flux, the azimuth and cut variation analysis yield the
same result within the errors. For the charge ratio however, a significantly larger
normalization uncertainty is obtained by the cut variation. Using part of the MC
events as ’data’ it has been checked that in the absence of normalization errors a relative
difference compatible with zero is obtained, proofing that the errors in equation (6.50)
are calculated correctly.

Finally, the flux and charge ratio differences of the data subsamples provide another
check of the normalization. The errors obtained from the three data subdivisions are
listed in the second last column of table 6.4. As can be seen, in the direction close to
vertical, the largest flux differences are observed between the two data taking years,
whereas for more horizontal muons the difference between the inner and outer detector
volume is the dominating error source. Averaging the maximum of the three subsample

contributions over the zenith angle yields the following mean uncertainties:

'~ -
(T(’) =0.018 and (%) =0.013. (6.57)
0 sub 0 sub

Given the fact, that all of the above methods are just different ways of estimating
the same uncertainty, the results are not added together, but rather the respective
maximum value is used to estimated the normalization uncertainty, as indicated in the

last column of 6.4.

6.4.3 Detector matrix uncertainty

The available MC statistics limit the precision of the detector matrix D. Below 200 GeV
they dominate the total statistical error in the denominator of (6.13) contributing about
0.5% to the total error per zenith angle bin.

The minimization according to equation (6.13) is repeated with a momentum resolution

altered by £ 8%, corresponding to its uncertainty estimated in section 5.2.3. As can
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Fig. 6.15: Muon flux difference between data subsamples averaged over the zenith an-
gle. The line shows the expected uncertainty composed of the normalization uncertainty,

the alignment error and the momentum resolution uncertainty.

be seen in 6.16(a), the observed relative flux change Ag is well described by

a, - (p—0.2TeV), > 200 GeV
Ap ~ (v b P2 (6.58)
0, p < 200 GeV

with a, = 0.03TeV . As the detector resolution affects both muon charges the same
way, the corresponding charge ratio change is much smaller. It stays below 1% up to
1 TeV and is thus negligible compared to the systematic error due to the alignment of
the muon detector. The behavior of the subsample muon flux difference at high energies
is shown in figure 6.15. As can be seen, both the different data taking years and the
spectra from the inner and outer detector show a remarkably good agreement in the
shape of the muon spectrum. The spectrum differences of the detector halfs along
the z-direction however exhibit a much faster rise as expected from the alignment
and resolution errors together. In order to account for this observation, a systematic

resolution parameter of

a, < 0.06 TeV 1 (6.59)

will be assumed.
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Fig. 6.16: Uncertainties due to the momentum resolution and fitting function.

6.4.4 Fit function bias

The choice of the fit function (6.11) may introduce a bias, if it does not describe the
actual momentum dependence of the muon spectrum. The probability distribution of
the fitting x? after the minimization of equation (6.13) is shown in figure 6.16(b) for
32 independent spectra (8 zenith angle bins, two data taking years and two detector
halfs). The observed probabilities agree very well with the expected flat distribution,

therefore no additional systematic error is assumed.

6.4.5 Long term stability and atmospheric effects

So far, the long term stability of the measured flux was only tested by the 1999/2000
data subdivision. For a more detailed monitoring of the L3+C rates, the influence of
atmospheric effects needs to be separated from the possible detector related efficiency
changes.

Theoretical predictions [29,121] as well as experimental observations [17] suggest a

positive correlation of the muon rate at high energies with the temperature of the upper
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layers of the atmosphere. In the framework of the analytic approximation discussed in
chapter 2, this can be understood as the expansion of the isothermal atmosphere (2.5).
For larger atmospheric scale heights hg, also the critical energies in equation (2.19)
increase, because the mesons are produced in thinner regions of the atmosphere and
thus they have more time to decay to a muon before they interact.

At low energies, the hy dependence of the mean production height in equation (2.23)
should lead to a negative correlation due to an increased probability for the muon
decay. Ignoring the small kaon contribution to the muon flux, a linear expansion of the
analytic muon flux formula (2.33) multiplied with the muon decay term (2.24) leads to

the following expected relative flux change:

®(ho) — @((ho)) _ ho — (ho)

— . adec + adec 660
3 (o)) oy H ) (6:60)
with h
dec m#
ot = —— (6.61)
" Ecosfz,
and .
B _
dec — 1% 1 62
I <E6089+ ) ’ (6.62)

where z,, = 659 m and B, = 110 GeV. Similar relations can be derived for the
flux change induced by the energy loss change with Xy, i.e. the ground level pressure,
which are however small at L3+C energies and for the pressure changes during the
data taking.

Data from meteorological balloon flights [76,77,125] flown one to four times each day
100 km away from the detector are fitted with the isothermal model (2.6) at high alti-
tudes yielding an average scale height of 6.34 km with a root mean square of 1.3%. The
latter constitutes an estimate of the expected rate changes caused by the atmospheric
effect for high energies where the positive correlation is at maximum (aﬂ"C +adec — 1).
Unfortunately, the real atmosphere is far from being isothermal, and a considerable
bias might be introduced by the above approximations. Up to the heights of 30 km,
corresponding to about the maximum height the balloons can reach, the pressure de-

pendence is well described by the parameterization of [109]:

L A(hy — h/km)@tD b < b,
X(h)/gem ™ = h (6.63)

Be hO, h > ht
Using this ansatz, the balloon data averaged over two weeks are fitted and the observed
L3+C rate changes are compared to the output of an air shower simulation with the

TARGET program for the corresponding atmospheric parameters. An example of the
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Fig. 6.17: Relative rate change vs. time at from 50 to 62 GeV compared to a prediction
of the atmospheric effect with the TARGET air shower simulation. The value of a x?

comparison of data and MC' s also shown.

predicted and observed rate changes is shown in figure 6.17 for the momentum bin
from 50 to 62 GeV and zenith angles < 32 degrees. The data were averaged for
each data taking year separately. A good correlation between the simulation and the
data can be seen. The full comparison to the rates in 26 weeks and 14 momentum
bins yields a x?/Ng of 526/364. This large value can be either attributed to data
instabilities not corrected for in the acceptance calculation or an incomplete modeling
of the atmosphere. An additional systematic error of 0.3% is needed to reach x?/Ngs =
364/364. Conservatively, the full 0.3% will be regarded as the systematic uncertainty
of the L34C data stability and added in quadrature to the normalization uncertainty.

6.4.6 Total uncertainty

The total systematic uncertainty of each zenith angle measurement is calculated by
adding all the above uncertainties in quadrature.

The momentum scale uncertainties are translated to a muon flux uncertainty according
to equation (6.42). Together with the normalization uncertainties A, and the momen-
tum resolution uncertainty Ag, six sets of new parameters a! are obtained by repeating
the muon flux fit of equation (6.13) with the shifted spectra. These parameters are
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Fig. 6.18: Contributions to the systematic uncertainties of the muon flur and charge
ratio as a function of surface momentum. The individual components were subsequently

added in quadrature. The uncorrelated statistical errors according to equation (6.20)

are also shown.
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used to construct the total systematic covariance matrix of the parameters a,,:

6

Vars =3 (am — aly) (an — apy) - (6.64)

k=1

The obtained covariance matrices can be found in the appendix.
The corresponding total uncertainties of the vertical muon flux and charge ratio are
shown in figures 6.18(a) and (b) along with the uncorrelated statistical error according
to equation (6.20). The muon flux uncertainty is dominated by the uncertainties of the
molasse overburden at low energies and by the statistical error at high momenta. The
minimal uncertainty is 2.4% around 100 GeV. The vertical charge ratio uncertainty is
below 2% up to momenta of 100 GeV. Above this momentum, it rapidly rises as the
alignment uncertainties gain importance.
The uncertainties averaged over the full zenith angle acceptance is shown in fig-
ures 6.18(a) and (d). Conservatively, the systematic errors are assumed to be fully
correlated in between the zenith angles and are thus averaged arithmetically, whereas
of course the independent statistical errors are diminished considerably by the aver-
aging process, as they are added in quadrature. As can be seen, the full data set
is therefore not limited by the statistical error, but the systematic errors of the flux
measurement dominate over the full momentum range. Due to the larger amount of
molasse in comparison to the vertical measurement, the minimum of the muon flux
error occurs at sightly higher energies around 200 GeV where it is 3.0%. Despite the
first momentum interval, where only the vertical direction contributes, the charge ratio
error is also dominated by systematics over the full momentum range. The minimum
error is 1.6% at around 60 GeV.
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6.5 Muons from 7" decays

The location of the L.34+C experiment at a particle accelerator provides the unique
possibility to cross-check the understanding of the detector acceptance and efficiencies:
Even during the high energy LEP runs in 1999 and 2000, the accelerator was providing
data for calibration purpose at center of mass energies around the mass of the Z° boson

of about 91 GeV. At this energy the cross section for producing a muon pair via
ete”™ = 2% = utu~ (6.65)

is maximal. This process was precisely measured by the four LEP experiments during
the high statistics low energy LEP runs in the 1990’ies, therefore L3+C can validate
its ability to measure the absolute muon flux by extracting the absolute dimuon cross
section o0,+,- from the data collected during the LEP calibration fills. The principle

of this measurement is quite similar to the measurement of the muon flux ®,:

N+,
P, o —£ VAN Ot - 00 —F—
ET el

(6.66)

Here the role of the livetime 7 is replaced by the time integrated luminosity L,
which contains the dependence of the number of produced dimuon pairs on the beam
characteristics, i.e. the delivered particle collisions, and the effective running time.
Both measurements need to determine the absolute number of events and therefore

the detector efficiency € appears in the denominator.

Data preselection

To be able to reduce the number of background atmospheric muons for this special
analysis, the L3 common stop signal, sent after each beam crossing to the L3 TDC’s,
was fed into the L3+C DAQ system since the end of 1999. As it was shown in a pilot
study [106], the time difference between this beam crossing related signal and the muon
scintillator time measured in L3+C can be used to preselect muons originating from the
accelerator after correcting for a constant time offset of approximately 1.5 pys caused
by delays in the electronics and cables. A preselection gate of + 80 ns is chosen, which
reduces the number of events from the 7-107 cosmic class 1 triggers collected during
the year 2000 LEP calibration runs to 1.3-10° Z° event candidates.

The efficiency of this preselection is influenced by the functionality of the TDC chip

used in L34+C to measure the 1.3 common stop signal. Its efficiency is studied on a
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run by run basis by comparing the number of signals from the scintillator CPC, which
are measured by the same chip, to the expected number derived from the CTT trigger

decision. On average, a chip efficiency of 87.524+0.01% is found.

Determination of the luminosity

Since in practice the derivation of the luminosity from the particle accelerators’ beam
parameters introduces large uncertainties, it is usually determined by counting the
number of produced events of a process with a known cross section. L3 uses low
angle Bhabha scattering ete”™ — eTe™, which is a theoretically well understood pro-
cess. At z = +2.73 m away from the interaction point two electromagnetic calorime-
ters for the identification of electrons are placed covering a polar angular range of
24.7 mrad < 6 < 69.3 mrad. Given the acceptance and efficiencies of these detectors,
the number of identified electrons can be converted to the luminosity with a precision
better than 0.1% [40] using the theoretical prediction of the Bhabha scattering cross
section.

L.3+C does not read out the L3 luminosity monitors, therefore the luminosity has to
be derived from the L3 data:

Nle
tL3/S

Here Li3,c¢ and L3 denote the L34+C and L3 luminosities respectively. Niy, is the

LL3+C - LL3 (667)

number of 1Hz trigger recorded in L3+C during the time t1,3 when L3 was recording
data from the LEP calibration runs. The common stop preselection signals are only
sent, if L3 is active. Therefore the .3 DAQ efficiency, included in L3, needs not to be
corrected for.

In the year 2000, LEP delivered a luminosity of about 4380 nb™! at energies around the
Z%-mass. L3 recorded data corresponding to 405449 nb~! out of which 35834£13 nb™!
was received by L3+C. After application of the run quality criteria, 3020412 nb~!
remain for the analysis. The quoted errors include the statistical error due to the
number of selected Bhabha events for L3 and in addition the statistical error from the
number of 1Hz triggers for L3+C. The luminosity weighted LEP center of mass energy
was 91.27 GeV with a spread of 0.02 GeV.

7' data reconstruction and event simulation

The preselected Z° candidate data needed to be reconstructed with slight modifica-

tions to the standard reconstruction algorithm: Muons originating from the center of
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the detector need about 30 ns to reach the scintillator and to produce a t0-hit there,
whereas atmospheric muons pass the scintillators before they reach the drift chambers.
Therefore a different time of flight correction is applied to the drift times of the prese-
lected sample.

A special MC set was produced using standard event generators to simulate the ex-

pected signal events and also e*e™ reactions which could mimic the process (6.65) as

listed in the table below.

process number of events generator
efe” — php 2106 KORALZ [86]
efe” — Thr 4-10° KORALZ
ete” — qq 2-10° PYTHIA [126]
etem — eteptpT 3106 LEP4F [136]

Tab. 6.5: Simulated signal and background processes.

Z° Data analysis

The Z° analysis uses the same* selection cuts as used in the default spectrum selection,
because the aim of this study is to verify the acceptance calculation.
In addition to the usual analysis procedure the following cuts are imposed to reduce

the background from atmospheric muons:

e vertex origin: The estimated distance of closest approach (dca) to the center

of the detector should be smaller than 9 cm.

e time difference to scintillator hit: The time difference At of the selected scin-
tillator hit to the L3 common stop signal should be within -15 ns < At < 10 ns.
The asymmetric cut is chosen to avoid missing events with a large photo multiplier
time slewing. Events outside this window are used to estimate the contamination

due to atmospheric muons.

e energy: The energy of the muon should be at least 60% of half of the center of

mass energy.

*Cuts specific to the atmospheric muon data, as the shaft-deselection and double octant fit re-
quirement are of course not applied.
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Fig. 6.19: The three Z° selection cuts (indicated by the arrow) for single and double
selected events. The displayed MC' distributions are normalized to L3+C luminosity
using the Standard Model cross sections and scaled according to the determined selection

efficiency corrections.
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Ndata N\jcos Nbke Nu*u*
Ny 494 | 1.8 06| 7.0+ 0.4 |5124+1.0

N, 431 104 +03| 06=£0.2 |452.7+£09
Ny || 291 0 0.01 &+ 0.01 | 315.3 £ 0.8

Tab. 6.6: Number selected data and MC events.

The event distributions after releasing one of these cuts are shown in figure 6.19.
Whereas the first two selections reject most of the atmospheric muon background,
the cut on the muon energy reduces the background from other processes than (6.65),

leaving the final sample almost background free.

The selection efficiency corrections calculated in section 6.3.1 can not be applied di-
rectly to the Z° sample, as the muons produced in e*e~ annihilations traverse different
detector regions than atmospheric muons. Instead, the following system of equations

is solved taking into account the statistical errors and their correlations:

Nlclata — N{:os + (N})kg + N{ﬁ'u_ . a) €1
N;iata = NI+ (N;kg + N2l‘+l‘_ -a) &9 (6.68)
NE™ = Nig+ (N2 + N - a) ers

Here N; and N, denote the number events which passed the selection criteria in detector
hemisphere 1 or 2 and N5 events with two selected tracks in the upper and lower
hemisphere of the detector respectively. It should be noted, that these numbers are
not independent, i.e. the total number of selected events is not N; + Ny + Nyp but
rather Ny + Ny — Njs, because the double selected events are a subsample of both N;
and N,. N stands for the estimated number of selected atmospheric muons and NP"&k
denotes the MC prediction of background hadronic, tau and four fermion events. The
MC signal expectation for dimuon Z° events is N{‘;”_. The selected MC events are

normalized to the L3+C luminosity

Ngen

MC,i
NMCi _ SM Nsel i I 6.69
=0; MG, L3+C Eps (6.69)

using the relevant Standard Model cross sections o™, which were calculated with
the ZFITTER program [27]. Furthermore, the measured preselection efficiency e, is
corrected for. The corresponding event numbers are listed in table 6.6.

Finally, the three unknown parameters are the two selection efficiency corrections &
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Fig. 6.20: Comparison of the L.L3+C dimuon cross section result with the LEP preci-
sion measurements [1-5,26] and the Standard Model prediction. The data of [3] was

corrected to the full kinematic and geometric acceptance using KORALZ.

and £; and the MC normalization factor a,

L3+C

+ —_
e, (6.70)
prp

o

a =

which is the ratio of the cross section o“31¢ derived with the L3+C detector to its

pru
Standard Model prediction.

Z° results

Solving (6.69), the following cross section for the process ete”™ — Z° — utpu~ is
obtained:
0, 2"C = 1,447+ 0.071 (stat.) £ 0.021 (syst.) nb. (6.71)

The stated systematic error includes only errors which are not relevant for the spectrum
analysis. This is the statistical error of the luminosity corresponding to 0.006 nb and
the error due to the additional Z° selection cuts. The latter is estimated to be 0.020 nb
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cut value cross section [nb]
dca < 18cm 1.430£0.071
—40ns < At < 40ns 1.46740.072
E/FEveam > 70% 1.449+0.073
E/FEveam > 50% 1.45240.072

Tab. 6.7: Cross sections obtained with different preselection cuts.

by varying the selection cuts as indicated in table 6.7. A subdivision of the data sample

in six samples of approximately equal luminosities revealed no further systematic errors
(see table 6.8).

LEP fill range | L3+C luminosity [nb '] | £, | cross section [nb]
6811-6821 458.9+5.1 0.891 1.41+0.19
6827-6831 058.1+5.1 0.855 1.31+0.18
6834-6842 5957.2£5.3 0.841 1.50£0.17
6846-6847 420.4+4.6 0.957 1.52+0.18
7249-8176 447.4+4.5 0.854 1.33+0.17
8177-8454 078.3+4.8 0.869 1.61+0.19

Tab. 6.8: Cross sections obtained for different data taking periods. The comparison
to the Standard Models expectation (6.72) yields x?/Ndof = 2.6/6.

This measured cross section is in good agreement with the LEP precision measurements
(see figure 6.20) and to the Standard Model prediction of

onY,— = 1.4840 4 0.0013 nb . (6.72)

The small error is due to the experimental errors [75] of the input parameters of the
ZFITTER program.

The obtained selection efficiencies read as ;1 = 0.969 & 0.032 and 5 = 0.972 £ 0.044.
Recalling that the average selection efficiency correction in the year 2000 was found
to be 0.877 in section 6.3.1, the determined parameters (1,5, a) can be compared to
the expectation of (1v/0.877,1/0.877,1). Taking into account the correlations between
£1, €2 and a, a x* comparison to this expectation yields a x*/ndf of 1.3/3 and it can
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be concluded that the selection efficiencies obtained in the Z° analysis are in good

agreement to the ones used for the spectrum calculation.

Thus, with this study the normalization of 1.34-C could be verified within 5%. Although
this number is much larger than the estimated systematic uncertainty of the muon flux
normalization, it provides an absolute systematic cross-check qualitatively different

from the relative comparisons of the previous section.
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6.6 Results

6.6.1 The atmospheric muon flux as function of momentum,

charge and zenith angle

The angular acceptance of the experiment is limited by the scintillator coverage of
the detector, which allows to measure muons with zenith angles down to 58°. At low
energies, due the shielding of the molasse overburden, the starting momenta range
from 20 to 40 GeV, depending on the zenith angle bin under study. At high energies
the muon flux is measured up to 2000 GeV and the charge ratio up to 630 GeV. Above

these values the total errors on ® and R exceed 20%, as shown in the previous section.

The fitted muon flux parameters a of the function (6.11) are listed in the appendix along
with their statistical and systematic covariance matrices. The measured muon spectra
are displayed in figures 6.21 and 6.22 on the next two pages. Both the uncorrelated
data points derived according to equation (6.18) and the smooth fitted functions (6.11)
are shown. Naturally, the total error calculated for the latter is much smaller at high
energies, as the number of free parameters is only eight in this case, which reduces the
statistical uncertainty considerably.

For better visibility, the steep muon flux distributions were multiplied with the mean
momentum momentum to the third power. Following the suggestion from [99], the

mean momentum (p) inside a momentum bin [p;, po] is determined by solving

B((p) = —— [ o) dp. (6.73)
P2 —DP1 Jp,

As can be seen, in this representation the maximum of (p)?-® is shifted towards
higher momenta with increasing zenith angles. This is due to the fact, that vertical
muons have shorter path lengths for reaching the detector and therefore their decay
probability and energy loss in the atmosphere is smaller. The overall flux at maximum
grows with the zenith angle, as the muons’ parent mesons have longer path lengths in
the thin regions of the upper atmosphere and correspondingly a higher probability to
decay to a muon neutrino pair before they interact.

It is worthwhile noting that neither a correction for the detector altitude nor the
atmospheric conditions was applied to the measured muon flux data in order to avoid
additional theoretical uncertainties. Instead, the L.34+C detector height of 449 m above
sea level and the average atmospheric profile as measured in the balloon flights close

to L3+C can be used to correct the presented fluxes to arbitrary altitudes and atmo-
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Fig. 6.21: The measured muon spectrum for zenith angles from (° to 34.4°. The inner
error bars and dark areas denote the statistical error, the full error bar and light areas
show the total error. The shaded areas correspond to the fitted function (6.11), the dots
show the data points as derived with equation (6.18).
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Fig. 6.22: The measured muon spectrum for zenith angles from 34.4° to 58.3°. The
inner error bars and dark areas denote the statistical error, the full error bar and light
areas show the total error. The shaded areas correspond to the fitted function (6.11),
the dots show the data points as derived with equation (6.18).
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spheric conditions given a certain theoretical muon flux model. The live-time weighted
balloon data yield the following parameters for the atmosphere parameterization
according to equation (6.63): A =8.078-107°, B = 1332, h, = 39.17, hy = 6.370 km,
and a = 3.461, with hA; = 11 km.

The measured charge ratios are presented in figures 6.23 and 6.24. Within the errors,
no dependence on the zenith angle or momentum is observed. Assuming uncorrelated
alignment errors between zenith angle bins not sharing the same octants leads to a

ratio of the average charge ratios at 110 and 550 GeV of

R550
RllO

= 1.16 4 0.01(stat.) + 0.15(sys.) (6.74)

for the fitted flux functions and
Rss0

110

= 1.11 £ 0.05(stat.) 4 0.15(sys.) (6.75)

for the unconstrained data points, which is both compatible with 1.

In the vertical direction, a mean charge ratio of

Ryery = 1.287 4 0.004(stat.) + 0.014(sys.) (6.76)

is calculated for the uncorrelated data points with a x?/Ndf = 16.6/17. Averaging

further over the zenith angles, the charge ratio of the full data sample was found to be

(R) = 1.277 + 0.002(stat.) & 0.011(sys.) . (6.77)
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Fig. 6.23: The measured muon charge ratio for zenith angles from (° to 34.4°. The
inner error bars and dark areas denote the statistical error, the full error bar and light
areas show the total error. The shaded areas correspond to the fitted function (6.11),
the dots show the data points as derived with equation (6.18).
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Fig. 6.24: The measured muon charge ratio for zenith angles from 34.4° to 58.5°. The
inner error bars and dark areas denote the statistical error, the full error bar and light
areas show the total error. The shaded areas correspond to the fitted function (6.11),
the dots show the data points as derived with equation (6.18).
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6.6.2 Comparison to previous L3+ C results

Two L3 studies of the atmospheric muon spectrum were preceeding this analysis:
The pilot work from [111] was using a small data set, which was taken in 1991 during
special calibration runs, when the L3 detector was triggering on atmospheric muons.
The major aim of [111] was to proof the feasibility of the L3+C project. The small
exposure and large systematic errors related to the muon track reconstruction and
the absence of a dedicated readout system for the measurement of atmospheric muons
did not allow for a precise flux measurement. At 100 GeV, a total error of 13% was
achieved in the vertical direction.

The data recorded by L3+C in 1999 were already analyzed in [117] using the algorithm
of [51] to deconvolute the raw detector rates to a surface spectrum and the identical
muon chamber and scintillator efficiencies introduced in chapter 5 for the acceptance
calculation. The major improvements of the work presented here with respect to these

intermediate results can be summarized as follows:

e The complete data from the years 1999 and 2000 were analyzed here. In addition
to the obvious increase of the total exposure and the related smaller statistical
errors, this allowed for a stringent check of the time dependence of the detector

performance.

e Due to the improved momentum reconstruction, the maximum detectable mo-
mentum of the detector was increased by about a factor four with respect to
the weighted single octant average used in [117] and correspondingly a smaller
correction is needed here to correct the measured high energetic muon flux (cf.
figure 5.9).

e The MC model of the detector was revised for this analysis concerning the gen-
eration of the drift chamber hits and the delta ray production above and in
the detector. In addition, fiducial volume cuts were introduced to exclude de-
tector regions with a poor agreement between data and MC. As a result, the
selection efficiency corrections according to equation (6.34) are smaller here. In
section 6.3.1, the asymptotic selection efficiency correction were found to be 0.897
for 1999, whereas they amount to about 0.77 in [117].

e A more thorough evaluation of the systematic errors was possible by including
the check of the method with 400 simulated L.34+C experiments, the subsample
analysis, the fit function bias and the additional acceptance cross check with the

79 events.
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The long term stability of the measured rates was found to be 2.5% in [117], and is
0.3% here (0.5% if atmospheric effects are not corrected for). Depending on the zenith
angle, the previous study quoted flux normalization uncertainties ranging from 3.2 to
12%, whereas here the estimated uncertainties are all below 3.9%.

The vertical muon spectrum and charge ratio of the two analyses, as well as the zenith
angle dependence of the flux at momenta around 300 GeV are compared in figure 6.25.
The unfolding procedure applied in [117] constitutes a regularization constraint similar
to the flux fit according to equation 6.13, therefore in both of the cases the shown
errors are dominated by the systematic uncertainties.

For the purpose of this comparison, the flux normalization of the previous measure-
ment was corrected for the event loss explained in section 4.4 a posteriori, as it was
not known at the time of that analysis.

Neglecting the overall normalization, good agreement is found concerning the shape of
the vertical muon spectrum at high momenta. The asymptotic normalization differ-
ence between the two analyses in the vertical direction is larger than expected from the
estimated normalization uncertainties. On average however, the flux from [117] agrees
with this result as can be seen in figure 6.25(b)*.

Due to an error in a previous version of the simulation of the molasse overburden, the
vertical matter thickness X, (see equation (6.45)) was assumed about 960 gem™2 too
low corresponding to an underestimation of the vertical energy loss of about 3 GeV for
surface momenta of 100 GeV. Whereas here a revised version of the molasse simula-
tion was used, the approximate procedure applied in [117] to correct this flaw did not
allow to examine events with a surface momentum below 40 GeV. The observed shape
difference between the two analyses at low energies may be related to this problem,
the details of the discrepancy are however not understood.

Excellent agreement is found for the vertical charge ratio. In this analysis, the smaller
alignment uncertainties of the double octant fit allowed for an extension of the inves-

tigated momentum range by a factor two.

*Note that the vertical zenith angle range of [117] is different in figures 6.25(a) and (c) (cos(#) >
0.985) and figure 6.25(b) (cos(#) > 0.970).

136



6.6. RESULTS

et
W
I

e
IS

‘Ti-l ‘Ti-l
2] 2]
- -
o7 03 r 2% 035
g g
% 0.25 % 03 i
<) <)
“a “a
2 02 2
o O 0.25
0.15
0.2
0.1
0.15
0.05
Ll L L | L 0.1 | L | L | L | L | L | L | L | L | L
102 103 055 06 065 07 075 08 085 09 095 1
p [GeV] cos(0)
(a) vertical muon spectrum (b) zenith angle dependence of muon flux

between 281 and 316 GeV

W

1.6 -

14

1.2 -

0.8 -

0.6 L L L E——— | L L L L
15 100 800

p [GeV]

(c) vertical charge ratio

Fig. 6.25: Comparison to previous L3+C results. The solid line and the shaded areas
denote the fluz fit result of this analysis, dots are taken from [117]. The shaded areas

and error bars denote the total error estimated in the respective analysis.
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6.6.3 Comparison to previous experiments

In figure 6.27, this muon flux measurement is compared to results from previous exper-
iments. Only experiments providing an absolute normalization [16,22,31,38,52,67,92]
have been taken into account. As no previous continuous zenith angle measurements
exist in the large energy range examined here, only the vertical direction can be com-
pared. The definition of 'vertical’ is presumably different for each experiment, however,
only two of them state the opening angle of their apparatus. The CAPRICE [38,92]
apparatus measured the flux within its opening angle of 20°, whereas the AHM79 [67]
experiment was determining the muon flux within zenith angles of < 9°. Even for these
two experiments, a correction for the opening angle difference with respect to L3+C is
not straightforward, as the zenith angle dependence of the acceptance within the verti-
cal solid angle needs to be known to calculate the mean cosine of the zenith angle. The
expected flux ratio deviations to L3+C, as calculated with the analytic formulae from
chapter 2, are however below 5% even for large opening angle differences, as shown in
figure 6.26.

Due to the decay and energy loss of atmospheric muons, the muon flux depends also
on the detector height. Therefore all lux measurements were corrected to the L3+C

detector height using the formula given in [79].

In the upper part of figure 6.27, previous measurements of the low energetic muon
flux can be seen. Very good agreement between this results and the AHM71 flux [31]
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Fig. 6.28: Comparison of the muon charge ratio to world average calculated in [79].

is found. The spectra from the CAPRICE experiment, which were averaged here over
the three measurement campaigns, agree within a few percent in normalization to the
L34C spectrum. However, at very low energies a systematic slope difference seems
to be present, part of which may be due to the different opening angle as explained
above.

At high energies only two experiments measured a normalized spectrum. The shape
of the Kiel measurement [16] agrees very well with this result over the full momentum
range, but a lower flux normalization was determined in L3+C. The data obtained
with the MARS apparatus [22] significantly disagree both in shape and normalization
with the spectrum presented here. Given the large errors of these two experiments
above 200 GeV, it can be stated, that 1.3+C extended the knowledge on the muon

momentum spectrum by a factor 10 in the momentum range.

Finally, the vertical charge ratio is compared to the world average calculated in [79].
Good agreement is found over the full momentum range. It is worthwhile pointing out,
that the total error of one zenith angle bin from this experiment is compatible with

the error from the average of all previous experiments.
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Chapter 7

COMPARISON TO AIR SHOWER
SIMULATIONS

In this chapter, the measured muon fluxes and charge ratios will be compared to
theoretical predictions obtained with air shower simulations.

These calculations were performed with the TARGET [57] transport code in its one
dimensional version, i.e. all secondary particles are assumed to follow the direction
of the incoming primary particle. To cross-check a possible systematic error due to
the implementation of the particle transport through the atmosphere, the results
were compared to a calculation with the CORSIKA transport code [80] using the
same primary flux and high energy interaction model. No significant difference was
observed in the energy range above 100 GeV (below, no comparison was possible

due to the different low energetic interaction models implemented in the two programs).

Interaction models

The following three high energy interaction models are available within the TARGET

program:

e TARGET2.1 [57] is a phenomenological model, based on the parameterization of
accelerator data, which are extrapolated to the full phase space, energies and
target nuclei needed in atmospheric air showers. Calculations of the neutrino
flux [8] based on this model are extensively used to interpret the data of

atmospheric neutrino detectors.

e QGSJETO1 [89] and SIBYLL2.1 [56,61] are microscopic models, which predict the

hadronic interactions from first principles and consequently have a much smaller
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number of free parameters as the phenomenological TARGET model. For large mo-
mentum transfers between the projectile and target nucleus, the well tested per-
turbative QCD theory is applicable. For momentum transfers below a few GeV,
the hadronic interactions are modeled based on the Gribov-Regge theory [69,120]
in case of QGSJETO01, whereas they are described by the production of colored
strings [46] in SIBYLL2.1.

As no low energy model other than TARGET is implemented in the current version of
the transport code all interactions below a laboratory energy of 100 GeV are handled
by this model.

Primary flux model

For the absolute normalization of the simulated muon flux, a model of the primary par-
ticle flux is needed. Figure 7.1 displays direct measurements of the primary proton and
helium component of the cosmic particle flux. Obviously, the indirect measurements
of the primary flux mentioned in chapter 2 can not be used for this purpose, as there
interaction models are needed to infer the flux from the ground level observations.
Below 100 GeV, for both elements good measurements with an acceptable statistical
accuracy exist. At high energies even the two most precise balloon experiments [20,21]
exhibit large statistical uncertainties. Assuming that the power law ansatz for the
primary flux holds up to a few hundreds of TeV, the low energy measurements alone
provide a sufficiently large lever arm to determine the two flux parameters in equa-
tion (2.4). Unfortunately, the low energy measurement do not agree with each other
within the quoted statistical errors, which indicates the presence of systematic errors
not accounted for. For protons, the major difference is between the two CAPRICE
measurements and the results from BESS and AMS. Therefore, the parameterization
from [65], based on the two latter experiments, and the fit from CAPRICE [38], will
be used as an upper and lower estimate of the proton flux. Both parameterizations are
indicated by lines in figure 7.1(a).

In case of the helium component the situation is similar, but here the two high energy
measurements show a systematic normalization difference. The parameterization of
the same authors as above is shown in figure 7.1(b). The minimum of the CAPRICE
fit and GH2 will be used as a lower limit of the helium flux, the GH1 fit as an upper
limit.

The contribution of heavier nuclei to the all nucleon spectrum are taken from [65].
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compared to this measurement.

Muon flux and charge ratio

The simulated muon fluxes and charge ratios are presented in figure 7.2. In order to
distinguish clearly between the models, the results from QGSJET and SIBYLL are only
displayed down to 60 GeV, above which the low energy interaction model does not
contribute to the simulated flux. For each interaction model two results are shown,
corresponding to 'worst case’ combinations of the four proton and helium spectra. For
the muon flux this is given by the combination of the two maximum and minimum
fluxes (denoted as ®* and ®~ respectively). The charge ratio is influenced by the
primary neutron to proton ratio, therefore the combinations of the high proton and
low helium flux and vice versa result in the largest differences (denoted as ®* and ®F
respectively).

The best agreement with the L34C data is obtained with the ®* primary flux and
the simple TARGET model. Also the ®*-SIBYLL flux prediction is close to this data and
could be easily matched by using an even slightly higher primary flux. The QGSJET
spectrum is significantly too low for both of the cases and an about 20-40% higher flux
as the ®* parameterization would be needed to match it with this result, which is not

supported by the current primary flux data. Using the ®~ normalization, all of the
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Fig. 7.3: L3+C zenith angle dependence of muon flux at four momenta compared to
the air shower simulations (solid: TARGET2.1, dashed: SIBYLL and dotted: QGSJET).

resulting muon spectra are significantly too low compared to L.3+4C.

For the muon charge ratio, shown in figure 7.2(b), the influence of the different primary
flux models ®* and ®¥ is only of the order of percent. Again the predictions of the
TARGET model are compatible with this measurement. The rise of the charge ratio at
high energies can be attributed to large fraction of positive K-mesons, responsible for
20% of the muon flux at 600 GeV. The systematic errors of the detector alignment
however do not allow for a stringent check of the magnitude of the effect, as the
data would also allow for a flat charge ratio momentum dependence (see the previous
chapter). The SIBYLL model predicts a significantly too large muon charge ratio due
to both a large 7" /7~ and K*/(r + K) ratio over the full investigated momentum
range. The opposite is true for QGSJET, exhibiting a correspondingly much too low

charge ratio.
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Fig. 7.4: L3+C zenith angle dependence of charge ratio at four momenta compared to
the air shower simulations (solid: TARGET2.1, dashed: SIBYLL and dotted: QGSJET).

Zenith angle dependence

According to the analytical approximation introduced in chapter 2, besides trivial
factors and the muon decay, the relative zenith angle dependence of the muon flux
is introduced by the difference between the meson and nucleon attenuation length in
equation (2.32). The simulated zenith angle dependence and muon charge ratio are
shown in figures 7.3 and 7.4 for four different momenta. In order to disentangle the
relative zenith angle dependence from the overall normalization and absolute charge
ratio, both data and MC were normalized to the vertical zenith angle bin. Excellent
agreement is found both between the simulation and the L3+C data demonstrating

the reliability of the transport code.
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Constraining the neutrino spectrum

A calculation of the atmospheric neutrino flux is beyond the scope of this work, which
focused on the experimental determination of the muon flux. However, it is interesting
to estimate the expected improvement on the knowledge of the neutrino flux using the
muon flux to constrain the neutrino flux predictions.

For this purpose, the muon flux constraint is studied with the air shower simulations
discussed in the previous sections. The simulated neutrino fluxes for the different in-
teraction models and the ®* and ®~ primary fluxes are shown in figure 7.5(a). As can
be seen, both the uncertainties on the primary flux and interactions in the atmosphere
have a large impact on the predicted neutrino fluxes.

In this study, it is assumed, that the ’observed’ muon and ’true’ neutrino spectrum
follow the ones obtained with TARGET and the average of the ®* and ®  primary
flux model. Inspired by the analytic approximations of the muon and neutrino spec-
trum (2.30) given in chapter 2, each simulated muon flux ®,, is fitted to the observed

muon spectrum and charge ratio by rescaling the fluxes according to

B, = (BL B b B+ D) a ™ (7.1)

and
/

+ +
_ O+ P

R (7.2)
q)w,i + (I>K,z'

Here @ﬁTK denote the positive and negative muon fluxes from parent pions and kaons
respectively, a is a global normalization factor, b adjusts the fraction of muons origi-
nating from the decay of K™ mesons and A+ is the difference between the simulated
and true primary nucleon spectral index.

Given the large systematic error of the measured charge ratio at high momenta, the
charge ratio constraint is only applied below 150 GeV.

The obtained parameters a, b and Ay are then used to rescale the simulated neutrino
fluxes as follows:

Bl = (P, + D7, +b- Dy, + D) -a-ptT (7.3)

The resulting constrained neutrino fluxes are shown in figure 7.5(b). As it was to be
expected from equation (2.35), the uncertainties due to the primary flux vanish almost
completely, if the hadronic interaction model is known. Also the difference between the
QGSJET and TARGET Z-factors (cf. table 2.1) is reduced. The largest deviations of the

constrained to the true neutrino spectrum is observed for SIBYLL at high energies. This
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Fig. 7.5: MC study on the neutrino flux constraint. For each interaction model two

different primary fluzes are used, as indicated by the two curves per model.

can be traced back to the different energy dependence of the kaon Z-factors predicted
by TARGET and SIBYLL, which are increasing with the energy in the former case and
decreasing in the latter.

Nevertheless, it can be concluded, that even with the very simple approach used here,
a considerable improvement on the knowledge on the absolute neutrino flux can be
achieved by constraining the theoretical neutrino flux predictions with the measured
muon flux. For a thorough evaluation of the remaining systematic errors, also different
low energy models, such as GHEISHA [60] and UrQMD [30], need to be investigated, and
the study of other widely used high energy interaction models, such as NeXuS [53] and
DPMJET [119] is needed.
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Chapter 8

SUMMARY AND OUTLOOK

In this thesis, a new measurement of the atmospheric muon spectrum using the L.3+C
detector is presented. Due to the large exposure of the experiment, its large magnetic
volume and an improved momentum determination algorithm, the muon flux could be
measured in a momentum range from 20 to 2000 GeV.

During the analysis special attention was given to the precise determination of all
relevant detector and environmental parameters needed to convert the raw data distri-
butions to an absolute surface level flux. Due to the large amount of available statistics,
extensive studies of the residual systematic uncertainties were possible. The current
overall normalization uncertainty of the vertical muon spectrum from previous mea-
surements [79] could be reduced from 7% to 2.4% in the vertical direction at 100 GeV.
The measurement covered a wide zenith angle range from 0 to 58° for both the muon
flux and the charge ratio. The latter could be determined up to 630 GeV. The average
total uncertainty of the muon flux is 3.0% at 200 GeV. The best average precision of
the charge ratio was achieved at 60 GeV and amounts to 1.6%.

The comparison to previous absolute flux measurements showed good overall agree-
ment at low energies, whereas at high energies a lower normalization with respect to

the results from [16,22] was determined.

The work provides an extensive and accurate data set with which the validity of atmo-
spheric neutrino flux calculations can be cross-checked. With the help of the absolute
normalization and spectral shape of the measured muon spectrum, the meson produc-
tion model and the assumed primary particle fluxes used in these calculations can be
tested. For a given ratio of positive to negative pion production in the atmosphere, the
measured muon charge ratio can furthermore be used to constrain the contribution of

positive kaons, which constitute an important source of atmospheric muon neutrinos.

Because of the systematic uncertainties of the measured charge ratio at high energies,

the predicted rise of the charge ratio due to the positive kaon contribution to the muon
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flux could not be confirmed here. Future atmospheric muon measurements, as for
instance planned with the ACORDE detector [14] at the LHC, should therefore focus

on an accurate detector alignment to keep the related systematics under control.

The study of current high energetic interaction models showed, that only one of the
three investigated models succeeds to reproduce the full data set. Interesting enough,
this is the phenomenological TARGET model, whereas the more sophisticated theoretical
models are incompatible with this data even within the large assumed errors of the
primary cosmic particle flux.

In the near future, several experiments will close the gap in between the low and
high energy primary flux measurements. The upgraded BESS spectrometer [10]
will be able to extend the measurement to 600 GeV, the ATIC [9] calorimeter will
measure the primary spectrum from 30 to 100 TeV in long duration balloon flights
and the AMS [11] detector, when finally launched to the international space station,
will have an unprecedented exposure allowing for a high statistics measurement up
to several TeV. Thus both, the incoming particle beam and muonic end products
on ground level will be known precisely and stringent tests of the high energetic

interaction models will be possible.
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APPENDIX: TABULATED MUON
FLUX RESULTS

Below, the parameters of the muon flux fit for each zenith angle bin are listed along with
their statistical and systematic errors o and the corresponding correlation matrices p;;.
According to the standard rule of error propagation, the covariance of two flux values

f = ® or charge ratio values f = R at two arbitrary momenta p; and p; is given by

Z O fr 3fz 10
da; O i 03 Pij s

1,j=1

where a; denote the eight muon flux fit parameters a; = ay,...,as = a as defined in
equation (6.11).

For the muon flux the partial derivatives are given by

0P

5o = In(10) gf o
and for the charge ratio they read as
OR

— =¢ In(10) g* R, .

9a, ¢ n(10) g;’ Ry

The coefficient functions g¥ are the derivatives of the exponent F} in equation (6.11)

with respect to the parameters a;:

o= 52w
o = =5 (=1~ 3)u 1)
g = %(yk — 1)(ye — 2)
= Sl

and
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Here y, = log,, pr and the charge ¢; is given by

—, 1 <4
4; = )
+, 1>4,

which should be read as a label in case of the flux and as a sign in case of the charge

ratio.
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A.1 Muon flux from 0.525 < cosf < 0.600
between 40 and 2000 GeV

fit result
parameter || value | stat. error | syst. error
a, -0.232 0.091 0.078
1y -2.878 0.002 0.017
as -6.111 0.014 0.058
o -2.706 0.273 0.293
a; -0.155 0.088 0.066
ay -2.775 0.002 0.023
ag -5.897 0.010 0.045
af -2.448 0.254 0.183

correlation matrix of statistical errors

ay ay  ay  a  af  ay a3 a
a; || 1.000 -0.641 -0.415 -0.993 -0.034 0.023 0.015 0.034
a, || -0.641 1.000 0.126 0.642 0.023 -0.019 -0.007 -0.023
a; || -0.415 0.126 1.000 0.490 0.017 -0.009 -0.024 -0.018
a; || -0.993 0.642 0.490 1.000 0.034 -0.023 -0.017 -0.035
af || -0.034 0.023 0.017 0.034 1.000 -0.682 -0.292 -0.995
as || 0.023 -0.019 -0.009 -0.023 -0.682 1.000 0.080 0.687
ag || 0.015 -0.007 -0.024 -0.017 -0.292 0.080 1.000 0.354
aj || 0.034 -0.023 -0.018 -0.035 -0.995 0.687 0.354 1.000

correlation matrix of systematic errors

af 0y 0y ap oy ag  ag  af
a; || 1.000 0.544 -0.610 -0.904 0.362 0.449 0.554 0.038
ay || 0.544 1.000 0.219 -0.217 0.688 0.984 0.409 -0.271
a; | -0.610 0.219 1.000 0.888 0.425 0.259 -0.476 -0.529
a, || -0.904 -0.217 0.888 1.000 0.025 -0.142 -0.590 -0.314
al | 0.362 0.688 0.425 0.025 1.000 0.631 -0.290 -0.850
ay | 0.449 0.984 0.259 -0.142 0.631 1.000 0.407 -0.235
ay | 0.554 0.409 -0.476 -0.590 -0.290 0.407 1.000 0.745
aj | 0.038 -0.271 -0.529 -0.314 -0.850 -0.235 0.745 1.000
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A.2 Muon flux from 0.600 < cosf <0.675
between 40 and 2000 GeV
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fit result
parameter || value | stat. error | syst. error
a, -0.165 0.055 0.079
Qg -2.875 0.001 0.012
as -6.142 0.013 0.060
a, -2.730 0.176 0.265
al -0.093 0.054 0.059
ay -2.770 0.001 0.017
ag -5.968 0.009 0.036
af -2.569 0.167 0.119

correlation matrix of statistical errors

+

+ +

+

aq ay az a, aq (o as ay
a; || 1.000 -0.667 -0.445 -0.991 -0.004 0.002 0.013 0.006
a, || -0.667 1.000 0.071 0.636 0.004 -0.016 0.003 -0.004
a; || -0.445 0.071 1.000 0.527 0.005 0.006 -0.048 -0.009
a; || -0.991 0.636 0.527 1.000 0.005 -0.001 -0.017 -0.008
af || -0.004 0.004 0.005 0.005 1.000 -0.708 -0.324 -0.993
as || 0.002 -0.016 0.006 -0.001 -0.708 1.000 0.043 0.690
aj || 0.013 0.003 -0.048 -0.017 -0.324 0.043 1.000 0.399
aj || 0.006 -0.004 -0.009 -0.008 -0.993 0.690 0.399 1.000

correlation matrix of systematic errors

N S O S R B
a; || 1.000 0.530 -0.693 -0.923 0.890 0.407 0.509 -0.858
ay || 0.530 1.000 0.148 -0.231 0.765 0.954 0.320 -0.483
a; || -0.693 0.148 1.000 0.915 -0.328 0.178 -0.476 0.524
ay |[-0.923 -0.231 0.915 1.000 -0.666 -0.146 -0.551 0.749
a; || 0.890 0.765 -0.328 -0.666 1.000 0.641 0.238 -0.903
ay || 0.407 0.954 0.178 -0.146 0.641 1.000 0.351 -0.348
ag || 0.509 0.320 -0.476 -0.551 0.238 0.351 1.000 -0.012
aj || -0.858 -0.483 0.524 0.749 -0.903 -0.348 -0.012 1.000




A.3 Muon flux from 0.675 < cosf < 0.750
between 32 and 2000 GeV

fit result
parameter || value | stat. error | syst. error
a, -0.208 0.038 0.061
ay -2.881 0.001 0.010
as -6.182 0.013 0.060
o -2.492 0.131 0.196
a; -0.007 0.036 0.052
ay -2.781 0.001 0.015
as -6.013 | 0.010 0.041
af -2.745 0.118 0.106

correlation matrix of statistical errors

a @y ey ey 6l ag oy af
a; || 1.000 -0.590 -0.466 -0.989 -0.058 0.026 0.046 0.063
a, || -0.590 1.000 -0.005 0.533 0.029 -0.056 0.005 -0.026
a; || -0.466 -0.005 1.000 0.556 0.037 0.006 -0.112 -0.048
a; || -0.989 0.533 0.556 1.000 0.061 -0.023 -0.056 -0.067
af || -0.058 0.029 0.037 0.061 1.000 -0.637 -0.378 -0.990
as || 0.026 -0.056 0.006 -0.023 -0.637 1.000 -0.013 0.589
aj || 0.046 0.005 -0.112 -0.056 -0.378 -0.013 1.000 0.466
aj || 0.063 -0.026 -0.048 -0.067 -0.990 0.589 0.466 1.000

correlation matrix of systematic errors

af 0y 0y ap oy ag  ag  af
a; || 1.000 0.624 -0.618 -0.898 0.729 0.442 0.465 -0.507
ay, || 0.624 1.000 0.104 -0.298 0.840 0.865 0.201 -0.584
a; | -0.618 0.104 1.000 0.900 0.035 0.094 -0.620 -0.125
ay || -0.898 -0.298 0.900 1.000 -0.388 -0.202 -0.594 0.222
al | 0.729 0.840 0.035 -0.388 1.000 0.667 -0.089 -0.885
ay | 0.442 0.865 0.094 -0.202 0.667 1.000 0.285 -0.384
ay | 0.465 0.201 -0.620 -0.594 -0.089 0.285 1.000 0.491
aj || -0.507 -0.584 -0.125 0.222 -0.885 -0.384 0.491 1.000
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A.4 Muon flux from 0.750 < cosf < 0.825
between 32 and 2000 GeV
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fit result
parameter || value | stat. error | syst. error
a, -0.130 0.044 0.062
Qg -2.889 0.001 0.013
s -6.264 0.015 0.076
a, -2.756 0.155 0.221
al -0.004 0.025 0.049
ay -2.788 0.001 0.016
ag -6.023 0.010 0.054
af -2.712 0.091 0.119

correlation matrix of statistical errors

+

+ +

+

aq ay az a, aq (o as ay
a; || 1.000 -0.591 -0.545 -0.990 -0.021 0.010 0.011 0.021
a, || -0.591 1.000 0.041 0.536 0.012 -0.006 -0.005 -0.012
a; || -0.545 0.041 1.000 0.628 0.012 -0.005 -0.009 -0.013
a; || -0.990 0.536 0.628 1.000 0.020 -0.010 -0.011 -0.021
af || -0.021 0.012 0.012 0.020 1.000 -0.506 -0.413 -0.986
as || 0.010 -0.006 -0.005 -0.010 -0.506 1.000 -0.087 0.430
ag || 0.011 -0.005 -0.009 -0.011 -0.413 -0.087 1.000 0.513
aj || 0.021 -0.012 -0.013 -0.021 -0.986 0.430 0.513 1.000

correlation matrix of systematic errors

N S O S R B
a; || 1.000 0.457 -0.677 -0.903 0.516 0.438 0.607 -0.117
ay || 0.457 1.000 0.176 -0.131 0.714 0.983 0.208 -0.351
a; || -0.677 0.176 1.000 0.926 0.250 0.113 -0.740 -0.470
ay ||-0.903 -0.131 0.926 1.000 -0.126 -0.155 -0.718 -0.192
a; || 0.516 0.714 0.250 -0.126 1.000 0.617 -0.217 -0.837
ay || 0.438 0.983 0.113 -0.155 0.617 1.000 0.283 -0.237
ay || 0.607 0.208 -0.740 -0.718 -0.217 0.283 1.000 0.691
aj || -0.117 -0.351 -0.470 -0.192 -0.837 -0.237 0.691 1.000




A.5 Muon flux from 0.825 < cosf < 0.900
between 32 and 2000 GeV

fit result
parameter || value | stat. error | syst. error
a, -0.070 0.029 0.086
ay -2.902 0.001 0.009
s -6.234 0.015 0.131
o -2.815 0.113 0.366
a; -0.029 0.020 0.042
ay -2.790 | 0.001 0.014
ag -6.083 0.012 0.063
af -2.591 0.079 0.105

correlation matrix of statistical errors

A ay I S B
a; || 1.000 -0.407 -0.547 -0.986 -0.005 -0.001 0.006 0.006
a, || -0.407 1.000 -0.102 0.322 -0.000 -0.002 0.001 0.000
a; || -0.547 -0.102 1.000 0.643 0.006 0.002 -0.010 -0.007
a; || -0.986 0.322 0.643 1.000 0.006 0.001 -0.007 -0.006
af || -0.005 -0.000 0.006 0.006 1.000 -0.298 -0.516 -0.985
as || -0.001 -0.002 0.002 0.001 -0.298 1.000 -0.175 0.196
agy || 0.006 0.001 -0.010 -0.007 -0.516 -0.175 1.000 0.619
aj || 0.006 0.000 -0.007 -0.006 -0.985 0.196 0.619 1.000

correlation matrix of systematic errors

a0y o ol ag  ay  af
a;y || 1.000 0.308 -0.872 -0.954 0.291 0.325 0.810 0.141
ay, || 0.308 1.000 0.094 -0.074 0.771 0.943 0.121 -0.426
a; | -0.872 0.094 1.000 0.979 0.195 -0.013 -0.876 -0.513
a, || -0.954 -0.074 0.979 1.000 -0.002 -0.144 -0.877 -0.373
al | 0.291 0.771 0.195 -0.002 1.000 0.624 -0.181 -0.826
ay | 0.325 0.943 -0.013 -0.144 0.624 1.000 0.248 -0.235
ay | 0.810 0.121 -0.876 -0.877 -0.181 0.248 1.000 0.665
aj | 0.141 -0.426 -0.513 -0.373 -0.826 -0.235 0.665 1.000
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A.6 Muon flux from 0.900 < cosf < 0.938
between 25 and 2000 GeV

158

fit result
parameter || value | stat. error | syst. error
a, -0.162 0.025 0.042
Qg -2.906 0.001 0.009
s -6.302 0.012 0.069
a, -2.569 0.094 0.093
al -0.046 0.013 0.039
ay -2.796 0.001 0.017
ag -6.063 0.009 0.070
af -2.494 0.055 0.091

correlation matrix of statistical errors

ay ay  ay  ay af  ay a3 a
a; || 1.000 -0.449 -0.458 -0.984 -0.003 -0.000 0.003 0.003
ay || -0.449 1.000 -0.099 0.373 0.000 -0.001 0.000 -0.000
a; || -0.458 -0.099 1.000 0.565 0.003 0.001 -0.006 -0.004
a; || -0.984 0.373 0.565 1.000 0.003 0.000 -0.004 -0.003
af || -0.003 0.000 0.003 0.003 1.000 -0.272 -0.425 -0.979
as || -0.000 -0.001 0.001 0.000 -0.272 1.000 -0.201 0.161
ag || 0.003 0.000 -0.006 -0.004 -0.425 -0.201 1.000 0.548
aj || 0.003 -0.000 -0.004 -0.003 -0.979 0.161 0.548 1.000

correlation matrix of systematic errors

N S O S R B
a; || 1.000 0.691 0.405 -0.923 0.900 0.349 -0.460 -0.947
ay || 0.691 1.000 0.253 -0.476 0.816 0.847 -0.003 -0.501
a; || 0.405 0.253 1.000 -0.392 0.097 -0.009 -0.816 -0.339
ay || -0.923 -0.476 -0.392 1.000 -0.734 -0.146 0.649 0.994
a; || 0.900 0.816 0.097 -0.734 1.000 0.636 -0.061 -0.787
ay || 0.349 0.847 -0.009 -0.146 0.636 1.000 0.293 -0.170
ag || -0.460 -0.003 -0.816 0.649 -0.061 0.293 1.000 0.579
aj || -0.947 -0.501 -0.339 0.994 -0.787 -0.170 0.579  1.000




A.7 Muon flux from 0.938 < cosf <0.975
between 25 and 2000 GeV

fit result
parameter || value | stat. error | syst. error
a, -0.052 0.024 0.037
1y -2.926 0.001 0.010
s -6.279 0.015 0.052
o -2.925 0.095 0.082
a; -0.059 0.012 0.039
ay -2.816 0.001 0.018
ag -6.097 0.011 0.056
af -2.487 0.055 0.086

correlation matrix of statistical errors

a @y ey ey 6l ag oy af
a; || 1.000 -0.310 -0.504 -0.984 -0.005 -0.002 0.005 0.005
a, || -0.310 1.000 -0.174 0.208 -0.001 -0.006 0.003 0.002
a; || -0.504 -0.174 1.000 0.611 0.005 0.003 -0.012 -0.007
a; || -0.984 0.208 0.611 1.000 0.005 0.002 -0.006 -0.006
af || -0.005 -0.001 0.005 0.005 1.000 -0.101 -0.459 -0.979
as || -0.002 -0.006 0.003 0.002 -0.101 1.000 -0.257 -0.025
ag || 0.005 0.003 -0.012 -0.006 -0.459 -0.257 1.000 0.581
aj || 0.005 0.002 -0.007 -0.006 -0.979 -0.025 0.581 1.000

correlation matrix of systematic errors

af 0y 0y ap oy ag  ag  af
a; || 1.000 0.660 -0.056 -0.881 0.949 0.462 0.019 -0.786
a, || 0.660 1.000 0.251 -0.366 0.808 0.913 0.148 -0.422
a; [ -0.056 0.251 1.000 0.416 0.150 0.087 -0.677 -0.327
a, || -0.881 -0.366 0.416 1.000 -0.732 -0.223 -0.050 0.701
al | 0.949 0.808 0.150 -0.732 1.000 0.656 -0.033 -0.775
ay | 0.462 0.913 0.087 -0.223 0.656 1.000 0.349 -0.160
ag | 0.019 0.148 -0.677 -0.050 -0.033 0.349 1.000 0.598
aj | -0.786 -0.422 -0.327 0.701 -0.775 -0.160 0.598  1.000
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A.8 Muon flux from 0.975 < cosf < 1.000
between 20 and 2000 GeV

fit result
parameter || value | stat. error | syst. error
a; -0.150 0.020 0.035
Qg -2.937 0.001 0.008
as -6.324 0.014 0.053
a, -2.647 0.082 0.088
al -0.065 0.011 0.036
ay -2.829 0.001 0.013
ag -6.132 0.010 0.051
af -2.500 0.048 0.093

correlation matrix of statistical errors

a; ay az a, a ay ag af

a; || 1.000 -0.248 -0.513 -0.983 -0.012 -0.007 0.015 0.015
a, || -0.248 1.000 -0.204 0.140 -0.005 -0.025 0.011 0.009
az || -0.513 -0.204 1.000 0.623 0.013 0.013 -0.042 -0.020
a,; ||-0.983 0.140 0.623 1.000 0.015 0.010 -0.020 -0.018
a; || -0.012 -0.005 0.013 0.015 1.000 -0.112 -0.426 -0.974
as || -0.007 -0.025 0.013 0.010 -0.112 1.000 -0.265 -0.023
ay || 0.015 0.011 -0.042 -0.020 -0.426 -0.265 1.000 0.563
aj || 0.015 0.009 -0.020 -0.018 -0.974 -0.023 0.563  1.000

correlation matrix of systematic errors

- — - + + + +
a; ) as ay ap ay as ay

ay || 1.000 0.647 -0.267 -0.854 0.867 0.490 0.168 -0.547
a, || 0.647 1.000 0.210 -0.320 0.776 0.889 0.060 -0.448
as || -0.267 0.210 1.000 0.700 0.210 0.039 -0.710 -0.461
ay || -0.854 -0.320 0.700 1.000 -0.527 -0.272 -0.362 0.252
al || 0.867 0.776 0.210 -0.527 1.000 0.597 -0.213 -0.808
ag || 0.490 0.889 0.039 -0.272 0.597 1.000 0.262 -0.187
ay || 0.168 0.060 -0.710 -0.362 -0.213 0.262 1.000 0.728
aj || -0.547 -0.448 -0.461 0.252 -0.808 -0.187 0.728 1.000
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