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Compound semiconductor alloys such as InxGa1�xAs, GaAsxP1�x, or CuInxGa1�xSe2 are

increasingly employed in numerous electronic, optoelectronic, and photonic devices due to the

possibility of tuning their properties over a wide parameter range simply by adjusting the alloy

composition. Interestingly, the material properties are also determined by the atomic-scale structure

of the alloys on the subnanometer scale. These local atomic arrangements exhibit a striking devia-

tion from the average crystallographic structure featuring different element-specific bond lengths,

pronounced bond angle relaxation and severe atomic displacements. The latter, in particular, have

a strong influence on the bandgap energy and give rise to a significant contribution to the experi-

mentally observed bandgap bowing. This article therefore reviews experimental and theoretical

studies of the atomic-scale structure of III-V and II-VI zincblende alloys and I-III-VI2 chalcopyrite

alloys and explains the characteristic findings in terms of bond length and bond angle relaxation.

Different approaches to describe and predict the bandgap bowing are presented and the correlation

with local structural parameters is discussed in detail. The article further highlights both similarities

and differences between the cubic zincblende alloys and the more complex chalcopyrite alloys and

demonstrates that similar effects can also be expected for other tetrahedrally coordinated semicon-

ductors of the adamantine structural family. VC 2015 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4930002]
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I. INTRODUCTION

A. Compound semiconductor alloys

Compound semiconductor alloys have received tremen-

dous attention over the last decades due to their enormous

potential for application in electronic, optoelectronic, and

photonic devices. III-V ternary alloys such as InxGa1�xAs,

InxGa1�xP, or GaAsxP1�x are increasingly employed as light

emitting diodes and lasers, infrared detectors, modulators,

high mobility transistors, field effect transistors, and power

amplifiers.1–10 Multi-junction concentrator solar cells based

on ternary III-V alloys have reached a record efficiency ofa)Electronic mail: c.schnohr@uni-jena.de
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more than 44%.11,12 The development of high-quality GaN

and GaN based ternary alloys such as GaxAl1�xN and

InxGa1�xN has paved the way for efficient blue light emitting

diodes and was awarded the 2014 Nobel Prize in Physics.13

Applications of II-VI ternary alloys such as HgxCd1�xTe,

CdxZn1�xTe, or CdxZn1�xSe range from infrared and X-ray

detectors to light emitting diodes and nanoparticle

lasers.14–22 The more complex I-III-VI2 quaternary or penta-

nary alloys are most prominently used for thin film photovol-

taics. Solar cells based on the CuInxGa1�x(SeyS1�y)2 system

have repeatedly reached efficiencies well above 20% with a

current record of 21.7% thus closing the gap to silicon-based

technologies.23–25 Furthermore, these record efficiencies

have been achieved on both conventional glass substrates

and flexible polymer foils.25 The latter, in particular, offers

tantalizing new applications in the fields of architecture and

product design.

The basis for the success of all these semiconductor

alloys is the possibility to purposefully tune the material

properties by adjusting the alloy composition. This is due to

the fact that many physical properties of these alloys

change continuously between the values of the correspond-

ing parent compounds. As an example, Fig. 1 displays

the lowest bandgap energy, Eg, as a function of the lattice

constant, a, for selected III-V and II-VI ternary alloys.

Clearly, by choosing a suitable material with the appropri-

ate composition, Eg or a can be selected within a wide

parameter range. Alloying cations and anions, like in

InxGa1�xAsyP1�y, even allows to adjust both bandgap

energy and lattice constant independently.26 Semiconductor

alloys thus provide a large and versatile group of materials

that offer a wide range of physical properties highly suita-

ble for advanced device applications.

Many III-V and II-VI semiconductors crystallize in the

cubic zincblende structure (space group F�43m) shown sche-

matically in Fig. 2(c). It can be derived from the simpler dia-

mond structure (space group Fd�3m) shown in Fig. 2(a), by

populating one of the two crystallographic sites with the

group-III or group-II cations and the other with the group-V

or group-VI anions thereby creating two distinct sublattices.

Due to the tetrahedral coordination of these adamantine

structures,27,28 each cation is bonded to four anions and each

anion is bonded to four cations.

Semiconductor alloys typically crystallize in the same

crystal structure as the parent compounds. Mixing two

group-IV semiconductors with the diamond structure such as

Ge and Si yields a GexSi1�x alloy, where each lattice site of

the diamond structure is occupied randomly by either Ge or

Si atoms as shown schematically in Fig. 2(b). For ternary

AxB1�xC or CAxB1�x alloys with the zincblende structure,

FIG. 1. Lowest bandgap energy versus lattice constant for selected III-V

(red) and II-VI (blue) ternary semiconductor alloys with zincblende struc-

ture.26 Solid and dashed lines represent direct and indirect bandgaps,

respectively.

FIG. 2. Schematics of the tetrahedrally coordinated (a) diamond, (c) zinc-

blende, and (e) chalcopyrite structure. Population of the two different lattice

sites of the diamond structure with cations and anions yields the zincblende

structure. Ordered substitution of one lattice site in the zincblende structure

with two different atomic species leads to a number of possible structures

one of which is the chalcopyrite structure. In contrast, random substitution

of a lattice site with two different atoms leads to an alloy with the same crys-

tal structure as the parent compounds as shown in panels (b), (d), and (f).

Images created with VESTA.29
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one of the two sublattices is occupied solely by the C atoms

while the other sublattice is populated randomly with the iso-

valent A and B atoms (see Fig. 2(d)). In contrast, a new crys-

tal structure is obtained if the occupation of the mixed

sublattice with the two different atomic species occurs in an

ordered periodic manner. One possible structure that can

result from such an ordered substitution is the chalcopyrite

structure (space group I�42d) shown in Fig. 2(e).

The chalcopyrite structure is typically observed for the

ternary I-III-VI2 compounds that are derived from the II-VI

zincblende semiconductors by replacing the group-II atoms

with equal portions of group-I and group-III atoms. Each of

these cations is still bonded to four group-VI anions; how-

ever, the anions are now bonded to two group-I and two

group-III first nearest neighbors. This leads to a doubling of

the unit cell and consequently to two different lattice con-

stants, a and c. Ideally, the ratio g ¼ c=2a equals one and the

anions occupy the ideal tetrahedral lattice site characterized

by the fractional coordinates ðx; y; zÞ ¼ ð1=4; 1=4; 1=8Þ
within the chalcopyrite unit cell. Due to the different physi-

cal and chemical properties of the group-I and group-III cati-

ons, however, many chalcopyrite materials exhibit a

tetragonal distortion given by g 6¼ 1 and a displacement of

the anions away from the ideal tetrahedral site characterized

by x 6¼ 1=4. The latter is accompanied by two unequal bond

lengths, dI and dIII. Chalcopyrite materials are thus intrinsi-

cally more complex than zincblende semiconductors but

they still feature the characteristic tetrahedral coordination

central to the structures of the adamantine family. A random

alloy is again formed by mixing two chalcopyrite com-

pounds such that one crystallographic site is occupied ran-

domly by two different but isovalent elements as shown

schematically in Fig. 2(f).

For most semiconductor alloys, the lattice constants aA

and aB of the parent compounds are not identical and the

alloy lattice constant, a(x), changes more or less linearly

with composition x between the two end values

aðxÞ ¼ xaA þ ð1� xÞaB ¼ A0 þ B0x; (1)

where A0 ¼ aB and B0 ¼ aA � aB. This behavior is known

as Vegard’s Law30 and has been observed for most zinc-

blende and chalcopyrite semiconductor alloys using X-ray

or neutron diffraction techniques.26,31–45 The virtual crys-

tal approximation (VCA) therefore assumes a perfect crys-

tal structure for the random alloy where each atom is

located at the ideal lattice site and the lattice constant is

given by Eq. (1).46 As a consequence, the A and B atoms

of the mixed sublattice are surrounded by the same local

structural environment. In particular, they both have the

same first nearest neighbor bond length, dA¼ dB, which

changes linearly with alloy composition x and the bond

angles remain unchanged. The VCA model has been used

extensively in the literature due to its inherent simplicity.

It does, however, fail to fully explain the composition de-

pendence of other properties such as the bandgap energy,

Eg, which changes nonlinearly for many semiconductor

alloys. In most cases, Eg can be described by a quadratic

dependence of the form

EgðxÞ ¼ xEA
g þ ð1� xÞEB

g � bxð1� xÞ
¼ A00 þ B00xþ C00x2; (2)

with A00 ¼ EB
g ; B00 ¼ EA

g � EB
g � b, and C00 ¼ b. The first two

terms in this equation represent the weighted average of the

bandgaps of the binary parent compounds

�EgðxÞ ¼ xEA
g þ ð1� xÞEB

g : (3)

The difference DEgðxÞ between the average bandgap, �EgðxÞ,
and the alloy bandgap, EgðxÞ, is called the bandgap bowing

and is given by

DEgðxÞ ¼ �EgðxÞ � EgðxÞ ¼ bxð1� xÞ: (4)

In order to fully understand this bandgap bowing, the

local atomic arrangements in semiconductor alloys have to

be considered. As it turns out, this atomic-scale structure

shows a striking deviation from the VCA model and thus

from the average long-range crystallographic structure. It has

been pointed out already very early that the lattice mismatch

in semiconductor alloys can also be accommodated by a

change in the bond angles rather than by a change in the

bond lengths.47 In the extreme case, the two first nearest

neighbor distances, dA and dB, are independent of composi-

tion x and identical to those of the parent compounds while

the lattice mismatch is accommodated entirely by an adjust-

ment of the bond angles.

The atomic-scale structure of semiconductor alloys, in

particular, the extent of bond length and bond angle relaxa-

tion has been extensively studied using X-ray absorption

spectroscopy (XAS). This technique measures the X-ray

absorption coefficient as a function of X-ray energy above

a given absorption edge. The energy-dependent fine struc-

ture of the absorption coefficient depends on the atomic

environment of the absorbing atoms and thus provides

element-specific local structural parameters such as intera-

tomic distances, coordination numbers, and measures for

structural and thermal disorder.48–50 XAS can be applied to

both ordered and disordered systems making it an

extremely powerful technique for structural analysis of

advanced semiconductor materials.51 Using XAS, the dA

and dB bond lengths of a vast number of III-V, II-VI, and

I-III-VI2 semiconductor alloys were shown to be very dif-

ferent from each other. Furthermore, they remain nearly

constant over the whole compositional range even if the

lattice constants change considerably. The element-specific

bond lengths are thus much closer to the values of the cor-

responding parent compounds than to the ones predicted

by the VCA and the lattice mismatch is accommodated pri-

marily by bond angle relaxation. Consequently, significant

displacements of the atoms from their ideal lattice sites are

observed in nearly all semiconductor alloys. Interestingly,

these local atomic arrangements have a strong influence

on many important material properties most prominently

the bandgap energy. It is therefore the aim of this paper,

to review both experimental and theoretical studies of

the atomic-scale structure in compound semiconductor

alloys and to discuss the correlation between these

031304-3 C. S. Schnohr Appl. Phys. Rev. 2, 031304 (2015)
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subnanometer structural parameters and the characteristic

bandgap bowing.

B. Scope and organization of the paper

The review is focused on compound semiconductor

alloys such as III-V and II-VI ternary alloys and I-III-VI2

quaternary alloys that feature distinct cation and anion sub-

lattices. The atomic-scale structure of group-IV semiconduc-

tor alloys such as GexSi1�x has also been studied extensively

using both experimental52–57 and theoretical58,59 techniques

and was recently reviewed in Ref. 60. While it shows many

similarities with the local structure of compound semicon-

ductor alloys, it also exhibits some unique features and will

not be discussed here. Regarding the III-V and II-VI ternary

alloys, the paper mainly concentrates on materials with the

zincblende structure although some results will also be pre-

sented for materials with other crystal structures such as the

nitride alloys. Among the I-III-VI2 alloys with chalcopyrite
structure, Cu(In,Ga)Se2 and Cu(In,Ga)S2 are so far the only

materials for which detailed experimental studies of the

atomic-scale structure have been reported. These works will

be reviewed to highlight both the similarities with the ternary

III-V and II-VI alloys and the differences arising from the

increased complexity of the chalcopyrite structure compared

to the zincblende structure.

Different types of short- and long-range order have been

observed for some III-V and II-VI ternary alloys depending

on the growth conditions (see Refs. 26, 61–63, and referen-

ces therein). These structural modifications can affect many

material properties and thus present another possibility to

purposefully tailor semiconductor alloys. However, the cor-

relation between growth conditions, type and degree of

ordering, and alloy properties is complex and presents a

large field of its own. The focus of this review is therefore on

random semiconductor alloys with no short- or long-range

order. Moreover, the paper is focused on alloys with one
mixed sublattice including III-V and II-VI ternary alloys and

I-III-VI2 quaternary alloys. Systems with two mixed sublatti-

ces show very similar features yet the additional degrees of

freedom increase the complexity of the material. For exam-

ple, preferential bonding between the two different cation

and anion species has been observed for several III-V and II-

VI AxB1�xCyD1�y quaternary alloys.64–66 Finally, the review

concentrates on studies of bulk semiconductor alloys

although the effects of tensile or compressive strain on the

atomic-scale structure of epitaxial thin films is discussed for

ternary alloys with the zincblende structure.

The paper is organized as follows. Section II constitutes

a very brief introduction to XAS highlighting its characteris-

tic features that allow the study of local structural parameters

in semiconductor alloys. Section III then deals with III-V

and II-VI ternary alloys that crystallize in the zincblende

structure presenting first the experimental findings for the

atomic-scale structure. This is followed by a discussion of

the competing mechanisms of bond stretching and bond

bending. Subsequently, different approaches to model the

atomic-scale structure of ternary semiconductor alloys are

reviewed and the atomic displacements associated with the

local structural arrangements are analyzed. The last part of

Sec. III presents a detailed discussion of the correlation

between atomic-scale structure and bandgap bowing in these

zincblende semiconductor alloys. Section IV reviews studies

of Cu(In,Ga)Se2 and Cu(In,Ga)S2 alloys with chalcopyrite

structure elaborating first on the atomic-scale structure and

anion displacement followed by a discussion of the bandgap

energy and the local electronic states. It builds on the ideas

and concepts explained in detail in Sec. III but can also be

read independently to gain a first insight into the features

observed for chalcopyrite alloys. Conclusions are given in

Sec. V summarizing similarities and differences of the vari-

ous materials presented and highlighting the strong influence

of the atomic-scale structure of semiconductor alloys on im-

portant material properties.

II. X-RAY ABSORPTION SPECTROSCOPY

X-ray absorption spectroscopy is a powerful tool for

structural analysis applicable to a vast range of materials and

widely used in physics, chemistry, material science, geology,

biology, and environmental science.48–51 It is based on the

measurement of the material specific and energy-dependent

X-ray absorption coefficient, lðEÞ, where E denotes the

X-ray energy. As shown in Fig. 3, lðEÞ decreases with

increasing photon energy until the binding energy of a core

electron is reached. For X-ray energies larger than this bind-

ing energy, the photon can be absorbed thereby creating a

free photoelectron and a core hole. The X-ray absorption

coefficient therefore exhibits a sharp increase at the binding

energy of the core electron and then continues to decrease

with increasing photon energy. The binding energy of the

core electron and hence the position of the absorption edge

depend on the type of the absorbing atom and are thus ele-

ment-specific.

The photoelectron wave created during the absorption

process propagates outwards and is scattered at the neighbor-

ing atoms. The final state is therefore a superposition of the

FIG. 3. X-ray absorption coefficient versus photon energy measured at the

In K-edge (27.94 keV) of crystalline InP. The red and blue arrows indicate

the region of the X-ray absorption near edge structure (XANES) and the

extended X-ray absorption fine structure (EXAFS), respectively.
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outgoing and scattered photoelectron waves as shown sche-

matically in Fig. 4. The interference pattern thus created

depends on the number and type of neighboring atoms, on

their distance to the absorber and on the photoelectron wave-

length which is determined by the initial X-ray energy. For a

given absorber environment, different X-ray energies will

thus lead to constructive or destructive interference at the

site of the absorbing atom which enhances or diminishes the

probability for absorption, respectively. The resulting modu-

lation of the X-ray absorption coefficient above the absorp-

tion edge is known as the X-ray absorption fine structure,

vðEÞ, and can be easily seen in Fig. 3. Since the interference

pattern depends on the geometric arrangement of the neigh-

boring atoms, vðEÞ contains information about the structural

environment of the absorbing atom.

Two different regions of the fine structure are typically

distinguished as indicated in Fig. 3. The X-ray absorption

near edge structure (XANES) constitutes the edge itself and

the region very close to it while the extended X-ray absorp-

tion fine structure (EXAFS) extends from approximately

30 eV above the edge up to 1000 eV or more above the edge.

The XANES region is sensitive to chemical bonding and to

the three-dimensional symmetry of the surrounding struc-

ture. It thus provides information about the valence state of

the absorbing atom and the kind of first nearest neighbors

and about the crystallinity and phase of the material. The

EXAFS region mostly depends on the geometric arrange-

ment of the atoms surrounding the absorber. It therefore pro-

vides information about coordination numbers, interatomic

distances, and structural and thermal disorder.

The X-ray absorption fine structure is measured for a

particular absorption edge and thus for a particular element

in the sample. The structural information provided by

EXAFS is therefore element-specific and describes the envi-

ronment of a particular atomic species within the material.

Furthermore, the spatial range probed by EXAFS is usually

of the order of six to ten angstroms due to the finite lifetime

of the core hole and the finite mean free path of the photo-

electron. This makes EXAFS a very local probe typically

limited to the first three or four coordination shells. As a con-

sequence, EXAFS does not require any long-range order and

is equally applicable to crystalline, disordered, and even

amorphous materials. The X-ray absorption process occurs

on a time scale much shorter than that for atomic motion.

The interference pattern shown schematically in Fig. 4 thus

depends on the instantaneous configuration around the

absorbing atom and EXAFS is sensitive to the correlated

motion of neighboring atoms. The measured fine structure of

the absorption coefficient as shown in Fig. 3 therefore repre-

sents the average over all atomic configurations present in

the sample.

In particular, EXAFS measures the interatomic distance

distribution of a given coordination shell as shown schemati-

cally in Fig. 5. Analysis of the EXAFS signal then yields (i)

the mean value of the distance distribution which corre-

sponds to the bond length in case of the first nearest neighbor

shell; (ii) the variance or width of the distance distribution

which is a measure for static disorder and relative thermal

vibrations; and (iii) the potential asymmetry of the distance

distribution which may be significant at high temperatures or

for highly strained or disordered materials. This structural in-

formation together with the short-range and element-specific

nature of EXAFS makes it an ideal tool for studying the

atomic-scale structure of compound semiconductor alloys. A

short introduction to the technique is given in Ref. 67, while

detailed discussions of both theoretical and experimental

aspects are provided in Refs. 48–50.

III. ZINCBLENDE MATERIALS

Most of the III-V semiconductors crystallize in the cubic

zincblende structure shown in Fig. 2(c). Only the nitride

compounds prefer the similar but hexagonal wurtzite struc-

ture (space group P63mc). Among the II-VI semiconductors,

the zincblende structure is again most commonly

FIG. 4. Schematic of the central absorbing atom (orange) and its surround-

ing first nearest neighbors (blue). The outgoing photoelectron wave (solid

orange lines) is reflected at the neighboring atoms (dashed blue lines) thus

creating an interference pattern that depends on the photoelectron wave-

length and on the geometric arrangement of the neighboring atoms.

FIG. 5. Schematic of the interatomic distance distribution characterized by

the mean value (red) corresponding to the bond length, the variance or stand-

ard deviation (blue) corresponding to the width of the distance distribution

and a potential asymmetry (green) corresponding to an excess of either long

or short distances.
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encountered although some compounds are found to crystal-

lize in the wurtzite or rocksalt structure (space group Fm�3m).

However, different crystal structures can be stabilized for

many materials depending on the growth conditions. This

results in different physical properties even for one and the

same compound. Table I lists some basic properties for a

number of III-V and II-VI semiconductors with zincblende

structure. The Phillips ionicity68,69 varies between 0.25 and

0.42 for the III-V compounds, while it is found between 0.61

and 0.79 for the II-VI materials. The lattice constant ranges

from 5.45 and 5.41 Å for GaP and ZnS, respectively, to

6.48 Å for InSb and CdTe. The bandgap energy is lowest for

compounds consisting of high Z elements and highest for

compounds made up of light elements. The values range

from nearly zero to 1.43 and 3.73 eV for the direct III-V and

II-VI semiconductors, respectively. For the indirect III-V

semiconductors, the lowest bandgap energy varies between

1.62 and 2.48 eV. This brief comparison already demon-

strates very clearly the wide range of properties spanned by

this class of semiconductor materials.

Most III-V and II-VI semiconductors with a common

element are completely miscible over the entire composi-

tional range forming ternary alloys with the same crystal

structure as the parent compounds. Prominent examples for

lattice-matched systems include AlAs-GaAs and CdSe-HgSe

where the difference in the lattice constants of the binary

parent compounds is less than 0.2%. Many other systems,

however, are lattice-mismatched with differences in the bi-

nary lattice constants of up to �10%. Most of these alloys

were found to obey Vegard’s Law and the ternary lattice

constant can be described to a very good approximation by

Eq. (1).26 As an example, Fig. 6 plots the lattice constant,

a(x), of InxGa1�xAs versus alloy composition x.31,32 The val-

ues clearly increase linearly with increasing In content as

expected from Vegard’s Law and the VCA starting at the lat-

tice constant of GaAs for x¼ 0 and reaching the lattice con-

stant of InAs for x¼ 1. In contrast, the bandgap energy often

exhibits a notably nonlinear change with alloy composition

and can often be described satisfactorily by Eq. (2).26,71 The

lowest bandgap energy, EgðxÞ, of InxGa1�xAs is shown as a

function of alloy composition x in Fig. 7.72–74 The values are

well described by the quadratic behavior of Eq. (2) yielding

an average bowing parameter b of 0.58 eV.26 The bandgap

bowing observed for other III-V and II-VI ternary alloys is

discussed in detail in Sec. III E. Despite the nonlinearity, the

bandgap energy changes continuously with changing alloy

composition and can be purposefully tuned to any intermedi-

ate value by adjusting the In to Ga ratio. As shown in Fig. 1,

this enables the precise tailoring of important material prop-

erties, most prominently the lattice constant and the bandgap

energy, over a wide parameter range.

TABLE I. Phillips ionicity, fi,
68,69 lattice constant, a, first nearest neighbor

bond length, d, lowest direct and indirect bandgap energy, E
ðdÞ
g and E

ðiÞ
g ,

respectively, and nature, n, of the lowest bandgap at 300 K for different III-

V and II-VI binary compounds with zincblende structure.26,70

Material fi a (Å) d (Å) E
ðdÞ
g (eV) E

ðiÞ
g (eV) n

AlP 0.307 5.464 2.366 3.91 2.48 i

AlAs 0.274 5.661 2.451 3.01 2.15 i

AlSb 0.250 6.136 2.657 2.27 1.62 i

GaP 0.327 5.451 2.360 2.76 2.26 i

GaAs 0.310 5.653 2.448 1.43 1.72 d

GaSb 0.261 6.096 2.640 0.72 0.76 d

InP 0.421 5.869 2.541 1.35 2.05 d

InAs 0.357 6.058 2.623 0.36 1.07 d

InSb 0.321 6.479 2.805 0.17 0.93 d

ZnSa 0.623 5.410 2.343 3.73 5.14 d

ZnSe 0.630 5.669 2.455 2.72 3.40 d

ZnTe 0.609 6.104 2.643 2.27 3.05 d

CdSb 0.685 5.825 2.522 2.46 5.24 d

CdSeb 0.699 6.077 2.631 1.68 4.37 d

CdTe 0.717 6.481 2.806 1.51 3.48 d

HgSa 0.790 5.851 2.534 �0.04 d

HgSe 0.680 6.084 2.634 �0.08 d

HgTe 0.650 6.460 2.797 �0.15 d

aMaterials for which the zincblende structure is one of the preferred crystal

structures.
bMaterials typically crystallize in the wurtzite structure but can also be

observed in the zincblende modification.

FIG. 6. Lattice constant versus composition x for InxGa1–xAs. The data are

taken from Refs. 31 (red circles) and 32 (green triangles). The thin gray lines

represent the binary values and Vegard’s Law.

FIG. 7. Bandgap energy versus composition x for the direct semiconductor

InxGa1–xAs. The data are taken from Refs. 72 (red circles), 73 (green trian-

gles), and 74 (blue squares). The black solid line corresponds to a quadratic

dependence as given by Eq. (2) with an average bowing parameter b ¼
0.58 eV.26 The thin gray lines represent the binary values and their weighted

average.
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A. Atomic-scale structure

1. First nearest neighbor shell

The first EXAFS study of the atomic-scale structure of

semiconductor alloys was the pioneering work on

InxGa1�xAs.32,75 This cation-mixed alloy crystallizes in the

zincblende structure and the lattice constant closely follows

Vegard’s Law (see Fig. 6). As shown schematically in

Fig. 2(d), one sublattice is occupied by the As anions while

the other sublattice is populated randomly by In and Ga cati-

ons. Each cation is bonded to four As anions, whereas each

anion is surrounded by a mixed first nearest neighbor shell

consisting of both In and Ga atoms. The system is thus char-

acterized by two different bonds, namely, In-As and Ga-As.

Based on Vegard’s Law and the VCA, the corresponding

bond lengths should be identical and should change linearly

with composition x. Using EXAFS, the individual element-

specific bond length have been measured for the first time

thus assessing the validity of the VCA. Figure 8 plots the

In-As and Ga-As bond lengths as a function of the composi-

tion x. The two bond lengths are very different from each

other and remain much closer to the values of the binary par-

ent compounds than to the ones predicted by the VCA. They

do exhibit a linear increase with increasing In content; how-

ever, the change amounts to only 20% of the difference

between the two binary bond lengths. As a consequence,

there is a striking deviation of the local atomic arrangements

from the average long-range crystallographic structure. The

weighted average of the In-As and Ga-As bond lengths, how-

ever, agrees well with the prediction of the VCA as expected

from diffraction studies which measure the average III-As

bond length.

Similar EXAFS studies have subsequently been per-

formed for a large number of III-V and II-VI ternary alloys

with zincblende structure including the cation-mixed systems

InxGa1�xP,76–78 InxGa1�xSb,76,77,79 CdxZn1�xSe,80 CdxZn1�x

Te,81–85 HgxZn1�xTe,86 and HgxCd1�xTe83,84,87,88 and the

anion-mixed systems GaAsxP1�x,
76,77,89,90 InSbxP1�x,

91

ZnTexSe1�x,
76,77,92 CdTexSe1�x,

93 and HgTexSe1�x.
83,84 As

an example for an anion-mixed system, Fig. 9 plots the

Ga-As and Ga-P bond lengths of GaAsxP1�x versus composi-

tion x.90 Here the cation sublattice is occupied solely by Ga

atoms whereas the anion sublattice is populated randomly by

As and P atoms thus creating the two different first nearest

neighbor pairs. Similar to InxGa1�xAs, the two bond lengths

are very different from each other. They exhibit a linear

increase with increasing As content; however, the change

amounts again to only �20% of the difference between the

two binary bond lengths. A very similar behavior was

observed for all other zincblende alloys studied. In each

case, the bond length distribution is bimodal and the values

are closer to those of the binary parent compounds than to

the ones predicted by the VCA. The latter is thus an inad-

equate description for the atomic-scale structure of semicon-

ductor alloys. Furthermore, most studies find a small linear

change in the element-specific bond lengths with changing

composition x. Only in case of CdxZn1�xTe, a slightly non-

linear behavior is reported, although the nonlinearity is of

the same order as the uncertainty and scatter of the data.85

Numerous EXAFS studies were also performed on II-VI semi-

conductors with Mn substitution on the cation sublattice includ-

ing ZnxMn1�xS,94–97 ZnxMn1�xSe,87,98,99 ZnxMn1�xTe,100

CdxMn1�xTe,84,101,102 and HgxMn1�xTe.87,88 All works report

a bimodal bond length distribution with values closer to those

of the binary parent compounds than to the ones predicted by

the VCA.

The bimodal bond length distribution for ternary zinc-

blende alloys was also confirmed with other experimental

techniques. Qualitatively, the difference between the In-V

and Ga-V bond length was referred from cross-section scan-

ning tunneling microscopy studies for InxGa1�xP
103 and

InxGa1�xAs.104 The element-specific bond lengths further

have a strong influence on the phonon modes observed with

Raman spectroscopy, particularly on the impurity modes of

the dilute limit.105–112 It has been pointed out, however, that

a full quantitative understanding of the relation between the

local atomic arrangements and the various transverse and

longitudinal optical modes is not trivial.109,111,112 An inde-

pendent determination of structural and vibrational proper-

ties of semiconductor alloys such as the EXAFS studies

FIG. 8. Element-specific In-As (blue triangles) and Ga-As (green circles)

bond lengths as a function of composition x for InxGa1–xAs.32,75 The solid

lines show the best linear fits to the experimental data while the thin gray

lines represent the binary values and the ones predicted by the VCA.

FIG. 9. Element-specific Ga-As (blue triangles) and Ga-P (green circles)

bond lengths as a function of composition x for GaAsxP1–x.
90 The solid lines

show the best linear fits to the experimental data while the thin gray lines

represent the binary values and the ones predicted by the VCA.

031304-7 C. S. Schnohr Appl. Phys. Rev. 2, 031304 (2015)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

131.169.38.71 On: Tue, 17 Nov 2015 09:25:17



shown above can thus in fact advance the understanding and

interpretation of complex Raman spectra. In contrast, the

element-specific bond lengths of InxGa1�xAs were deter-

mined quantitatively over the whole compositional range by

analyzing the high-resolution pair distribution functions

obtained from X-ray diffraction measurements.113–115 The

results are in excellent agreement with those obtained from

EXAFS measurements32,75 and confirm the characteristic

behavior of the element-specific bond lengths discussed

above.

Slightly different results are obtained for strained epitax-

ial thin films where the lattice constant of the underlying

substrate constrains the atomic-scale structure of the

alloy.116–126 If the lattice constant of the substrate is smaller

than that of the ternary thin film, the bond lengths are

reduced compared to the values found in bulk alloys.

Similarly, substrates with larger lattice constants result in an

increase of the bond length values. Figure 10 plots the In-As

and Ga-As bond lengths as a function of the composition x
for InxGa1�xAs thin films grown epitaxially on InP sub-

strates.122 For x � 0:5, the system is lattice matched and the

bond lengths are identical to those obtained for bulk

InxGa1�xAs.32,75 For decreasing x, the lattice constant of the

alloy decreases and both the In-As and Ga-As distances

increase due to the larger lattice constant of the underlying

InP substrate. In contrast, for x> 0.5, the lattice constant of

the alloy is larger than that of the InP substrate and the In-As

and Ga-As bond lengths are reduced. This behavior can be

explained by the tensile or compressive strain arising from

the lattice mismatch between the substrate and the epitax-

ially grown thin film. For films grown beyond the critical

thickness of some nanometers, the difference between the

bond lengths of the strained layer and the bulk alloy

decreases with increasing layer thickness and vanishes

completely for films with a thickness of some tens of

nanometers.116,117 In all cases, however, the element-specific

bond lengths of the ternary alloy remain much closer to the

binary values than to the ones predicted by the VCA.

This characteristic behavior is not limited to ternary

alloys with zincblende structure. The nitride alloys InxGa1�xN

and GaxAl1�xN crystallize in the wurtzite structure. EXAFS

measurements have revealed that the In-N and Ga-N first

nearest neighbor distances of InxGa1�xN and the Ga-N first

nearest neighbor distance of GaxAl1�xN are again closer to

their respective binary values than to the ones predicted by

the VCA.127–130 Furthermore, they typically show a small

change with changing composition similar to their zincblende

counterparts. However, clustering, phase segregation, strain,

and atomic ordering due to the specific preparation conditions

may significantly influence the structural parameters of these

nitride alloys.130,131 Two distinctly different element-specific

bond lengths were also observed for the I-VII ionic alloys

RbxK1�xBr and RbIxBr1�x which crystallize in the rocksalt

structure.132,133 The bimodal bond length distribution is thus a

characteristic feature of III-V, II-VI, and I-VII ternary alloys

independent of their crystal structure.

To assess the change in the element-specific bond

lengths with respect to the change in lattice constants for dif-

ferent alloy systems, the dimensionless relaxation parameter,

�, was introduced. It is defined for the dilute limit as the dif-

ference between the impurity bond length (ddil
A or ddil

B ) and

the host bond length (dbin
A or dbin

B ) divided by the difference

between the two binary values

�A ¼ ðddil
A � dbin

B Þ=ðdbin
A � dbin

B Þ;
�B ¼ ðdbin

A � ddil
B Þ=ðdbin

A � dbin
B Þ:

(5)

Figure 11 shows a schematic representation of the typical bi-

modal bond length distribution and the corresponding prop-

erties. An � value equal to zero (no relaxation) corresponds

FIG. 10. Element-specific In-As (blue triangles) and Ga-As (green circles)

bond lengths as a function of composition x for strained InxGa1–xAs thin

films grown epitaxially on InP substrates.122 The solid lines show the best

linear fits to the experimental data while the dashed lines represent the fits to

the bond lengths of unstrained InxGa1–xAs shown in Fig. 8. The thin gray

lines represent the binary values and the ones predicted by the VCA for

unstrained bulk material. The top axis shows the lattice mismatch between

the InxGa1–xAs alloy and the InP substrate based on Vegard’s Law.

FIG. 11. Schematic of the element-specific bond lengths, dA (blue) and dB

(green), as a function of composition x for cation-mixed alloys AxB1–xC or

anion-mixed alloys CAxB1–x. The binary values, dbin
A and dbin

B , and the values

for the dilute limit, ddil
A and ddil

B , are also indicated. The orange line corre-

sponds to the VCA prediction and represents the extreme case of zero relax-

ation where the lattice mismatch is accommodated solely by bond

stretching. In contrast, the red lines correspond to the binary values and rep-

resent the extreme case of full relaxation where the lattice mismatch is

accommodated solely by bond bending.
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to an impurity bond length that is identical to the host bond

length. In this case, the lattice is completely rigid, forcing

the impurity bond length to adopt the value of the host lattice

in accordance with the VCA.46 The lattice mismatch is there-

fore accommodated solely by bond stretching. In contrast, an

� value equal to one (full relaxation) corresponds to an impu-

rity bond length equal to the value of its own binary com-

pound. In this case, the lattice is completely floppy, allowing

all bond lengths to retain their binary values in accordance

with the model proposed by Pauling and Huggins.47 The lat-

tice mismatch is therefore accommodated solely by bond

bending. Table II lists the experimentally determined � val-

ues for III-V and II-VI ternary alloys with zincblende struc-

ture. As can be seen, the values are mostly between 0.75 and

0.85. While some works report a slightly smaller � for the

longer A bond compared to the shorter B bond, the differen-

ces are typically within the experimental uncertainty of

60:05. For comparison, � values of approximately 0.75 and

0.60 to 0.65 were found for the nitride alloys GaxAl1�xN and

InxGa1�xN, respectively, that crystallize in the wurtzite

structure.127,128,130 For the ionic alloy RbxK1�xBr with the

rocksalt structure, � amounts to 0.55 while � values of 0.65

and 0.80 are reported for RbIxBr1�x.
132,133 These relaxation

parameters are somewhat smaller than those of the zinc-

blende alloys indicating that the nature of the bonding and

the local coordination may affect the degree of bond length

relaxation. Nevertheless, all � values clearly show that bond

bending is strongly favored over bond stretching resulting in

the characteristic bimodal bond length distribution.

The element-specific bond lengths represent the mean

values of the corresponding first nearest neighbor distance

distributions as discussed in Sec. II. Analysis of the EXAFS

spectra further yields the widths of these distributions char-

acterized by the standard deviation, r, or the variance, r2. In

the binary parent compounds, the width of the first nearest

neighbor distance distribution is predominantly caused by

the thermal motion of the atoms, whereas static contributions

due to defects or strain can typically be neglected.

Surprisingly, most studies report that the element-specific

distance distributions of the ternary alloys show the same

variation as those of the binary materials within experimental

uncertainty.32,75–78,80,86,89,90 As an example, Fig. 12 plots the

variance of the In-P and Ga-P distance distribution of

InxGa1�xP versus composition x.78 Clearly, no trend is

observed for the r2 values with changing alloy composition.

Similar conclusions were also drawn from high-resolution

pair distribution functions obtained for InxGa1�xAs by X-ray

diffraction measurements.113–115 The only exception

reported so far is ZnTexSe1�x for which the variance of the

Zn-Te distance was found to be independent of x, whereas

the variance of the Zn-Se distance slightly increased with

decreasing Se content.92 Interestingly, a broadening of the

distance distributions due to an increase in structural disorder

in the alloy is thus not apparent for the first nearest neighbor

bonds in most of the alloys studied.

2. Second nearest neighbor shell

In the zincblende structure, each atom has twelve second

nearest neighbors all occupying the same sublattice as the

central atom (see Figs. 2(c) and 2(d)). However, for

InxGa1�xAs, each pair of second nearest neighbor As anions

is linked by one cation that can be either In or Ga. This leads

to two different types of second nearest neighbor As pairs,

namely, As-In-As and As-Ga-As. Similarly, the second near-

est neighbor cations are always linked by one As anion but

there are three possible cation combinations. Therefore, three

different types of second nearest neighbor cation pairs can

be distinguished, namely, In-As-In, In-As-Ga (Ga-As-In),

TABLE II. Relaxation parameter, �, for the two different bonds of III-V and

II-VI ternary alloys with zincblende structure. The uncertainty of the values

is typically around 60:05.

Cation-mixed alloys

AxB1–xC �A �B References

InxGa1–xP 0.76 0.80 76

0.76 0.79 77

0.80 0.80 78

InxGa1–xAs 0.80 0.79 32

0.80 0.77 76 and 77

InxGa1–xSb 0.78 0.79 76 and 77

0.79 0.87 79

CdxZn1–xTe 0.70 0.76 81–84

0.86 0.92 85

HgxZn1–xTe 0.95 0.95 86

Anion-mixed alloys

CAxB1–x �A �B References

GaAsxP1–x 0.60 89

0.75 0.76 76 and 77

0.79 0.84 90

ZnTexSe1–x 0.78 0.80 76

0.75 0.80 77

0.79 0.80 92

CdTexSe1–x 0.82 93

HgTexSe1–x 0.96 0.74 83 and 84

FIG. 12. Variance of the element-specific In-P (blue triangles) and Ga-P

(green circles) first nearest neighbor distance distribution as a function of

composition x for InxGa1–xP.78 The solid lines represent the average values.
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and Ga-As-Ga. Figure 13 plots all second nearest neighbor

distances for InxGa1�xAs versus composition x.32 Regarding

the anion sublattice, the scattering contribution stemming

from the second nearest neighbor shell around the As atoms

cannot be fit with a single peak. Instead, a bimodal distance

distribution with two distinct second nearest neighbor distan-

ces is necessary to satisfactorily represent the experimental

data. Based on their average values and relative weights,

these two contributions can be assigned to As-In-As and As-

Ga-As pairs. As can be seen from Fig. 13, the two distances

remain close to their corresponding binary values and show

only a small increase with increasing In content. In fact, the

change amounts to only 15% of the difference between the

two binary values. A bimodal second nearest neighbor dis-

tance distribution for the anion sublattice was also observed

for other cation-mixed alloys including CdxZn1�xTe,81–85

ZnxMn1�xSe,99 and ZnxMn1�xTe.100

For the anion-mixed alloy GaAsxP1�x, the cation sublattice

is occupied solely by Ga atoms. However, the linking anion

can be either As or P resulting in two different cation-cation

second nearest neighbor pairs, namely, Ga-As-Ga and Ga-P-

Ga. Similarly, the anion sublattice features three different sec-

ond nearest neighbor pairs all linked by a Ga cation, namely,

As-Ga-As, As-Ga-P (P-As-Ga), and P-Ga-P. Figure 14 plots all

second nearest neighbor distances for GaAsxP1–x as a function

of composition x.90 Similar to the case of InxGa1�xAs, two dis-

tinct contributions are needed to represent the second nearest

neighbor distance distribution around the Ga atoms correspond-

ing to Ga-As-Ga and Ga-P-Ga pairs. The average values of

these two contributions are again closer to their binary values
than to the ones predicted by the VCA and exhibit only a mod-

erate linear change with composition x that amounts to �30%

of the difference between the binary values. Two very different

second nearest neighbor distances were also observed for the

Zn sublattice in ZnTexSe1�x.
77,92 Thus, the common sublattice

in both cation- and anion-mixed alloys features a bimodal sec-

ond nearest neighbor distance distribution with values that

remain much closer to the second nearest neighbor distances of

the binary parent compounds than to the ones predicted by the

VCA.

Regarding the mixed sublattice, the second nearest

neighbor distance distributions around the In and Ga cations

in InxGa1�xAs are again best fit with two separate distances

each corresponding to In and Ga second nearest neighbors.

The three resulting cation-cation distances In-As-In, In-As-

Ga (Ga-As-In) and Ga-As-Ga are, however, much closer to

each other and to the ones predicted by the VCA than the

two As-In-As and As-Ga-As distances as shown in Fig. 13.

Nevertheless, they consistently follow the relation In-As-In

> In-As-Ga > Ga-As-Ga. A similar behavior of the three

different cation-cation distances was also observed for

InxGa1�xP,78 CdxZn1�xTe,85 and ZnxMn1�xSe.99 For the

anion-mixed alloy GaAsxP1�x, the As-Ga-As and As-Ga-P

distances are also close to the ones predicted by the VCA

and follow the relation As-Ga-As > As-Ga-P as can be seen

from Fig. 14. A similar behavior was found for the Te-Zn-Se

and Se-Zn-Se distances in ZnTexSe1�x.
92 Thus, the mixed

sublattice in both cation- and anion-mixed alloys features

three distinct second nearest neighbor distances. However,

the values are much closer to each other and to the ones

FIG. 13. Element-specific second nearest neighbor distances as a function of

composition x for InxGa1–xAs.32 The anion sublattice features As-In-As (red

open triangles) and As-Ga-As (orange open circles) pairs, while the cation

sublattice is characterized by three different second nearest neighbor pairs,

namely, In-As-In (blue full triangles), In-As-Ga or Ga-As-In (cyan full

squares), and Ga-As-Ga (green full circles). The solid lines are a guide to

the eye with one slope for the cation-cation pairs and a different slope for

the anion-anion pairs. The thin gray lines represent the binary values and the

ones predicted by the VCA.

FIG. 14. Element-specific second nearest neighbor distances as a function of

composition x for GaAsxP1–x.
90 The cation sublattice features Ga-As-Ga

(red open triangles) and Ga-P-Ga (orange open circles) pairs, while the

anion sublattice is characterized by three different second nearest neighbor

pairs, namely, As-Ga-As (blue full triangles), As-Ga-P or P-Ga-As (cyan

full squares), and P-Ga-P (green). The solid lines are a guide to the eye with

one slope for the anion-anion pairs and a different slope for the cation-cation

pairs. The thin gray lines represent the binary values and the ones predicted

by the VCA.
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predicted by the VCA than to the second nearest neighbor

distances of the binary parent compounds.

The situation is somewhat less clear for the nitride

alloys with wurtzite structure. For cation-mixed GaxAl1�xN,

the Ga-N-Ga second nearest neighbor distance was found to

be close to the values predicted by the VCA.127,128 In con-

trast, the Ga-N-Al distance was reported either to be close to

the values predicted by the VCA127 or to be independent of

composition and close to the second nearest neighbor dis-

tance of AlN.128 For InxGa1�xN, the cation-cation second

nearest neighbor distances of the mixed sublattice were again

found to be close to the ones predicted by the VCA in agree-

ment with the behavior discussed above.129,130 However, dif-

ferences between the In-N-Ga and Ga-N-In distances for low

In contents point to differences in the second nearest neigh-

bor environment for the two cation species and were taken as

an indication for phase segregation in these samples.130 As

already mentioned above, clustering, phase segregation, or

atomic ordering may significantly influence the atomic-scale

structural parameters of these semiconductor alloys.130,131

In contrast to the first nearest neighbor shell, the second

nearest neighbor distance distributions are significantly

broadened in the ternary alloys compared to the binary par-

ent compounds.32,78,92,134 Figure 15 plots the variance of the

two anion-anion pairs in InxGa1�xAs and of two cation-

cation pairs in InxGa1�xP versus composition x.134 It is read-

ily apparent that the width of both the As-In-As and the As-

Ga-As distance distribution is significantly higher in

InxGa1�xAs than in InAs or GaAs, respectively. A similar

behavior was also observed in high-resolution pair distribu-

tion functions obtained from X-ray diffraction measure-

ments.113–115 This increase is caused by the fact that each As

atom has four In or Ga first nearest neighbors all of which

affect its position and thus the second nearest neighbor As-

As distances. Similarly, the widths of the cation-cation distri-

butions are significantly higher in InxGa1�xP than in InP or

GaP due to the different atomic arrangements present in the

ternary alloy. Typically, the variation of second nearest

neighbor distances is larger for the common sublattice than

for the mixed sublattice.92,113,114

While there exists an increased variation in the second

nearest neighbor distances of III-V and II-VI ternary alloys,

the mixed sublattice already closely resembles the VCA. In

contrast, the common sublattice is severely distorted with

two distinct second nearest neighbor distances close to the

corresponding binary values. The atoms occupying the com-

mon sublattice are thus significantly more displaced from the

ideal lattice sites than the atoms occupying the mixed

sublattice.

The situation is more complex and again somewhat dif-

ferent when studying strained epitaxial thin films.119,126,135

Here, the alloy unit cell is tetragonally distorted with differ-

ent lattice constants parallel to the layer (in plane) and per-

pendicular to the layer, i.e., parallel to the sample normal

(out of plane). As a consequence, the second nearest neigh-

bor distance distributions split depending on the position of

the atoms. Second nearest neighbors that are located in a

plane parallel to the layer have a different distance than sec-

ond nearest neighbors that are located in a plane perpendicu-

lar to the layer. Such differences can be probed by

polarization-dependent EXAFS measurements where the

angle between the X-ray polarization and the sample normal

is varied.51 Figure 16 plots the in plane and out of plane sec-

ond nearest neighbor distances for strained InxGa1�xAs

layers grown epitaxially on ½001� InP substrates.126,135

Similar to bulk InxGa1�xAs, the second nearest neighbor dis-

tances for the various anion-anion and cation-cation pairs

clearly differ from each other. Furthermore, the out of plane
values, i.e., the second nearest neighbor distances perpendic-

ular to the layer, increase with increasing In content and

agree quite well with the bulk values. In contrast, the in
plane values, i.e., the second nearest neighbor distances par-

allel to the layer, clearly decrease with increasing In content

and differ significantly from the bulk values. Their behavior

resembles that observed for the first nearest neighbor distan-

ces in strained epitaxial layers shown in Fig. 10. (Note that

the first nearest neighbor distances do not split because all

bonds have the same orientation with respect to the layer.)

The in plane second nearest neighbor distances are thus

increased or decreased compared to the bulk values depend-

ing on the lattice mismatch between the alloy film and the

substrate. This clearly shows how anisotropic tensile or com-

pressive strain can significantly modify the atomic-scale

FIG. 15. Variance of the distance distribution for the second nearest neighbor

pairs as a function of composition x for (a) the anion-anion pairs As-In-As

(red open triangles) and Ga-As-Ga (orange open circles) in InxGa1–xAs and

(b) the cation-cation pairs In-P-In (blue full triangle) and Ga-P-Ga (green full

circles) in InxGa1–xP.134 The solid lines are a guide to the eye.
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structure of semiconductor alloys grown as quantum dot or

quantum well heterostructures.

3. Third nearest neighbor shell

Regarding the third nearest neighbor shell, four cation-

anion pairs can be distinguished that differ with respect to

the atoms of the mixed sublattice. For InxGa1�xP, for exam-

ple, they are In-P-In-P, In-P-Ga-P, Ga-P-In-P, and Ga-P-Ga-

P. However, the third nearest neighbor EXAFS signal is

already significantly dampened and suffers from increasing

overlap with other single or multiple scattering contributions.

This usually inhibits the determination of separate In-P-In-P

and In-P-Ga-P distances. Likewise, the Ga-P-In-P and Ga-P-

Ga-P distances cannot be distinguished experimentally.

Nevertheless, the average In-P or Ga-P third nearest neigh-

bor distances have been determined for InxGa1�xP as plotted

in Fig. 17 versus composition x.78 The values agree well

with each other and are identical to the ones predicted by the

VCA. The latter thus provides a very good description for

interatomic distances beyond the second nearest neighbor

shell. X-ray fluorescence holography of dilute InxGa1�xSb

FIG. 16. Element-specific second nearest neighbor distances either (a) out of plane or (b) in plane as a function of composition x for strained InxGa1–xAs thin

films grown epitaxially on InP substrates. The values were calculated from those given in Table II of Ref. 135 using their Eq. (4). They were further offset by

�0.045 Å to match the bulk InxGa1–xAs values for x¼ 0.53 for which the layer is lattice-matched to the underlying InP substrate. The anion-anion pairs are

As-In-As (red open triangles) and As-Ga-As (orange open circles), while the cation-cation pairs are In-As-In (blue), In-As-Ga or Ga-As-In (cyan full squares),

and Ga-As-Ga (green full circles). The dashed lines represent the results for bulk InxGa1–xAs shown in Fig. 13, whereas the solid lines in panel (b) are a guide

to the eye with one slope for the cation-cation pairs and a different slope for the anion-anion pairs. The thin gray lines represent the binary values and the ones

predicted by the VCA for unstrained bulk material.

FIG. 17. Average In-P (blue triangles) and Ga-P (green circles) third nearest

neighbor distances as a function of composition x for InxGa1–xP.78 The thin

gray lines represent the binary values and the ones predicted by the VCA.

FIG. 18. Variance of the distance distribution versus composition x for third

nearest neighbor In-P (blue triangles) and Ga-P (green circles) pairs in

InxGa1–xP.78 The solid lines are a guide to the eye.
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also showed that lattice distortions are limited to the first and

second nearest neighbor shell and mostly vanish for the third

shell and beyond.136

The distance distributions are, however, strongly broad-

ened compared to those of the binary compounds due to the

averaging over different atomic arrangements present in the

ternary alloys. Figure 18 shows the variance of the In-P and

Ga-P third nearest neighbor distance distribution as a func-

tion of composition x for InxGa1�xP.78 A strong increase of

the width of the distance distributions is clearly visible for

the ternary alloys compared to InP or GaP.

In strained epitaxial layers, the third nearest neighbor

distance distributions split depending on the orientation of

the atomic pair with respect to the alloy thin film similar to

what was observed for the second nearest neighbor shell.

Figure 19 shows the in plane and out of plane Ga-As third

nearest neighbor distances versus composition x for

InxGa1�xAs layers grown epitaxially on ½001� InP sub-

strates.126,135 The out of plane values show an increase with

increasing In content similar to that predicted by the VCA or

even higher. In contrast, the in plane values are nearly con-

stant with composition. This clearly demonstrates once more

the competing effects of alloying on the one hand and strain

on the other hand, which determine the atomic-scale struc-

tural parameters of strained semiconductor alloys.

4. Bond angles

The tetrahedral bond angles can be evaluated from the

first and second nearest neighbor distances. Figure 20 plots

the As-i-As and i-As-j angles calculated for InxGa1–xAs

using the data given in Ref. 32. Here, i and j denote either In

or Ga. The In-As and Ga-As bond lengths and the two As-i-
As second nearest neighbor distances remain close to their

respective binary values. As a consequence, the As-i-As

bond angle agrees well with the ideal zincblende value of

109.5� as shown in Fig. 20(a). In contrast, the three cation-

cation second nearest neighbor distances are much closer to

the ones predicted by the VCA than to the binary values.

Specifically, the In-As-In distance is much smaller than that

in InAs while the In-As first nearest neighbor distances are

very similar. The In-As-In bond angle is therefore signifi-

cantly smaller than the ideal tetrahedral value as can be seen

in Fig. 20(b). Similarly, the Ga-As-Ga distance is much

larger than that in GaAs leading to an increase of the Ga-As-

Ga bond angle. The mixed In-As-Ga bond angle is found to

be intermediate. The i-As-j bond angles thus deviate signifi-

cantly from the ideal value and increase linearly with com-

position x in accordance with the increase of the cation-

cation second nearest neighbor distances. Similar findings

were observed for InxGa1�xP,78 CdxZn1�xTe (using the data

from Refs. 81–85), ZnxMn1�xSe,99 ZnxMn1�xTe,100

GaAsxP1�x (using the data from Ref. 90), and ZnTexSe1�x.
92

Analyzing all the angle information of the anion-mixed

ZnTexSe1�x in detail, it was concluded that the tetrahedra

which are formed by the Zn atoms are essentially undistorted

but have a different size depending on the type of anion (Te

FIG. 19. Average Ga-As third nearest neighbor distances out of plane (full

symbols) or in plane (open symbols) as a function of composition x for

strained InxGa1–xAs thin films grown epitaxially on InP substrates. The val-

ues were calculated from those given in Table II of Ref. 135 using their Eq.

(5). They were further offset by �0.045 Å to match the bulk (VCA) value

for x¼ 0.53 for which the layer is lattice-matched to the underlying InP sub-

strate. The dashed and solid lines are a guide to the eye. The thin gray lines

represent the binary values and the ones predicted by the VCA for

unstrained bulk material.

FIG. 20. (a) As-i-As and (b) i-As-j bond angles as a function of composition x calculated for InxGa1–xAs from the data reported in Ref. 32. The solid lines in

panel (b) all have the same slope and are a guide to the eye. The ideal zincblende value of 109.5� is given as a thin gray line.
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or Se) around which they are centered.92 These Zn tetrahedra

are thus forced to tilt from their ideal zincblende orientation

corresponding to a severe displacement of the Zn cations

occupying the common sublattice as already discussed in

Sec. III A 2.

B. Bond stretching and bond bending

1. Valence force field model

The relaxation parameters summarized in Table II

clearly show that bond bending is favored over bond stretch-

ing. In fact, the bond angles change by up to 7% while the

bond lengths typically change by only up to 1.5% over the

compositional range. The lattice mismatch in the ternary

alloys is thus accommodated mostly by bond angle relaxa-

tion and only to a small extent by bond length relaxation.

The competing effects of bond stretching and bond bending

can be described using the valence force field (VFF)

approach.137–142 In the notation introduced by Keating,139

the distortion energy, U, is given by

U ¼
X

i

3ai

8 dbin
i

� �2

 !
di � di � dbin

i � dbin
i

� �2

þ
X

ij

3bij

8dbin
i dbin

j

 !
di � dj � dbin

i � dbin
j

h i2

: (6)

The sum of the first term includes all bond vectors, di, which

are allowed to relax and represents the distortion energy due

to bond stretching. The corresponding force constants, ai,

depend on the type of atoms that constitute the particular

bond and dbin
i denotes the undistorted bond vectors in the

corresponding binary compounds. The second sum includes

all bond angles (formed by the bond vectors di and dj) which

are allowed to relax and represents the distortion energy due

to bond bending with the corresponding force constants, bij.

Note that the force constants a and b are different from the

force constants kr and kh often used together with further

interaction constants in other VFF notations.138 In fact, it can

be shown that they relate to each other by140

kr ¼ 3aþ 1

2
b;

kh ¼
2

3
b:

(7)

The VFF models describe the distortion energy associ-

ated with bond length and bond angle variations. These var-

iations are a response to strain which can be caused by

alloying of lattice-mismatched parent compounds, by growth

of thin films or nanostructures on lattice-mismatched sub-

strates or by macroscopic strain or stress. As a consequence

of the latter, the distortion energy can also be expressed in

terms of the elastic constants thus providing a set of equa-

tions that relate these elastic constants to the bond stretching

and bond bending force constants, a and b.139–142 The latter

can then be determined from experimentally measured elas-

tic constants and bulk moduli. Different sets of parameters

are reported for a and b in the literature depending on the ex-

perimental data used and on the treatment of the contribution

of long-range Coulomb forces.140–144 Tables III and IV list

bond stretching and bond bending force constants, respec-

tively, for a number of III-V and II-VI binary compounds.

For most materials, the differences between the various val-

ues reported are in the order of 10% or less. Only for AlP,

ZnS and ZnSe, differences exceeding 15% are observed.

Clear trends in the force constants are found when com-

paring the different materials with each other. From Tables I

and III, it can be seen that the bond stretching force constant,

a, decreases with increasing lattice constant, a, and thus

increasing bond length, d.141,145,146 The bond bending force

TABLE III. Bond stretching force constant, a, of the Keating VFF potential

given in Eq. (6) obtained from experimentally determined elastic constants

and bulk moduli for different III-V and II-VI binary compounds.

a (N/m) Ref. 140 Ref. 143 Ref. 144 Ref. 141 Ref. 142

AlP 47.29 44.32 60.30

AlAs 43.05 40.85 41.20

AlSb 35.35 34.07 35.74 33.42

GaP 47.32 44.76 48.57 44.50

GaAs 41.19 39.24 43.34 41.25

GaSb 33.16 31.88 34.42 31.85

InP 43.04 40.36 44.29 39.52

InAs 35.18 33.20 37.18 33.17

InSb 29.61 28.56 30.44 29.61

ZnS 44.92 40.43 44.73 38.70

ZnSe 35.24 32.20 38.61 32.22

ZnTe 31.35 29.45 32.04 29.51

CdS 34.07

CdSe 31.72

CdTe 29.02 26.57 29.44 26.39

HgS 41.33

HgSe 36.35 37.43

HgTe 27.95 26.40 29.32 29.75

TABLE IV. Bond bending force constant, b, of the Keating VFF potential

given in Eq. (6) obtained from experimentally determined elastic constants

and bulk moduli for different III-V and II-VI binary compounds.

b (N/m) Ref. 140 Ref. 143 Ref. 144 Ref. 141 Ref. 142

AlP 9.08 8.07 14.19

AlAs 9.86 8.72 8.94

AlSb 6.77 6.90 6.63 6.79

GaP 10.44 10.74 10.40 10.69

GaAs 8.95 9.16 8.88 9.25

GaSb 7.22 7.35 7.16 7.33

InP 6.24 6.54 6.26 6.60

InAs 5.50 5.75 5.47 5.75

InSb 4.77 4.89 4.73 5.07

ZnS 4.78 5.27 4.36 4.78

ZnSe 4.23 4.56 4.65 4.56

ZnTe 4.45 4.66 4.49 4.66

CdS 4.75

CdSe 4.37

CdTe 2.43 2.72 2.48 2.72

HgS 2.56

HgSe 2.36 2.37

HgTe 2.57 2.75 2.54 2.93
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constant, b, is significantly smaller than a as apparent from

Tables III and IV. The ratio b=a follows the simple

relation140,141,146

b=a / 1� fi; (8)

where fi denotes the Phillips ionicity listed in Table I. Fitting

the data available for III-V and II-VI compounds yields a b=a
ratio of approximately 0.28 for fi¼ 0 which is in good agree-

ment with the values 0.285 and 0.294 reported for Si and Ge,

respectively.140,141 As the ionicity increases, b=a decreases

approaching a value of zero for fi¼ 1. Consequently, the dif-

ference between the bond stretching and bond bending force

constants increases with increasing ionicity. Regarding the III-

V semiconductors, a is approximately 4–5 times larger than b
for the Al and Ga compounds, whereas the factor is already

6–7 for the In compounds. Regarding the II-VI semiconduc-

tors, the factor increases from about 8 for the Zn compounds

to more than 10 for the Hg compounds. This means that bond

stretching requires considerably more energy than bond bend-

ing. The lattice mismatch in semiconductor alloys is therefore

accommodated mostly by a change in the bond angles and

only to a small extent by a change in the bond lengths.

2. Thermal vibrations of atoms

Bond stretching and bond bending force constants do not

only determine atomic-scale structural parameters, they also

govern the vibrational behavior of the material. Vibrations of

the atoms necessarily involve changes of the bond lengths

and bond angles and the frequency of vibrational modes

directly depends on the bond stretching and bond bending

force constants. The latter can thus also be obtained from ex-

perimental phonon frequencies measured with Raman or

infrared spectroscopy.147–151 Information about the vibra-

tional behavior of the atoms can also be deduced from

temperature-dependent EXAFS measurements. Since the

absorption process occurs on a time scale much shorter than

that of atomic motion, EXAFS is sensitive to the instantane-

ous configuration surrounding the absorber and the X-ray

absorption fine structure contains information about the cor-

related motion of neighboring atoms. Diffraction techniques

typically measure the mean square displacement (MSD) of

the atoms associated with a specific lattice site. The MSD of

the absorber-backscatterer pair projected along the direction

of the unit vector ê is then given by152–154

MSD ¼ hðua � êÞ2i þ hðub � êÞ2i; (9)

where ua and ub denote the instantaneous displacements of

the absorbing and backscattering atom from its respective

lattice site and the angular brackets represent a time or ther-

mal average. In contrast, EXAFS measures vibrations of the

absorber and its neighboring atoms relative to each other and

is thus sensitive to the mean square relative displacement

(MSRD). The projection of the MSRD of the absorber-

backscatterer pair along the direction of the unit vector ê can

thus be written as152–154

MSRD ¼ h½ðua � ubÞ � ê�2i: (10)

Regarding the first nearest neighbor, it is helpful to dis-

tinguish between relative vibrations parallel to the bond

direction and perpendicular to the bond direction as shown

schematically in Fig. 21. Relative vibrations parallel to the

bond mostly involve bond stretching and the distance

between the two atoms can be either shorter or longer than

the equilibrium distance depending on the instantaneous

position of the atoms. Averaging over all absorber-

backscatterer pairs thus yields a first nearest neighbor dis-

tance distribution the width of which depends on the strength

of the relative vibrations. It can be shown that the MSRD

parallel to the bond direction equals the variance, r2, of the

distance distribution measured by EXAFS152,155–157

MSRDjj ’ r2: (11)

Relative vibrations perpendicular to the bond mostly involve

bond bending and the instantaneous distance between the two

atoms is always larger than the equilibrium distance (see

Fig. 21). Averaging over all absorber-backscatterer pairs thus

yields a mean first nearest neighbor distance that is larger than

the equilibrium distance by a value that depends on the

strength of the relative vibrations. It can be shown that the

mean value, dEXAFS, of the first nearest neighbor distance dis-

tribution measured by EXAFS is related to the crystallographic

distance, dC, between the two lattice sites and the MSRD pro-

jected onto a line perpendicular to the bond direction by155–157

dEXAFS ’ dC þ
MSRD?

dC
(12)

and

MSRD? ’ dCðdEXAFS � dCÞ: (13)

Analyzing the first nearest neighbor EXAFS signal in terms

of the mean value and the variance of the distance distribu-

tion thus directly yields the MSRDjj while a comparison with

crystallographic data obtained from diffraction measure-

ments provides the MSRD?.

The strength of the relative vibrations at a given tempera-

ture is determined by the effective force constants for vibra-

tions parallel or perpendicular to the bond direction. With

increasing temperature, the atomic vibrations become stronger

leading to an increase of MSRDjj and MSRD?. This tempera-

ture dependence can be described by a correlated Debye or

Einstein model.153,154,158 However, for non-Bravais systems

such as compound semiconductors, the derivation of the cor-

related Debye model for the MSRD is not physically sound158

FIG. 21. Vibration of the absorber (black) and its first nearest neighbor

(green) relative to each other (a) parallel to the bond direction and (b) per-

pendicular to the bond direction.
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and its application to experimental data yields unreasonable

values for the Debye temperatures.152,159 Therefore, only the

correlated Einstein model should be used in these systems.

The original Einstein model treats each atom as an independ-

ent oscillator. In contrast, the correlated Einstein model used

for describing the temperature dependence of the MSRDjj and

MSRD? assumes each absorber-backscatterer pair to be an in-

dependent oscillator. The frequency of relative vibrations,

xE ¼
ffiffiffiffiffiffiffiffi
k=l

p
, depends on the effective force constant, k, and

the reduced mass, l, of the atomic pair. The force constant

represents an effective force constant because it also depends

on the statistically averaged influence of the other neighboring

atoms and should not be confused with the force constant of

an isolated single bond.160 The following relations have been

obtained for the temperature dependence of MSRDjj and

MSRD? using either a lattice dynamical approach154,158 or a

quantum mechanical perturbation approach161,162

MSRDjj ¼
�h2

2lkB

1

HE;jj
coth

HE;jj
2T

� �
þ r2

static;jj;

MSRD? ¼
�h2

2lkB

1

HE;?
coth

HE;?
2T

� �
þ r2

static;?: (14)

Here, �h and kB denote Planck’s constant divided by 2p and

Boltzmann’s constant, respectively, while T stands for the

temperature of the material. The Einstein temperature HE is

related to the vibrational frequency, xE, by xE ¼ HEkB=�h
and thus

k ¼ l
H2

Ek2
B

�h2
: (15)

The static contribution, r2
static, accounts for structural disor-

der potentially present in the sample as discussed in Sec. II.

As an example, Fig. 22 plots the MSRDjj ¼ r2 values

obtained for In-P first nearest neighbors in crystalline and

amorphous InP as a function of temperature.163 The amor-

phous phase was prepared by ion irradiation of crystalline

InP.164 This non-equilibrium process typically yields a

preparation-specific amorphous structure that is characterized

by a free energy greater than that of the intrinsic minimum-

energy configuration of the amorphous phase.165,166 Thermal

annealing at temperatures well below that required for recrys-

tallization leads to structural relaxation of the amorphous

phase thus approaching the minimum-energy configura-

tion.164,166 The temperature dependence of the MSRDjj ¼ r2

was determined for both the as-prepared and relaxed state of

the amorphous phase as shown in Fig. 22.163 The correspond-

ing Einstein fits show good agreement with the data demon-

strating that this simple model describes very well the

temperature evolution of relative atomic vibrations in com-

pound semiconductors. Obviously, the MSRDjj’s of all three

samples show a very similar change with changing tempera-

ture yet their absolute values are quite different. This is

reflected by the static contribution which equals zero for the

crystalline phase but amounts to r2
static ¼ 3:160:2� 10�3 Å2

and 2:660:2� 10�3 Å2 for the as-prepared and relaxed amor-

phous phase, respectively. The amorphous material is thus

characterized by strongly increased structural disorder com-

pared to the crystalline phase as expected. The effective In-P

bond stretching force constants kjj are 107 6 4, 95 6 5, and

101 6 5 N/m for crystalline, as-prepared amorphous, and

relaxed amorphous phase, respectively. These values are very

similar to each other reflecting the similar change in MSRDjj
with changing temperature. However, subtle differences can

also be observed between the different samples which turn out

to be significant given the typical uncertainty of about 5% or

less for the determination of the effective bond stretching

force constants.163,167–169 The In-P bonds in the amorphous

phase are thus slightly softer than in the crystalline material.

Furthermore, relaxation of the as-prepared amorphous state

yields a change in both static and dynamical properties

towards the crystalline material as manifested by the reduction

of structural disorder and by a slight strengthening of the In-P

bonds.

A similar comparison between crystalline and amor-

phous material using temperature-dependent EXAFS meas-

urements was also performed for Ge159 and InSb.170 Again,

the amorphous phase is characterized by a strong increase of

structural (static) disorder and a slight softening of the bonds

when compared to the crystalline phase. The capability of

FIG. 22. First nearest neighbor MSRDjj versus temperature for crystalline

InP (blue circles) and amorphous InP in the as-prepared (red triangles) and

relaxed (orange triangles) state.163 The solid lines represent the best fits with

the correlated Einstein model.

TABLE V. Effective force constants for relative vibrations of neighboring

atoms parallel to the bond and perpendicular to the bond, kjj and k?, respec-

tively, as determined from temperature-dependent EXAFS and X-ray dif-

fraction measurements for binary III-V and II-VI compounds.

Material Phase kjj (N/m) k? (N/m) kjj=k? References

GaAs Crystalline 133 6 15 172

112 6 3 30 6 1 3.8 167

InP Crystalline 107 6 4 18 6 4 5.9 163

Amorphous

As-prepared 95 6 5 163

Relaxed 101 6 5 163

InSb Crystalline 94 6 2 170

Amorphous 82 6 1 170

CdSe Crystalline 76 173

CdTe Crystalline 59 6 1 13 6 1 4.5 174 and 168
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EXAFS to determine vibrational properties was further dem-

onstrated in a study comparing different Ge isotopes.171

While the frequency is slightly different for 70Ge and 76Ge,

the effective bond stretching force constant kjj is the same

for both materials showing that the differences originate

from the different isotopic masses and not from variations in

the strength of the bonds. Table V summarizes the kjj values

obtained from temperature-dependent EXAFS measurements

of binary III-V and II-VI compounds.163,167,168,170,172–174

As discussed above, the combination of temperature-

dependent EXAFS measurements and diffraction studies

allows the determination of relative vibrations both parallel

and perpendicular to the bond direction. Figure 23 plots the

MSRDjj and MSRD? for Ga-As first nearest neighbors in

crystalline GaAs versus temperature.167 The striking differ-

ence between these two types of relative vibrations is appa-

rent immediately. While the MSRDjj shows only a very

small increase with increasing temperature, the MSRD? val-

ues are significantly higher and exhibit a pronounced

increase with increasing temperature. Consequently, relative

vibrations perpendicular to the bond are much stronger than

relative vibrations parallel to the bond at any given tempera-

ture. It is very instructive to compare the MSRD’s with the

uncorrelated MSD of the Ga and As atoms given by the

green solid line in Fig. 23.175,176 Note that for cubic materi-

als such as III-V and II-VI zincblende compounds the MSD

is isotropic and atomic vibrations have the same strength in

any direction.176,177 However, the MSRDjj is much smaller

than the MSD, whereas the MSRD? is similar or only

slightly lower. This means that relative vibrations parallel to

the bond direction are strongly suppressed and the atoms

tend to move in phase. In contrast, relative vibrations per-

pendicular to the bond direction are comparable to the uncor-

related motion of the atoms and no significant correlation

effect occurs. This striking anisotropy in the relative vibra-

tions of first nearest neighbor atoms is a direct consequence

of the fact that bond stretching requires significantly more

energy than bond bending as discussed in Sec. III B 1. The

difference between the MSRDjj and the MSD rapidly

decreases for higher nearest neighbor shells since the

absorber and backscattering atoms are no longer connected

by a physical bond and a change in the interatomic distance

can be achieved by a variation of bond lengths and bond

angles.152,159,160,163,167,172,174

The anisotropic behavior of relative first nearest neigh-

bor vibrations is also reflected by the corresponding force

constants determined with the correlated Einstein models in

Eq. (14). As can be seen in Fig. 23, the Einstein fits are again

in excellent agreement with the experimental data and accu-

rately represent the temperature evolution of the MSRDs.

For GaAs, a kjj value of 112 6 3 N/m is obtained whereas k?
amounts to only 30 6 1 N/m. A similar vibrational anisot-

ropy was also observed for InP,163 CdTe,168,174 and other tet-

rahedrally coordinated systems160,168,174 and is believed to

be the origin of the negative thermal expansion observed for

these materials at very low temperatures.160,174,178,179 The

k? values obtained for GaAs, InP, and CdTe are listed in

Table V together with kjj and the ratio kjj=k?. Similar to the

bond stretching and bond bending force constants of the VFF

model, kjj and k? decrease with increasing ionicity of the

bond.160,167 The anisotropy tends to increase with increasing

ionicity but also seems to depend on the mass ratio of the

constituent elements.160 Comparing the first part of the VFF

potential in Eq. (6) with the oscillator potential used in the

correlated Einstein model, kjj should be roughly equal to 3a.

The values of kjj in Table V are indeed similar to the a values

in Table III multiplied by a factor of 3, although small

differences can also be observed. Similarly, the k? values in

Table V are comparable to the b values in Table IV multi-

plied by a factor of 3. Effective bond stretching and bond

bending force constants can thus also be determined from

temperature-dependent EXAFS measurements.

C. Modeling of structural parameters

1. Models for the dilute limit

A number of different models have been proposed to

describe the atomic-scale structure of ternary AxB1�xC or

CAxB1�x semiconductor alloys. Many of the early works

sought to predict the first nearest neighbor impurity bond

length in the dilute limit and thus the relaxation parameter, �.
In the dilute limit, a single impurity atom A is embedded

into the host matrix BC as shown schematically in Fig.

24(a). The symmetry around this impurity atom strongly

FIG. 23. First nearest neighbor MSRDjj (blue circles) and MSRD? (red tri-

angles) versus temperature for crystalline GaAs.167 The blue and red solid

lines represent the best fits with the correlated Einstein model. The uncorre-

lated MSD of the Ga-As pair is given as green solid line.175,176

FIG. 24. Schematic for the dilute limit geometry of ternary zincblende

alloys. (a) Impurity atom A (blue) embedded in a BC matrix (B—green and

C—black). (b) Resulting displacement of the first nearest neighbor C atoms.

Images created with VESTA.29
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simplifies the calculation of the resulting A-C bond length.

The most basic model (model 1) calculates the displacement

of the first nearest neighbor C atoms surrounding the impu-

rity A while keeping all other atoms fixed as shown sche-

matically in Fig. 24(b).180 A harmonic potential, i.e., a

simple spring, is assumed for the first nearest neighbor inter-

actions and a geometric approximation is made to correlate

the A-C and B-C distances. Furthermore, a single bond

stretching force constant is used for both types of bonds.

Then the displacement corresponding to the minimum of the

bond stretching energy of all four bonds is determined. The

resulting relaxation is independent of the nature of the A, B,

and C atoms and depends only on the crystal geometry. For

the zincblende structure, � ¼ 0:75 is obtained.

More elaborate models use the VFF potential in Eq. (6)

(see Sec. III B) to describe the distortion energy associated

with the presence of the impurity atom. The two different

A-C and B-C bonds are characterized by individual force

constants given by those of the binary parent compounds.

This procedure implies that the binary force constants also

apply to the ternary alloy system. Good results have been

obtained with this methodology supporting the transferability

of the force constants, although recent theoretical studies

suggest that it may not be strictly valid.181 In the framework

of the VFF models, structural parameters such as the

impurity bond length are again determined by minimizing

the distortion energy associated with all bonds that are

allowed to relax. Model 2a relaxes the first and second near-

est neighbor shells surrounding the impurity atom.143

Including the bond bending terms in the VFF potential and

relaxing the second nearest neighbor shell change the relaxa-

tion parameter, �, in opposite directions.102,143 Including nei-

ther bond bending nor second nearest neighbor relaxation

(model 2b) thus yields better results compared to experimen-

tal values than including only bond bending or second near-

est neighbor relaxation.143 Both models further apply two

additional approximations during the calculation. They

include only the harmonic terms of the VFF potential and

they approximate the geometric relation between A-C and

B-C distances as done in model 1 discussed above. The � val-

ues obtained for InxGa1�xP are listed in Table VI together

with the experimental results.

Other models also consider chemical effects associated

with the different types of atoms such as differences in the

binding energy and chemically driven charge redistribution.

In model 3, the distortion energy due to bond stretching and

bond bending is again evaluated using the VFF potential

while chemical effects are treated based on the bond orbital

model.144 The authors further calculate various VFF models

that differ in whether or not bond bending terms are included

in the potential and in how the relaxation of higher nearest

neighbor shells is treated. For the case of In impurities in

GaP, for example, the � values obtained with the different

VFF versions vary by up to D� � 0:30 illustrating the huge

influence such choices have on the calculated results. In con-

trast, model 4 does not apply the VFF approach but calcu-

lates the impurity bond lengths and the associated relaxation

parameter using a semi-empirical tight-binding method

based solely on the bond orbital model.106 The � values

obtained with models 3 and 4 for InxGa1�xP are listed in

Table VI.

2. Models for the whole compositional range

A number of models have been developed that predict the

A-C and B-C bond lengths not only in the dilute limit but also

over the whole compositional range. To that end, the different

configurations of A, B, and C atoms present in the alloy have

to be considered. As shown schematically in Fig. 25, the

atoms of the common sublattice can be surrounded by one of

five possible first nearest neighbor environments characterized

by the number, n, of A atoms varying between 0 and 4. The

number of B first nearest neighbors is given by 4� n.

TABLE VI. Relaxation parameter, �, for the In-P and Ga-P bonds of

InxGa1–xP obtained with different models proposed to describe the atomic-

scale structure of ternary semiconductor alloys. The experimental values

determined from EXAFS measurements are also listed for comparison.

InxGa1–xP �In �Ga Reference

Model 1 0.75 0.75 180

Model 2a 0.63 0.73 143

Model 2b 0.73 0.77 143

Model 3 0.70 0.80 144

Model 4 0.49 0.66 106

Model 5 0.78 0.73 102

With A1 0.78 0.73 78

With A2 0.73 0.77 78

Model 6a 0.72 0.72 142

Model 6b 0.66 0.77 142

Model 7 0.70 0.80 182

Model 8 0.72 0.80 183

Model 9 0.82 0.78 184

EXAFS 0.76 6 0.05 0.80 6 0.05 76

0.76 6 0.05 0.79 6 0.05 77

0.80 6 0.04 0.80 6 0.04 78

FIG. 25. Different first nearest neighbor configurations surrounding the central C atom (black) of the common sublattice in ternary III-V and II-VI semiconduc-

tor alloys with zincblende structure. The mixed sublattice, and thus the first nearest neighbor shell, is populated with A (blue) and B (green) atoms. The config-

urations are characterized by the number, n, of A atoms. Images created with VESTA.29

031304-18 C. S. Schnohr Appl. Phys. Rev. 2, 031304 (2015)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

131.169.38.71 On: Tue, 17 Nov 2015 09:25:17



In model 5,83,84,101,102 the individual composition-

dependent A-C and B-C distances are calculated for each

configuration based on the following approach: (i) The lat-

tice constant, a(x), is derived as the weighted average of the

two binary lattice constants according to Vegard’s Law. (ii)

The four first nearest neighbor atoms of the mixed sublattice

are located on their ideal lattice sites, i.e., they occupy cor-

ners of a cube with the size aðxÞ=2. This assumption is justi-

fied by the results discussed in Sec. III A 2 where it was

shown that the atoms of the mixed sublattice are much closer

to the ideal lattice sites than the atoms of the common sublat-

tice. (iii) The position of the central C atom and thus the first

nearest neighbor distances are obtained by minimizing the

sum of the bond stretching terms of the VFF potential.

Neglecting the bond bending terms is reasonable as the bond

bending force constants are significantly smaller than the

bond stretching force constants as discussed in Sec. III B.

Furthermore, including neither bond bending nor second

nearest neighbor relaxation yields better results than includ-

ing only one of the two effects.102,143 The composition-

dependent average A-C and B-C distances are then obtained

as the weighted average of the individual first nearest neigh-

bor distances of the five different configurations. To that

end, the probability of finding a particular configuration at a

certain composition x is needed. For a truly random alloy,

this is given by the binomial Bernoulli distribution. Figure

26 plots the results obtained for InxGa1�xAs together with

the best linear fit to the experimental data shown in Fig. 8.102

The average In-As and Ga-As distances change linearly with

composition x and are in very good agreement with the ex-

perimental data. Similar results were also obtained for

InxGa1�xP,78,185 CdxZn1�xTe,81–83 and CdxMn1�xTe.102 In

the dilute limit, this model corresponds to model 2b except

that it does not apply the two approximations made by all the

VFF models described in Sec. III C 1, namely, including only

the harmonic terms of the VFF potential (A1) and approxi-

mating the geometric relation between A-C and B-C

distances (A2). In order to investigate the influence of these

approximations, the element-specific bond lengths were

calculated for the dilute limit based on model 5 but applying

either A1 or A2.78 The associated � values for InxGa1�xP are

listed in Table VI.

In a similar approach, the minimum-energy structural

parameters of the five different first nearest neighbor config-

urations were calculated for InxGa1�xAs relaxing not only

the central As atom but also its first nearest neighbor cations

and its second nearest neighbor As atoms.126,186,187 The

resulting clusters consist of seventeen atoms connected by

sixteen bonds and are embedded in a virtual crystal media.

Furthermore, bond stretching and bond bending terms of the

VFF potential were included in the calculation. The element-

specific In-As and Ga-As bond lengths are then obtained as

the weighted average over the five different clusters assum-

ing again a binomial Bernoulli distribution. The results are

in excellent agreement with the experimental values not only

for InxGa1�xAs bulk alloys but also for strained thin films.

A somewhat different approach considers the alloy as a

network of springs described by the Kirkwood VFF poten-

tial137 with one set of bond stretching and bond bending

force constants.142,188,189 Within this framework, the

element-specific first nearest neighbor distance distributions

are calculated using a Green’s function formalism.189 The

average distance thus obtained for each atomic pair is a lin-

ear function of composition x with a slope determined by the

topological rigidity parameter, a��. This property describes

the competing effects of bond length and bond angle relaxa-

tion in the alloy structure and is identical to the relaxation

parameter, �. Evaluating a�� with the Green’s function for-

malism, an interpolation formula is derived that expresses

a�� in terms of the ratio of bond bending to bond stretching

force constants. For most III-V and II-VI semiconductor

alloys, b=a is between 0.1 and 0.2 (see Tables III–V) result-

ing in a topological rigidity parameter of around 0.75.189 The

basic model (model 6a) takes a�� as the mean value of the bi-

nary parent compounds and yields two parallel lines for the

FIG. 26. Element-specific In-As (blue) and Ga-As (green) bond lengths as a

function of composition x for InxGa1–xAs. The solid lines show the best lin-

ear fits to the experimental data plotted in Fig. 8 and the shaded areas repre-

sent the associated experimental uncertainties. The open symbols show the

bond lengths calculated with model 5 (Ref. 102) while the dashed and dotted

lines represent the predictions made by models 6a (Ref. 142) and 7 (Ref.

182), respectively. The thin gray lines represent the binary values and the

ones predicted by the VCA.

FIG. 27. Element-specific Ga-As (blue) and Ga-P (green) bond lengths as a

function of composition x for GaAsxP1–x. The solid lines show the best linear

fits to the experimental data plotted in Fig. 9 and the shaded areas represent

the associated experimental uncertainties. The dashed and dotted lines repre-

sent the predictions made by models 6a (Ref. 142) and 7 (Ref. 182), respec-

tively. The thin gray lines represent the binary values and the ones predicted

by the VCA.
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two different bond lengths as shown in Figs. 26 and 27 for

InxGa1�xAs and GaAsxP1�x, respectively.142 The calculation

slightly overestimates the change in the first nearest neighbor

distances but is still in fairly good agreement with the experi-

mental values. An extended model (model 6b) takes into

account the different force constants of the binary parent

compounds using an effective-medium approximation.142

The resulting curves exhibit a slightly nonlinear behavior;

however, the bowing is typically within the uncertainty of

the experimental data and is thus difficult to be verified. The

� values obtained for InxGa1�xP with both versions are listed

in Table VI.

3. Cluster and supercell calculations

The local structure of ternary alloys was also modeled by

simulating large atomic clusters or supercells. Using the VFF

potential with bond stretching and bond bending terms to

relax the atomic positions of InxGa1�xAs clusters yielded a bi-

modal first nearest neighbor distance distribution correspond-

ing to In-As and Ga-As bonds in good agreement with the

experimental EXAFS results.83,84,113,190 Figure 28 plots the

first nearest neighbor distance distribution for five different

alloy compositions as an example.190 It was also demonstrated

once more, that neglecting cation relaxation or bond bending

leads to values that differ significantly more from the experi-

mental data than those obtained with calculations neglecting

both effects.83,84,190 A bimodal first nearest neighbor distance

distribution was also obtained for clusters relaxed on the basis

of the VFF potential for In0:5Ga0:5P,62,191,192 HgxZn1�xTe,86

GaAsxP1�x,
193 GaAsxN1�x,

193 and ZnTexSe1�x.
194

In a similar approach (model 7), the atomic-scale struc-

ture of eighteen III-V and eleven II-VI ternary alloys was

modeled by minimizing the VFF distortion energy for a vari-

ety of compositions.182 In all cases, two distinct bond length

distributions were observed corresponding to the two different

types of first nearest neighbor pairs. The average values ex-

hibit a slightly nonlinear change with composition x and can

be fitted with quadratic polynomials the parameters of which

are reported for all 29 materials. The results for InxGa1�xAs

and GaAsxP1�x are plotted in Figs. 26 and 27, respectively.

The values slightly overestimate the change in the first nearest

neighbor distances similar to the predictions by model 6a. The

� values obtained for InxGa1�xP are listed in Table VI.

A somewhat different approach (model 8) starts from a

thermodynamic description of the alloy structure including

energetic and entropic terms in order to model local struc-

tural parameters of InxGa1�xP.183 The distortion energy is

again taken as a modified VFF potential while the configura-

tional and vibrational degrees of freedom are treated using

Monte Carlo calculations. Distinct In-P and Ga-P bond

lengths are obtained that change linearly with composition x
and are close to the experimental EXAFS values. The corre-

sponding � values are listed in Table VI. Molecular dynamics

simulations were applied to model large clusters of

InxGa1�xAs yielding once more a bimodal bond length distri-

bution with average Ga-As and In-As distances closer to

those of GaAs and InAs than to the ones predicted by the

VCA.195–197 Last but not least, model 9 uses first-principles

self-consistent local-density total-energy minimization to

calculate the first nearest neighbor distances of

InxGa1�xP.184 The In-P and Ga-P bond lengths are again

very different from each other, show a linear dependence on

the composition x, and yield a relaxation parameter � � 0:80

in excellent agreement with experimental results (see Table

VI). For ordered alloys, the calculated In-P and Ga-P first

nearest neighbor distances deviate even less from the binary

values184,185,191,192 while local clustering of the cations is

predicted to yield a somewhat larger change in the In-P and

Ga-P bond lengths than observed for the random alloy.62

4. Comparison of different first shell models

All models for ternary alloys discussed above yield a bi-

modal first nearest neighbor distance distribution with bond

lengths closer to those of the binary parent compounds than

to the ones predicted by the VCA. The models differ, how-

ever, with regard to how much the first nearest neighbor dis-

tances are predicted to change with composition x and

whether they vary linearly or not. Table VI lists the relaxa-

tion parameter � obtained with various models for the case of

InxGa1–xP together with the experimental EXAFS results

from Table II. Using different values of bond stretching and

bond bending force constants (see Tables III–V) for any

given model yields only small differences in �, typically less

than 0.02.

In contrast, the choice of approximations turns out to be

a crucial factor in determining the resulting � value. As dis-

cussed above, including neither the bond bending terms nor

the relaxation of the second nearest neighbor shell gives

FIG. 28. Calculated first nearest neighbor distance distribution obtained by

minimizing the VFF distortion energy of a large In1–xGaxAs cluster. Note

that here the composition x represents the Ga content of the material.

Reprinted with permission from Podg�orny et al., “Crystallographic structure

of ternary semiconducting alloys,” Solid State Commun. 55, 413–417

(1985). Copyright 1985 Elsevier.
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better results than including only one of the two effects. In

the dilute limit, model 5 corresponds to model 2b except that

it does not use the two approximations applied in the latter,

namely, including only the harmonic terms of the VFF

potential (A1) and approximating the geometric relation

between A-C and B-C distances (A2). A detailed analysis of

these models and approximations reveals that using a har-

monic approximation to the VFF potential does not influence

the calculated � values. In contrast, approximating the geo-

metric relationship between the A-C and B-C distances not

only changes the absolute values of � but also the ratio

between them (see Table VI).78

Most models predict a smaller � for the longer In-P bond

compared to the shorter Ga-P bond, however, the differences

are typically smaller or of similar order as the variation

between the different models and caused by the different

assumptions. It has been argued that the relaxation in semi-

conductors extends out to a long range.189 Nevertheless, the

simple models that only consider relaxation of the first near-

est neighbor shell yield � values similar to those of the more

complex calculations. It is therefore very difficult to judge

the appropriateness of certain approximations without per-

forming the complete calculation and comparing the results

with experimental values such as those obtained from

EXAFS measurements.

Some of the theoretical studies also discuss the widths

of the element-specific first nearest neighbor distance distri-

butions.83,84,142,143,183,188–190 All models and simulations

predict an increase of the variance, r2, for the alloy com-

pared to the binary parent compounds which is not observed

experimentally (see Sec. III A 1). However, in most cases the

theoretical values are still within the experimental uncertain-

ties for all alloy compositions.

5. Modeling of higher shells

Second and third nearest neighbor distances of

InxGa1�xAs were calculated as weighted average over the

structural parameters of the five different cation configura-

tions shown in Fig. 25.126,187 The clusters consist of the cen-

tral As atom, the first nearest neighbor cation shell

characterized by the number n of In atoms and the twelve

second nearest neighbor As atoms. As described in Sec.

III C 2, these 17-atom clusters are embedded in a virtual

crystal media and structural parameters are determined by

minimizing the VFF potential including both bond stretching

and bond bending terms. Similar to the first nearest neighbor

shell, good agreement between calculated and measured As-

In-As, As-Ga-As, In-As-In, In-As-Ga, and Ga-As-Ga second

nearest neighbor distances is obtained for both bulk alloys

and strained thin films. Regarding the third nearest neighbor

shell of bulk alloys, the model predicts similar splittings and

behaviors as for the cation-cation second nearest neighbor

pairs. As discussed in Sec. III A 3, the various third nearest

neighbor distances cannot be distinguished experimentally.

Nevertheless, the calculated average In-As and Ga-As third

nearest neighbor distances closely follow the ones predicted

by the VCA in perfect accord with the experimental results

for InxGa1�xP.78 For strained epitaxial films, the splitting

between in plane and out of plane third nearest neighbor dis-

tances observed experimentally is also very well reproduced

by the calculations demonstrating the strong capabilities of

this rather simple model.126,187

General analytic expressions for the average distances

of the various second nearest neighbor pairs of AxB1�xC or

CAxB1�x ternary alloys were derived based on the spring

network model and a Green’s function formalism (model 6a,

see Sec. III C 2).142,189 For the common sublattice, two dis-

tinct second nearest neighbor distances were obtained corre-

sponding to the two possible bridging atoms on the mixed

sublattice, namely, C-A-C and C-B-C. These two distances

remain close to the binary values over the whole composi-

tional range. For a�� 	 � ¼ 0:80, the slope of the two paral-

lel, linear curves amounts to 20% of that predicted by the

VCA similar to what is observed for the first nearest neigh-

bor distances. For the mixed sublattice, three second nearest

neighbor distances can be distinguished corresponding to the

three possible A-C-A, A-C-B, and B-C-B second nearest

neighbor pairs. These distances also vary linearly with com-

position x but they are much closer to the ones predicted by

the VCA than to the binary values. For a�� 	 � ¼ 0:80, the

slope equals 70% of that predicted by the VCA. The curves

for InxGa1�xAs and GaAsxP1�x are shown in Figs. 29 and 30,

respectively, using a�� 	 � ¼ 0:80 in accordance with the

best linear fit to the first nearest neighbor distances (see

Table II). The model predictions agree well with the experi-

mental data for all five second nearest neighbor pairs.

Excellent agreement was also found for the cation-cation dis-

tances of InxGa1�xP.78

Second nearest neighbor distances of InxGa1�xAs were

also evaluated with cluster simulations by minimizing the

FIG. 29. Element-specific second nearest neighbor distances as a function of

composition x for InxGa1–xAs. The solid lines are taken from Fig. 13 and

represent the experimental data. The uncertainties have been omitted for

clarity but can be assessed in Fig. 13. The dashed and dotted lines represent

the predictions made by models 6a (Ref. 142) and 7 (Ref. 182), respectively.

The thin gray lines represent the binary values and the ones predicted by the

VCA.
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distortion energy taken as the VFF potential including bond

stretching and bond bending terms as described in Sec.

III C 3.83,84,102,113,115,190 Figures 31(a) and 31(b) plot the sec-

ond nearest neighbor distance distributions associated with the

mixed cation sublattice and the common anion sublattice,

respectively, for five different alloy compositions.190 For the

In-As-In and Ga-As-Ga pairs, broad Gaussian-shaped distance

distributions are observed the average values of which

increase by approximately 0.2 Å when going from x ¼ 0 to

x¼ 1. Furthermore, the average In-As-In distance is about

0.08 Å larger than the average Ga-As-Ga distance for all com-

positions studied. In contrast, the second nearest neighbor As

distance distribution is extremely broad and features multiple

peaks. They can be grouped into an As-In-As and an As-Ga-

As distribution with up to three peaks each. A multimodal

anion-anion distribution was also observed for CdxZn1�xTe in

a similar approach.81,82 The average As-In-As distance is

larger than the average As-Ga-As distance by approximately

0.2 Å while both values change by only 0.05 Å over the

whole compositional range. These findings are in excellent

agreement with the experimental data shown in Fig. 13. The

widths of the In-As-In, Ga-As-Ga, As-In-As, and As-Ga-As

distance distributions are larger for the alloys than for the

binary parent compounds and reach maximum values at

x � 0:5.83,113,115,190 A splitting of the second nearest neighbor

As distance distribution and a significant broadening of both

cation-cation and anion-anion distance distributions in the ter-

nary alloys were further observed by molecular dynamics sim-

ulations of large InxGa1�xAs clusters.195,196

Second nearest neighbor structural parameters were also

modeled for eighteen III-V and eleven II-VI ternary alloys

by minimizing the VFF distortion energy for clusters of dif-

ferent alloy composition (model 7, see Sec. III C 3).182 The

resulting distance distribution for each of the five second

nearest neighbor pairs consists of three different peaks deter-

mined by the configuration of the surrounding coordination

shells. For the atoms of the mixed sublattice, the spacing is

rather small and the peaks mostly overlap leading to one

broad distribution as already observed for InxGa1–xAs.190 In

contrast, the spacing is large for the common sublattice

resulting in a multimodal distribution as reported above. The

composition dependence of the average distances is again

well represented by quadratic polynomials with a small non-

linear contribution. The parameters are reported for all 29

materials. The results for InxGa1�xAs and GaAsxP1�x are

FIG. 30. Element-specific second nearest neighbor distances as a function of

composition x for GaAsxP1–x. The solid lines are taken from Fig. 14 and rep-

resent the experimental data. The uncertainties have been omitted for clarity

but can be assessed in Fig. 14. The dashed and dotted lines represent the pre-

dictions made by models 6a (Ref. 142) and 7 (Ref. 182), respectively. The

thin gray lines represent the binary values and the ones predicted by the

VCA.

FIG. 31. Calculated second nearest

neighbor distance distribution for (a)

the mixed cation sublattice and (b) the

common anion sublattice of

In1–xGaxAs. Note that here the compo-

sition x represents the Ga content of

the material. The distributions were

obtained by minimizing the VFF dis-

tortion energy of a large atomic clus-

ter. Reprinted with permission from

Podg�orny et al., “Crystallographic

structure of ternary semiconducting

alloys,” Solid State Commun. 55,

413–417 (1985). Copyright 1985

Elsevier.

031304-22 C. S. Schnohr Appl. Phys. Rev. 2, 031304 (2015)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

131.169.38.71 On: Tue, 17 Nov 2015 09:25:17



plotted in Figs. 29 and 30, respectively. Good agreement is

observed with both the experimental data and the spring net-

work model (model 6a). Similar findings are reported for

CdxZn1�xTe.85

Similar second nearest neighbor distance distributions

were also obtained for InxGa1�xP using a thermodynamic

description of the alloy structure including energetic and

entropic terms (model 8, see Sec. III C 3).183 Again, the In-P-In,

In-P-Ga and Ga-P-Ga pairs of the mixed sublattice show broad

Gaussian-shaped distance distributions while the P-i-P pairs of

the common sublattice (i denoting either In or Ga) exhibit a

clearly multimodal distance distribution with several distinct

peaks. The widths of the distributions are once more larger for

the ternary alloys than for the binary parent compounds and

reach maximum values at a composition of approximately 0.5.

Hence, both anions and cations are displaced from their ideal

lattice sites; however, the displacement of the anions is much

larger for these cation-mixed systems.113,182,183,190 The distor-

tion of the common sublattice is thus significantly greater than

the distortion of the mixed sublattice as already inferred from

the experimental second nearest neighbor distances discussed

in Sec. III A 2.

Analyzing the simulated bond angles of InxGa1�xP, broad

distributions with angles as low as 100� and as high as 120�

where found for the i-P-j, P-Ga-P, and P-In-P angles where i
and j denote either In or Ga.183 This clearly demonstrates that

the lattice mismatch is accommodated to a large extent by

bond angle relaxation as already discussed in Sec. III A.

Nevertheless, all three distributions are mostly centered around

the ideal value of 109.5� in good agreement with experimental

findings. As can be seen in Fig. 20(a), the average As-In-As

and As-Ga-As angles of InxGa1�xAs remain close to the ideal

value over the whole compositional range. Given the similarity

of the materials, the same can be expected for InxGa1�xP. In

contrast, the i-As-j and i-P-j angles strongly deviate from the

ideal value depending on the kind of atoms involved (Fig.

20(b) and Ref. 78, respectively). Nevertheless, the weighted av-

erage over all i-As-j or i-P-j angles still closely resembles the

ideal value as predicted by the cluster calculations.

Tetrahedral bond angles were also obtained for

ZnTexSe1�x clusters relaxed by minimizing the VFF distortion

energy.194 Figure 32 plots the simulated Te-Zn-Te, Te-Zn-Se,

and Se-Zn-Se angles as a function of composition x. The Te-

Zn-Te angle of the ternary alloy is always smaller than the

ideal zincblende value whereas the Se-Zn-Se angle is larger

for all alloy compositions. The Te-Zn-Se angle exhibits inter-

mediate values. Furthermore, all three angles show a similar

linear increase with increasing Te content. These findings are

in excellent agreement with the experimental results for

ZnTexSe1�x,
92 InxGa1�xAs (see Fig. 20(b)), and InxGa1�xP

78

and highlight once more the large extent of bond angle relaxa-

tion in ternary III-V and II-VI zincblende alloys.

D. Atomic displacements

As discussed in Secs. III A and III C, the A-C and B-C

bond lengths of AxB1�xC or CAxB1�x ternary alloys with

zincblende structure are distinctly different from each other

and remain close to the values of the binary parent com-

pounds. The lattice mismatch between the latter is thus

accommodated mostly by bond angle relaxation and only to

a small extent by bond length relaxation. Furthermore, the

second nearest neighbor distance distributions in the ternary

alloys are significantly broadened compared to the binary

parent compounds for both the common and the mixed sub-

lattice as deduced from experiments32,78,92,113–115,134 and

simulations.83,182,183,190,195,196 As a consequence, the atoms

on both sublattices are displaced from their ideal crystallo-

graphic positions depending on the nature of the neighboring

atoms.

Nevertheless, the resulting atomic displacements are dis-

tinctly different for the common and mixed sublattices as

seen by both experiment32,77,78,81–85,90,92,99,100 and simula-

tion.83,182,183,190,195,196 The second nearest neighbor distan-

ces associated with the common sublattice show a well-

spaced multimodal distribution that can be divided into two

distinct C-A-C and C-B-C contributions the average values

of which are closer to the values of the binary parent com-

pounds than the ones predicted by the VCA. In contrast, the

second nearest neighbor distance distributions associated

with the different atomic pairs of the mixed sublattice exhibit

broadened yet nearly Gaussian shapes the average values of

which are much closer to the ones predicted by the VCA

than to the values of the binary parent compounds. The

atoms of the common sublattice are thus significantly more

displaced from their ideal crystallographic positions than the

atoms occupying the mixed sublattice.92,113–115,182,183,190

Apart from the magnitude of displacement, the common

and mixed sublattices also differ with respect to the direction

in which the atoms are displaced. Analyzing the atomic posi-

tions of InxGa1�xAs supercells relaxed by minimizing the

VFF distortion energy yields the average three-dimensional

atomic probability distribution of As anions and In and Ga

cations.115 Figures 33 and 34 plot the isoprobability surfaces

for anions and cations, respectively. Clearly, the displace-

ments of the As atoms are highly symmetric yet strongly

directional and occur predominantly in the h100i and h111i
directions. In contrast, the probability distribution of the In

FIG. 32. Simulated i-Zn-j bond angles as a function of composition x for

ZnTexSe1–x, where i and j denote either Te or Se.194 The solid lines all have

the same slope and are a guide to the eye while the ideal zincblende value of

109.5� is given as a thin gray line.
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and Ga atoms is nearly isotropic and sharply peaked at the

ideal crystallographic lattice site. Furthermore, the As dis-

placements are about two times larger than those of the In or

Ga atoms. These findings thus partly explain the success of

the model predictions discussed in Sec. III C, which neglect

both the relaxation of the mixed sublattice and the bond

bending distortion energy.

The highly directional displacements of the atoms occu-

pying the common sublattice can be easily understood in

terms of the different first nearest neighbor environments

shown in Fig. 25.115,185 For n¼ 0 and 4, the first nearest

neighbor shell is symmetric and the central C atom is located

on its ideal lattice site if the neighboring atoms of the mixed

sublattice are not significantly displaced themselves. In con-

trast, for n¼ 1, the C atom is displaced away from the single

A atom and towards the three B atoms if the A-C bond

length is larger than the B-C bond length. The displacement

occurs along the A-C bond in one of the h111i directions, for

the particular case shown in Fig. 25(b) along ½�11�1�.
Similarly, for n¼ 3, the C atom is displaced away from the

three A atoms towards the single B atom. The displacement

occurs along the B-C bond again in one of the h111i direc-

tions, for the particular case shown in Fig. 25(d) along ½�1�1�1�.
For n¼ 2, the C atom is displaced away from the two A

atoms towards the two B atoms in a symmetric fashion

resulting in a displacement along one of the h100i directions,

for the particular case shown in Fig. 25(c) along ½�100�. In

summary, no displacement of the central C atom is observed

for the configurations with n¼ 0 and 4, displacements along

the h111i directions occur for n¼ 1 and 3, and displacements

along the h100i directions are found for n¼ 2. In a random

alloy, all five configurations are present with different proba-

bilities depending on the alloy composition. Consequently,

there is no single displacement of the atoms of the common

sublattice and the material is characterized by an intrinsic

structural inhomogeneity on the subnanometer scale.

The magnitude of these different displacements can be

estimated most easily using model 5 described in Sec.

III C 2. The first nearest neighbor atoms of the mixed sublat-

tice are fixed at their ideal crystallographic lattice sites given

by the alloy lattice constant according to Vegard’s Law.

Minimizing the bond stretching energy of the four anion-

cation bonds then yields the minimum-energy position of the

central C atom characterized by the fractional coordinates

ðx; y; zÞ within the zincblende unit cell. The atomic displace-

ment ðu; v;wÞ is thus given by

u ¼ 0:25� x;

v ¼ 0:25� y;

w ¼ 0:25� z:

(16)

For n¼ 0 and 4, no displacement occurs and uð0Þ ¼ uð4Þ

¼ vð0Þ ¼ vð4Þ ¼ wð0Þ ¼ wð4Þ ¼ 0. For n¼ 1 and 3, the dis-

placement occurs along the h111i direction with juð1Þj ¼
jvð1Þj ¼ jwð1Þj and juð3Þj ¼ jvð3Þj ¼ jwð3Þj all being different

from zero. However, these configurations are present in the

random alloy in all possible orientations with equal probabil-

ity. As a consequence, the average displacement of the C

atoms along any of the three unit cell directions vanishes and

huð1Þi ¼ hvð1Þi ¼ hwð1Þi ¼ 0 and huð3Þi ¼ hvð3Þi ¼ hwð3Þi
¼ 0. For n¼ 2, the displacement occurs along the h100i
direction such that one of the three values uð2Þ; vð2Þ, and wð2Þ

FIG. 33. Isoprobability surface viewed along the ½001� direction for the en-

semble averaged As atom distribution of InxGa1–xAs with (a) x¼ 0.17, (b)

x¼ 0.33, (c) x¼ 0.50, and (d) x¼ 0.83. The surfaces enclose the volume

where the anion will be found with a probability of 68%. Reprinted with per-

mission from Jeong et al., Phys. Rev. B 63, 205202 (2001). Copyright 2001

The American Physical Society.

FIG. 34. Isoprobability surface viewed along the ½001� direction for the en-

semble averaged In and Ga atom distribution of InxGa1–xAs with (a)

x¼ 0.17, (b) x¼ 0.33, (c) x¼ 0.50, and (d) x¼ 0.83. The surfaces enclose

the volume where the cations will be found with a probability of 68%.

Reprinted with permission from Jeong et al., Phys. Rev. B 63, 205202

(2001). Copyright 2001 The American Physical Society.
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is different from zero (positive or negative) while the other

two vanish. Again, all possible orientations of this configura-

tion are present with equal probabilities and huð2Þi
¼ hvð2Þi ¼ hwð2Þi ¼ 0. Therefore, the average displacement

of all C atoms along any of the three unit cell directions is

zero independent of the composition, hui ¼ hvi ¼ hwi ¼ 0,

in perfect agreement with the experimental observation that

the average long-range structure of the alloy resembles the

zincblende crystal structure.

Interestingly, the overall displacement of the C atoms

from the ideal lattice site, d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2 þ w2
p

, does not van-

ish even for the random alloy. Obviously, dð0Þ ¼ dð4Þ ¼ 0.

In contrast, d is always larger than zero for n¼ 1, 2, and 3

independent of the orientation of the different configura-

tions. As an example, Fig. 35(a) plots the d values calcu-

lated according to model 5 for all five first nearest neighbor

configurations surrounding the central P atom in InxGa1–xP

versus composition x.185 The distance from the ideal lattice

site is nearly identical for n¼ 1 and 3 and only slightly

higher for n¼ 2 and all three exhibit an almost linear

decrease with increasing x. The weighted average hdi is

shown in Fig. 35(b) together with hui; hvi and hwi. Clearly,

hdi equals zero only for the binary parent compounds as

expected. For the ternary alloy, hdi is larger than zero over

the whole compositional range and exhibits a strong posi-

tive bowing with a maximum around x � 0:5. This means

that even though the average position of the P atom corre-

sponds to the ideal lattice site, the average overall displace-
ment from this ideal lattice site is not equal to zero. The

latter is of great importance as a displacement of the anion

from its ideal lattice site significantly affects the material

bandgap as discussed in Sec. III E.

E. Bandgap bowing

1. Experimental bowing parameters

The energies of the different bandgaps typically change

continuously but nonlinearly with composition x for AxB1�xC

or CAxB1�x ternary alloys with zincblende structure.26,71 In

most cases, the bandgap energy can be described by a quad-

ratic function as given in Eq. (2). The lowest direct and indi-

rect bandgap energies for a number of III-V and II-VI binary

compounds with zincblende structure are listed in Table I

while the corresponding bowing parameters, b, for the ternary

alloys are summarized in Table VII. Typically, the bowing pa-

rameters are positive and range from 0 to 1 eV for most

cation-mixed alloys while values as high as nearly 4 eV have

been reported for some anion-mixed alloys. Furthermore, b
increases with increasing difference in lattice constants and

electronegativity of the binary parent compounds.26,71

For the direct semiconductor InxGa1�xAs, the composi-

tion dependence of the bandgap energy is shown in Fig. 7,

whereas Fig. 36 plots the lowest direct and indirect energy

gap versus composition x for InxGa1�xP.26,33,198–200 Room

temperature values reported for the lowest direct energy gap

are between 2.76 and 2.78 eV for GaP and between 1.34 and

1.35 eV for InP. The lowest indirect energy gap for GaP

occurs at 2.26 eV with a cross-over between direct and indi-

rect bandgap for InxGa1�xP at a composition of x � 0:3. The

bowing parameters reported for the direct energy gap range

from 0.50 to 0.79 eV.

FIG. 35. Calculated displacement of the P atoms in InxGa1–xP versus compo-

sition x.185 (a) Overall displacement d from the ideal lattice site for each of

the five possible first nearest neighbor configurations surrounding the P

anion as shown in Fig. 25. (b) Average displacements hui; hvi, and hwi in

the x-, y-, and z-directions of the unit cell, respectively, and average overall

displacement hdi.

TABLE VII. Bowing parameter, b, for the lowest direct energy bandgap of

III-V and II-VI ternary alloys with zincblende structure at 300 K.26

AxB1–xC b (eV) CAxB1–x b (eV)

GaxAl1–xP 0 AlAsxP1–x

GaxAl1–xAs AlSbxP1–x

GaxAl1–xSb AlSbxAs1–x

InxAl1–xP 0.40 GaAsxP1–x 0.19

InxAl1–xAs 0.72 GaSbxP1–x 2.70

InxAl1–xSb 0.43 GaSbxAs1–x 1.25

InxGa1–xP 0.65 InAsxP1–x 0.15

InxGa1–xAs 0.58 InSbxP1–x 1.60

InxGa1–xSb 0.42 InSbxAs1–x 0.60

CdxZn1–xS 0.83 ZnSexS1–x 0.58

CdxZn1–xSe 0.39 ZnTexS1–x 3.75

CdxZn1–xTe 0.31 ZnTexSe1–x 1.50

HgxZn1–xS 1.00 CdSexS1–x

HgxZn1–xSe CdTexS1–x 1.80

HgxZn1–xTe 0.46 CdTexSe1–x 0.84

HgxCd1–xS HgSexS1–x

HgxCd1–xSe 0 HgTexS1–x

HgxCd1–xTe 0.21 HgTexSe1–x
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2. Theoretical models

A number of different models have been proposed to

explain and predict the bandgap bowing in ternary III-V and

II-VI semiconductor alloys and care has to be taken when

comparing the various works since the different authors of-

ten use similar expressions for different physical effects. In

particular, the term “disorder” is often used with different

meanings. An excellent overview of the different approaches

to model the bandgap bowing is presented in Ref. 201. Here,

a short summary is given focusing on the aspects related to

the correlation between atomic-scale structure and alloy

bandgap.

The earliest models of the bandgap bowing in AxB1�xC

or CAxB1�x alloys are based on the VCA assuming a perfect

zincblende structure where the mixed sublattice is occupied

by a single virtual element that represents the weighted aver-

age of the A and B species.202 As a consequence, chemical

effects such as charge redistribution or polarization due to

the different properties of the A and B atoms are neglected.

Similarly, structural effects caused by the unequal A-C and

B-C bond lengths and the resulting atomic displacements are

not taken into account either. Nevertheless, even within the

framework of the VCA the alloys can exhibit bandgap bow-

ing because the bandgap energy is not a linear function of

the potential for most methods of band-structure calcula-

tion.201,202 Bowing parameters were calculated based on the

VCA approach using the dielectric two-band method,202,203

the empirical pseudopotential method,204–209 and the empiri-

cal tight-binding method.210–213 In many cases, the calcu-

lated b values are significantly smaller than those observed

experimentally and it was proposed to separate the bowing

parameter into a contribution bI already present in a ficti-

tiously periodic alloy and a contribution bII due to disorder

effects caused by the aperiodicity of random alloys with dis-

tinct A and B atoms202

b ¼ bI þ bII: (17)

In the framework of the VCA models, the first term is taken

as the calculated value, bI¼ bVCA, whereas the disorder term

is taken as the difference between the experimentally

observed and calculated value, bII¼ bexp – bI. However, the

bVCA values vary significantly depending on the method of

calculation used and the potential parameters chosen.201 For

example, calculations using the dielectric two-band method

yield bowing parameters that are noticeably smaller than

those observed experimentally for various III-V and II-VI

alloys.202 In contrast, some empirical pseudopotential calcu-

lations result in bowing parameters comparable with the

experimental ones for a number of different III-V and II-VI

alloys205,207 while other calculations for InxGa1�xAs find bII

to be significant.208 As a consequence, the relative impor-

tance of the two different bowing contributions bI and bII

cannot be reliably evaluated based on the VCA approach.

Direct estimations of the disorder term bII were performed

using perturbation theory resulting once more in significant

contributions to the experimentally observed bandgap bow-

ing for several III-V and II-VI ternary alloys.214–216

The effects of chemical disorder due to the different ener-

gies of the A-C and B-C bonds are taken into account using

the coherent-potential approximation (CPA).217–223 The calcu-

lated bowing parameters for GaxAl1�xAs, InxGa1�xP,

InxGa1�xAs, and GaAsxP1�x are larger than those obtained

with the VCA approach demonstrating the significance of dis-

order effects taken as bII¼ bCPA – bVCA.217,220 However, the

fraction of b that is assigned to disorder effects strongly varies

for different materials and also depends on the details of the

VCA calculation as discussed above. In addition to chemical

disorder, effects of structural disorder due to the different A-C

and B-C bond lengths are considered for InxGa1�xAs and

ZnTexSe1�x applying a molecular coherent-potential approxi-

mation224,225 and for In0:5Ga0:5P with a chalcopyrite structure

using all-electron first-principles mixed-based band structure

calculations.226 The effects arising from structural relaxation

are found to be of a similar magnitude as the effects caused by

the chemical differences of the A-C and B-C bonds demon-

strating for the first time the significance of the atomic-scale

structure for electronic properties such as the bandgap energy.

Based on these findings, the decomposition of the bow-

ing parameter, b, into three separate contributions has been

proposed corresponding to the transformation of the AC and

BC binary parent compounds to the AxB1�xC ternary alloy

via three subsequent steps.201,227–229 (i) In the first step, the

AC and BC compounds are compressed and dilated, respec-

tively, from their binary lattice constants, aA and aB, to the

alloy lattice constant, a(x). This volume change leads to a

change in the bandgap energy given by the hydrostatic defor-

mation potential, c ¼ dE=dðln VÞ, where V ¼ a3 represents

the volume of the unit cell. The resulting energy differences

for the AC and BC compounds can be written as

DEA
g ðxÞ ¼ 3cAln½aA=aðxÞ�;

DEB
g ðxÞ ¼ 3cBln½aB=aðxÞ�:

(18)

Taking a fraction x of the compressed AC compound and a

fraction ð1� xÞ of the dilated BC compound thus yields an

energy change DEVD
g due to volume deformation of

FIG. 36. Lowest direct (full symbols) and indirect (open symbols) bandgap

energy versus composition x for InxGa1–xP. The data are taken from Refs. 33

(red circles), 198 (green triangles), and 199 (blue squares). The solid black

line corresponds to a quadratic dependence as given by Eq. (2) with an aver-

age bowing parameter, b, of 0.65 eV, while the dashed black line shows the

linear change between the lowest indirect bandgap, EX
g , of GaP and InP.26

The thin gray lines represent the binary values and their weighted average.
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DEVD
g ðxÞ ¼ xDEA

g ðxÞ þ ð1� xÞDEB
g ðxÞ

¼ 3xcAln½aA=aðxÞ�
þ3ð1� xÞcBln½aB=aðxÞ�: (19)

This bowing contribution reflects the differences in lattice

constants and hydrostatic deformation potentials of the two

binary parent compounds. (ii) In the second step, the appro-

priate fractions of AC and BC compounds with the alloy lat-

tice constant are mixed together allowing for a charge

redistribution between the A, B, and C atoms while main-

taining the perfect zincblende structure. This charge redis-
tribution reflects the difference in chemical electronegativity

and yields the energy change DECE
g . (iii) In the third step, the

atoms are allowed to relax to their minimum-energy configu-

ration thus realizing the actual alloy structure. The resulting

energy difference due to structural relaxation is denoted by

DESR
g and reflects the difference between the average A-C

and B-C bond lengths in the ternary alloy. The overall

bandgap bowing then amounts to the sum of the contribu-

tions due to volume deformation, charge redistribution, and

structural relaxation

DEg ¼ DEVD
g þ DECE

g þ DESR
g (20)

with the total bowing parameter

b ¼ bVD þ bCE þ bSR: (21)

It is worth noting that these three contributions to the

bandgap bowing represent different structural and electronic

aspects. The volume deformation contribution arises from a

geometrical change in the bond lengths while the symmetry

of the AC and BC compounds is fully preserved. DEVD
g thus

represents a purely structural effect. In contrast, the charge

redistribution of the second step takes place for a fixed struc-

tural arrangement and thus represents a purely electronic

effect due to the different chemical properties of the A, B,

and C atoms. Interestingly, the subsequent structural relaxa-

tion changes the local atomic structure, most prominently the

element-specific bond lengths, while it also allows for a fur-

ther charge redistribution accompanying the structural

changes. DESR
g thus represents a combination of both struc-

tural and electronic effects.

The decomposition of the bowing parameter into contri-

butions due to volume deformation, charge redistribution,

and structural relaxation has been studied for ZnSe0:5S0:5,

ZnTe0:5S0:5, and ZnTe0:5Se0:5 using all-electron mixed-basis

band structure calculations.201,227 However, instead of mod-

eling a random alloy structure, CuAu-like ordering was

assumed for the ternary compounds. In this case, the mixed

sublattice consists of layers with either A or B atoms alter-

nating along one of the h100i directions leading to space

group P�4m2. Assuming such an ordered structure instead of

a random alloy significantly simplifies the calculations and

maintains all the electronic and structural effects arising

from the different geometrical and chemical properties of the

A-C and B-C bonds. It does, however, neglect the disorder

effects of a truly random alloy such that the calculated

bowing parameter corresponds to bI in Eq. (17). For all three

ternary compounds, volume deformation yields a negative

contribution to the bandgap bowing while charge redistribu-

tion and structural relaxation result in positive bowing.

Furthermore, the contribution due to structural relaxation is

larger than that arising from charge redistribution in all three

cases and the absolute value of each contribution increases

from ZnSe0:5S0:5 over ZnTe0:5Se0:5 to ZnTe0:5S0:5. The total

bowing parameters agree reasonably well with the experi-

mental values given in Table VII.

A similar study uses the first-principles semirelativistic

linear augmented-plane-wave method to calculate the indi-

vidual bowing contributions of GaSb0:5As0:5 with chalcopy-

rite, CuAu-like or CuPt-like ordering.228 For the latter, the

mixed sublattice consists of layers with either A or B atoms

alternating along one of the h111i directions leading to space

group R3m. The calculated contribution due to volume de-

formation is almost zero for all three structures while struc-

tural relaxation yields again a positive contribution larger

than or equal to that arising from charge redistribution. The

total bowing parameter depends sensitively on the type of

long-range order with the chalcopyrite structure producing

the smallest and the CuPt-like structure the largest bandgap

bowing. Similar observations were also made for other III-V

and II-VI ternary compounds.230

The dependence of the bowing parameter on the type of

long-range order raises the question to what extent the

bandgap bowing is comparable in ordered ternary com-

pounds and random ternary alloys. Even without long-range

order, a variation of the bandgap was observed for different

configurations of large In0:5Ga0:5P supercells highlighting

the statistical nature of alloy properties.192 Reliable band

structure calculations for random alloys have long been ham-

pered by the need for averaging a large number of different

configurations or using large supercells with more than thou-

sand atoms231,232 for which first-principles self-consistent

calculations are still often impractical. This difficulty can be

overcome by the use of so-called special quasi-random struc-

tures (SQS).233–235 These SQS consist of periodic structures

the unit cells of which are designed specifically to best

mimic the correlation functions of a random alloy. A rather

good match is obtained already with a fairly small number of

atoms in the order of ten to twenty thus enabling the use of

sophisticated first-principles approaches for the band struc-

ture calculations.

Total bowing parameters, including now both the bI and

bII contribution in Eq. (17), have been calculated based on

SQS for a variety of III-V and II-VI ternary alloys with

x¼ 0.5 using the linear augmented-plane-wave

method.230,233,234,236,237 The values are found in good agree-

ment with the experimental bowing parameters listed in

Table VII. Furthermore, a comparison with calculations

assuming the CuPt-like ordering shows that the bowing pa-

rameters of the random alloys are significantly smaller than

those of the ordered compounds.233,234 A continuous

decrease of the bandgap energy and thus a continuous

increase of the bowing parameter with increasing degree of

CuPt-like long-range order has also been observed for

In0:5Ga0:5P, In0:5Al0:5As, and Ga0:5Al0:5As in a number of
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other studies.61–63,191,238,239 Short-range order such as local

clustering also decreases and increases the bandgap energy

and the bowing parameter, respectively, albeit not as

strongly as observed for complete long-range order.62,239

Individual bowing contributions were calculated for ran-

dom In0:5Ga0:5As, Ga0:5Al0:5As, and GaAs0:5P0:5 alloys using

SQS and a first-principles self-consistent pseudopotential

approach.229,234 As expected, the contributions due to vol-

ume deformation and structural relaxation vanish for the

lattice-matched alloy Ga0:5Al0:5As and the calculated total

bowing parameter of 0.2 eV arises solely from charge redis-

tribution between the As anions and the two different cati-

ons. In contrast, the bowing contribution due to charge

redistribution is negligible for the two lattice-mismatched

alloys In0:5Ga0:5As and GaAs0:5P0:5. For the latter, the calcu-

lated total bowing parameter of 0.19 eV stems almost equally

from volume deformation and structural relaxation. For

In0:5Ga0:5As the dominant contribution due to volume defor-

mation is slightly reduced by a small negative contribution

due to structural relaxation yielding a calculated total bowing

parameter of 0.40 eV. These values for the lattice-

mismatched systems were obtained by averaging the three

different energy levels at the valence band maximum which

are degenerate in the zincblende structure but differ in the

random alloy due to crystal-field splitting. Using the highest

level as reference instead yields a bowing contribution due

to structural relaxation twice as high as that arising from vol-

ume deformation for GaAs0:5P0:5 with a total b value of

0.34 eV. For In0:5Ga0:5As, the contribution due to volume de-

formation is still dominant but structural relaxation now

gives a positive contribution to the bandgap bowing resulting

in a total bowing parameter of 0.58 eV. This demonstrates

that there is no clear trend in the significance of the different

bowing contributions for these three ternary III-V alloys.

Furthermore, the contribution arising from structural relaxa-

tion contains changes of the bandgap energy due to both a

change in the first nearest neighbor bond lengths and the

associated charge redistribution as already discussed above.

An unambiguous distinction between structural and elec-

tronic effects on the bandgap bowing is thus not possible

based on this three-step process. However, the two effects

can indeed be estimated separately based on the atomic-scale

structural parameters determined by EXAFS as discussed in

Secs. III E 3 and III E 4 for the specific case of InxGa1�xP.185

For some materials, including GaAsxN1�x and ZnTexS1�x,

very large and composition-dependent bowing parameters have

been observed.193,240 For example, the incorporation even of

very small amounts of N into GaAs extremely reduces the

bandgap energy although the bandgap of GaN is more than

twice that of GaAs.241 For these materials, two different com-

positional regions can therefore be distinguished: (i) a band-

like region where the bowing parameter is relatively small and

nearly constant and (ii) an impurity-like region where the bow-

ing parameter is considerably larger and depends on the alloy

composition.193,240 In principle, this distinction can be made

for all ternary III-V and II-VI alloys, however, for most materi-

als with chemically similar elements populating the mixed sub-

lattice, the compositional range of the impurity-like region is

0:99
 x � 1 and hence negligibly small. For alloys where the

elements occupying the mixed sublattice have very different

properties, in contrast, the impurity-like region can span a con-

siderable compositional range from x¼ 1 down to x � 0:9
�0:8. A characteristic feature of these materials are strongly

localized states introduced by the impurity atoms in the dilute

limit which occur as either deep levels in the bandgap or as res-

onant states within the conduction band.242 If these localized

impurity states are close enough in energy to the conduction

band minimum associated with the extended states of the host

matrix, the resulting interaction leads to level repulsion and

thus to a reduction of the bandgap energy.242,243 This band anti-

crossing (BAC) model was used to reproduce successfully both

the pressure and composition dependence of the energy levels

in GaAsxN1�x,
243 ZnTexS1�x,

242 and ZnTexSe1�x
242 for com-

positions x down to �0:85. The BAC model thus provides a

good description of the extremely large and composition-

dependent bowing parameters in the impurity-like region of

these highly mismatched ternary III-V and II-VI alloys.

3. Volume deformation, charge redistribution, and
structural relaxation

As already mentioned in Sec. III E 2, the bowing contri-

butions arising from volume deformation, charge redistribu-

tion, and structural relaxation can have different signs and

magnitudes for different semiconductor alloys. Furthermore,

they arise from both the structural and electronic differences

of the two parent compounds. These different aspects are

now discussed in more detail for the specific example of

InxGa1�xP based on experimentally available parameters.185

Figure 37 plots the bandgap bowing, DEg, versus alloy com-

position x. Bowing parameters, b, determined experimentally

range from 0.50 eV (Ref 198) to 0.76 eV (Refs. 33 and 200)

and 0.79 eV (Ref. 199) resulting in an average value of

0.65 eV.26,71 The corresponding energy differences DEg at

x¼ 0.5 range from approximately 0.12 to 0.20 eV.

FIG. 37. Bowing of the lowest direct bandgap versus composition x for

InxGa1–xP.185 The shaded area denotes the range of experimental values

reported in the literature33,198–200 together with the average values given in

Ref. 26 (black circles). The bowing contributions originating from volume

deformation (blue up triangles) and structural relaxation (green down trian-

gles) as well as their sum (red squares) are also plotted. Full and open sym-

bols correspond to different sets of deformation potentials used for the

calculations.
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Bowing parameters for random InxGa1�xP alloys calcu-

lated theoretically with different methods and approaches

range from b¼ 0.40 to 0.80 eV (Refs. 239, 62, 63 202, 220,

and 233) corresponding to DEg values of 0.1 to 0.2 eV at

x¼ 0.5 in good agreement with the experimental values.

Early works further differentiate between the bowing contri-

bution for a fictitiously periodic alloy, bI, and the bowing

contribution due to disorder effects, bII, (see Sec.

III E 2).202,220 The bI values are 0.39 and 0.31 eV and thus

similar for both works while the bII values of 0.31 and

0.09 eV differ substantially. The only differentiation between

bowing contributions due to volume deformation, charge

redistribution and structural relaxation for InxGa1�xP is

reported for an ordered In0.5Ga0.5P compound with chalco-

pyrite structure.226 The calculated bSR
I ¼ 0:17 eV is of a sim-

ilar order as the sum of bVD
I and bCE

I which equals 0.25 eV

demonstrating the importance of structural relaxation in this

material.

The bowing contribution DEVD
g due to volume deforma-

tion can be calculated based on experimental values for the

deformation potential c of InP and GaP according to Eq.

(19).185 The lattice constant a(x) is determined using Eq. (1)

based on the fact that InxGa1�xP was shown to closely follow

Vegard’s Law.33,34 The results obtained with cInP ¼ �6:35

eV (Ref. 244) and cGaP ¼ �8:83 eV (Ref. 245) are plotted in

Fig. 37 as full symbols while the values calculated with

cInP ¼ �7:6 eV (Ref. 70) and cGaP ¼ �9:3 eV (Ref. 70) are

shown as open symbols. Clearly, the choice of the deforma-

tion potentials noticeably affects the calculated DEVD
g . In any

case, however, volume deformation yields a strong positive

bowing the magnitude of which is of a similar order as that

of the total bowing observed experimentally.

The bowing contribution DESR
g due to structural relaxa-

tion can be calculated based on the displacement d of the P

anion and on the coefficient dðDESR
g Þ=dd that describes the

change in the bandgap energy arising from a certain anion

displacement

DESR
g ¼

d DESR
g

	 

dd

d: (22)

For ordered In0.5Ga0.5P with the chalcopyrite structure, each

P atom has two In and two Ga first nearest neighbors corre-

sponding to the n¼ 2 configuration (see Figs. 2(e) and

25(c)). For such an ordered compound, the displacement of

the P atom from its ideal lattice site was calculated to be dð2Þ

¼ 0:028 (Ref. 226) in excellent agreement with the value

dð2Þ ¼ 0:029 obtained with model 5 as described in Sec. III D

(see Fig. 35).185 Note that this displacement dð2Þ differs sig-

nificantly from the average displacement hdi ¼ 0:023 also

shown in Fig. 35 which clearly demonstrates once more the

importance of differentiating between the local and the aver-

age structure of random ternary alloys. For the ordered

In0.5Ga0.5P compound with the chalcopyrite structure, the

change in bandgap energy arising from the single anion dis-

placement dð2Þ ¼ 0:028 was calculated to be

DESR
g ¼ 0:0425 eV using a first-principles self-consistent

band structure approach.226 The corresponding coefficient

dðDESR
g Þ=ddð2Þ thus equals 1.5 eV. First-principles self-

consistent calculations of ordered InnGa4�nP4 compounds

with n¼ 1, 2, and 3 further resulted in similar total bowing

parameters for all three compositions thereby suggesting that

also the coefficients dðDESR
g Þ=ddðnÞ are similar in all three

cases. A single coefficient dðDESR
g Þ=dd ¼ 1:5 eV can hence

be assumed independent of the local configuration and the

bowing contribution DESR
g due to structural relaxation of the

random alloy can be estimated as185

DESR
g ¼

d DESR
g

	 

dd

hdi: (23)

The bowing contribution obtained with the hdi values from

Fig. 35 is plotted in Fig. 37 together with DEVD
g and the

experimentally determined range for DEg. Clearly, structural

relaxation from the ideal zincblende geometry constitutes a

positive and noticeable contribution to the bandgap bowing

for this ternary alloy system even though it is significantly

smaller than the contribution due to volume deformation.

At x¼ 0.5, DESR
g and DEVD

g amount to 0.035 eV and

0.161 or 0.118 eV, respectively. These values are similar to

those of 0.024 and 0.128 eV calculated for random

InxGa1�xAs at x¼ 0.5 using a first-principles, self-consistent

pseudopotential approach.229 Furthermore, the sum DESR
g

þDEVD
g is well within the range of experimentally observed

DEg values (see Fig. 37) indicating that the third contribution

DECE
g is of minor importance for InxGa1�xP alloys. This is

again in good agreement with the value of DECE
g

¼ �0:007 eV calculated for random InxGa1�xAs at x¼ 0.5.229

This clearly shows that no major change in the bandgap

occurs due to charge redistribution when mixing the different

cations at equal first nearest neighbor distances. However, as

discussed above, both structural and electronic effects contrib-

ute to DESR
g and it is not clear whether charge redistribution

does become important for unequal first nearest neighbor

bond lengths. An unambiguous assignment of the effects due

to changes of the first nearest neighbor structural environment

and due to changes of the charge distribution is thus not possi-

ble based on this three step process.

4. Structural and electronic effects

In order to distinguish structural and electronic effects, a

slightly different process has been proposed based on the

transformation of the AC and BC parent compounds to the

AxB1�xC alloy via two subsequent steps.185 (i) In the first

step, the A-C and B-C bonds are compressed or dilated

directly to the different individual first nearest neighbor dis-

tances found in the alloy at any given composition x. This

yields a contribution DEstruc
g to the bandgap bowing which is

caused solely by a structural change of the local atomic

arrangements. (ii) In the second step, appropriate fractions of

the different A-C and B-C bonds are mixed together allow-

ing for a charge redistribution between the A, B, and C

atoms while maintaining all first nearest neighbor distances

at their values prepared in the first step. The resulting contri-

bution DEelec
g to the bandgap bowing thus arises solely from

a change in the charge configuration and hence represents

the electronic effects due to the different chemical properties
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of the atoms. The total bandgap bowing can then be written

as the sum of the structural and electronic contributions

DEg ¼ DEstruc
g þ DEelec

g (24)

with the corresponding bowing parameter

b ¼ bstruc þ belec: (25)

The structural contribution, DEstruc
g , is estimated based on

model 5 described in Sec. III C 2 where the individual A-C

and B-C distances are calculated for each of the five different

first nearest neighbor configurations characterized by the

number, n, of A atoms (see Fig. 25).185 The energy differen-

ces that result from compressing or dilating the A-C and B-C

bonds, respectively, are then given by

DEA�C
g xð Þ ¼

X4

n¼0

P nð Þ xð Þ n

4
3cAln

dbin
A

d
nð Þ

A xð Þ

" #
;

DEB�C
g xð Þ ¼

X4

n¼0

P nð Þ xð Þ 4� nð Þ
4

3cBln
dbin

B

d
nð Þ

B xð Þ

" #
;

(26)

where PðnÞðxÞ represents the probability of finding a certain

configuration at a given composition x and the sums run over

all possible configurations. The individual A-C and B-C first

nearest neighbor distances for each configuration are denoted

by d
ðnÞ
A ðxÞ and d

ðnÞ
B ðxÞ, respectively, whereas dbin

A and dbin
B

stand for the bond lengths of the binary parent compounds.

The factors n=4 and ð4� nÞ=4 give the fraction of A-C and

B-C bonds, respectively, in each of the five different configu-

rations. The structural contribution, DEstruc
g , then follows as

the sum of the two terms in Eq. (26), namely,

DEstruc
g ðxÞ ¼ DEA�C

g ðxÞ þ DEB�C
g ðxÞ: (27)

The results obtained for InxGa1�xP
185 are plotted as a

function of composition x in Fig. 38 together with the

experimentally determined DEg values.33,198–200 Similar to

the calculation of DEVD
g in Sec. III E 3, two sets of deforma-

tion potentials were used, namely, cInP ¼ �6:35 eV (Ref.

244) and cGaP ¼ �8:83 eV (Ref. 245) (full symbols), and

cInP ¼ �7:6 eV (Ref. 70) and cGaP ¼ �9:3 eV (Ref. 70)

(open symbols). In this case, however, the resulting differen-

ces are small and can be neglected. At x¼ 0.5, for example,

DEstruc
g amounts to 0.067 or 0.059 eV, respectively. As appa-

rent in Fig. 38, DEstruc
g represents a significant contribution to

the bandgap bowing but fails to account for the full magni-

tude of DEg. The remaining bandgap bowing corresponds to

DEelec
g which therefore also constitutes a significant contribu-

tion to DEg. Consequently, structural and electronic effects

both contribute to the bandgap change in a similar way and

neither structural relaxation nor charge redistribution can be

neglected.

Comparing Figs. 37 and 38, it becomes clear that the

purely structural contribution, DEstruc
g , to the bandgap bow-

ing is much smaller than the contribution DEVD
g due to vol-

ume deformation. Obviously, the latter strongly

overestimates the change in the bandgap energy due to struc-

tural changes since it assumes that the element-specific bond

lengths of the ternary alloy agree with the VCA prediction.

In reality, however, the bond lengths are much closer to the

values of the binary parent compounds than to the ones pre-

dicted by the VCA as discussed in detail in Sec. III A 1. In

the three step process, this effect is taken into account by the

bowing contribution DESR
g arising from structural relaxation

in the ternary alloy. The structural contribution to DESR
g thus

must be negative to compensate for the overestimation of the

bond length changes made by DEVD
g . In fact, the sum of

DEVD
g and this structural contribution of DESR

g is given pre-

cisely by the purely structural contribution, DEstruc
g .

As discussed in Sec. III E 3, DECE
g is small and charge

redistribution at equal A-C and B-C bond lengths can be

neglected for InxGa1�xP and InxGa1�xAs. In contrast, Fig. 38

very clearly shows that charge redistribution at unequal A-C

and B-C bond lengths represents an important contribution

to the bandgap bowing in InxGa1–xP. In the three step pro-

cess, this effect is again taken into account by the bowing

contribution originating from structural relaxation in the ter-

nary alloy and DEelec
g represents precisely the electronic con-

tribution to DESR
g . In fact, it is only this strong electronic

contribution that leads to an overall positive DESR as the

structural contribution is negative as discussed above.

Charge redistribution thus contributes significantly to the

change in the bandgap energy but only in combination with

the unequal first nearest neighbor distances in the random

ternary alloy. These findings clearly highlight the strong

influence of the atomic-scale structure of III-V and II-VI ter-

nary alloys on important material properties most promi-

nently the bandgap energy.185

IV. CHALCOPYRITE MATERIALS

The I-III-VI2 ternary compounds and their quaternary

alloys typically crystallize in the chalcopyrite structure

shown in Figs. 2(e) and 2(f). They comprise a large material

group that spans a wide parameter range similar to the

FIG. 38. Bowing of the lowest direct bandgap versus composition x for

InxGa1–xP.185 The shaded area denotes the range of experimental values

reported in the literature33,198–200 together with the average values given in

Ref. 26 (black circles). The bowing contribution arising from structural

effects is plotted as orange triangles while the remaining electronic contribu-

tion is indicated by the cyan arrow. Full and open symbols correspond to dif-

ferent sets of deformation potentials used for the calculations.
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zincblende materials discussed in Sec. III. This section, how-

ever, is focused on the two alloy systems CuInxGa1�xSe2 and

CuInxGa1�xS2 for which detailed studies of the atomic-scale

structure have been reported. Table VIII summarizes impor-

tant structural parameters for the corresponding ternary par-

ent compounds.246–250 The a and c lattice constants range

from 5.35 and 10.47 Å for CuGaS2 to 5.78 and 11.62 for

CuInSe2. The tetragonal distortion, g ¼ c=2a, is just below

one for the Ga compounds while it is slightly larger than one

for the In compounds. Similarly, the x coordinate of the

anion is very close to the ideal value of 0.25 for both

CuGaS2 and CuGaSe2, whereas it is notably smaller than

0.25 for CuInS2 and CuInSe2. The relationship between the

anion position x and the two different bond lengths, dCu and

dIII, is given by

dCu ¼ a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ g2 þ 1

� �
16

;

s

dIII ¼ a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� 1

2

� �2

þ g2 þ 1
� �

16
;

s (28)

and

x ¼ 1

4
þ d2

Cu � d2
III

a2
: (29)

For each of the two Ga compounds, the Cu-VI and Ga-VI

bond lengths are very similar as can be seen from Table VIII

corresponding to an anion displacement u ¼ 0:25� x close

to zero. In contrast, the Cu-VI bond length of the In com-

pounds is significantly smaller than the In-VI bond length

corresponding to u values of approximately 0.02 to 0.05. The

anion is thus displaced away from the In atoms towards the

Cu atoms when compared with the ideal tetrahedral site. All

four materials are direct semiconductors with bandgap ener-

gies that range from approximately 1.0 eV for CuInSe2 to

about 2.4 eV for CuGaS2. Table IX lists a range of values

reported in the literature for the different ternary com-

pounds.37,38,44,251–257 The variation of the values is typically

less than 10%.

The group-III cation-mixed alloys and the group-VI

anion-mixed alloys also crystallize in the chalcopyrite struc-

ture over the whole compositional range. The lattice mismatch

ranges from 3% to 6% and the lattice constants, a and c, were

found to follow Vegard’s Law for both CuInxGa1�xSe2
35–39

and CuInxGa1�xS2.40–42 As an example, Fig. 39 plots a and c
versus composition x for CuInxGa1�xSe2.36,38 Clearly, both

lattice constants change linearly with composition yet the

slope of the two curves is distinctly different. The latter corre-

sponds to the fact that the tetragonal distortion is smaller than

one for CuGaSe2 but larger than one for CuInSe2. The ideal

ratio of c ¼ 2a is observed for a composition x � 0:8. A simi-

lar behavior is found for CuInxGa1�xS2.40–42 The anion-mixed

system CuIn(SexS1�x)2 also obeys Vegard’s Law.43–45

However, in this case a and c=2 exhibit nearly the same slope

with composition x in agreement with the nearly identical g
values of the two parent compounds (see Table VIII).

The bandgap energy changes continuously but nonli-

nearly with composition similar to that of the zincblende

materials discussed in Sec. III E. Figure 40 plots the bandgap

energy versus composition x for CuInxGa1�xSe2 as an

TABLE VIII. Lattice constants, a and c, tetragonal distortion, g ¼ c=2a,

anion position, x, anion displacement, u ¼ 0:25� x, and first nearest neigh-

bor bond lengths, dCu and dIII, at 300 K for the Cu-III-VI2 chalcopyrites with

III¼Ga or In and VI¼S or Se.

a (Å) c (Å) g x u dCu (Å) dIII (Å) Reference

CuGaS2 5.349 10.47 0.979 0.25 0.00 2.300 2.300 246

5.356 10.435 0.974 0.275 �0.025 2.380 2.224 247

5.347 10.474 0.979 0.254 �0.004 2.312 2.287 248

CuGaSe2 5.607 10.99 0.980 0.25 0.00 2.412 2.412 246

5.614 11.03 0.982 0.25 0.00 2.417 2.417 247

5.596 11.004 0.983 0.243 0.007 2.387 2.433 249

CuInS2 5.517 11.06 1.002 0.20 0.05 2.243 2.560 246

5.523 11.12 1.007 0.214 0.036 2.288 2.517 247

5.523 11.133 1.008 0.229 0.021 2.333 2.466 248

CuInSe2 5.773 11.55 1.000 0.22 0.03 2.404 2.604 246

5.784 11.616 1.004 0.224 0.026 2.424 2.598 247

5.782 11.62 1.005 0.235 0.015 2.459 2.559 250

TABLE IX. Bandgap energy, Eg, at 300 K for the Cu-III-VI2 chalcopyrites

with III ¼ Ga or In and VI¼S or Se.

Material Eg (eV) References

CuGaS2 2.38 254

CuGaSe2 1.63 252, 37, and 256

1.66 38

1.69 257

1.70 255

CuInS2 1.43 44

1.44 251 and 254

1.49 253

CuInSe2 0.93 44

0.96 253 and 37

0.98 38

0.99 251 and 252

1.01 256

1.03 257 and 255

FIG. 39. Lattice constants, a (red circles) and c=2 (blue triangles), versus

composition x for CuInxGa1–xSe2. The data are taken from Refs. 36 (full

symbols) and 38 (open symbols). The dashed and solid lines represent the

ternary values and Vegard’s Law, respectively.
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example.38 As can be seen, the experimental values are well

described by Eq. (2) and a bowing parameter, b, of 0.20 eV.

Other studies report b values between 0.15 and

0.26 eV.37,252,256,257 The bandgap energy of CuInxGa1�xS2

also follows a quadratic dependence with composition x and

bowing parameters of 0.20 and 0.31 eV were reported.254,258

In contrast, the anion-mixed alloys CuGa(SexS1�x)2 and

CuIn(SexS1�x)2 exhibit a practically linear change in the

bandgap energy with composition x and the bowing parame-

ter is identical or close to zero.44,251,253,258,259 The b values

for all four quaternary alloys are summarized in Table X.

It is interesting to note that the bowing for the cation-

mixed chalcopyrite alloys equals only one-third to one-half

of that observed in cation-mixed III-V ternary alloys with

III¼ In and Ga such as InxGa1�xP and InxGa1�xAs (see

Table VII). Intuitively, this can be understood by the fact

that only half of the cations are affected by the alloying in

the chalcopyrite structure.237,260 In contrast, the much

smaller bowing of the anion-mixed chalcopyrite alloys com-

pared to the anion-mixed II-VI ternary alloys with VI¼Se

and S such as ZnSexS1�x (see Table VII) originates from the

stronger coupling of the anion p states and the Cu d states in

the chalcopyrites.237 This reduces the valence band offset

between the parent compounds and hence part of the

disparity which causes the bandgap bowing. Independent of

these differences, however, the bandgap energy of the chal-

copyrite alloys changes continuously with composition x
similar to that of the zincblende alloys. Therefore, it can be

tuned in much the same way by adjusting, for example, the

In to Ga ratio. This allows the controlled tailoring of impor-

tant material properties such as the bandgap in order to opti-

mize device performance, in particular, the conversion

efficiency in thin film solar cells.

A. Atomic-scale structure

Studies of the atomic-scale structure of quaternary

chalcopyrite alloys using EXAFS were reported for

CuInxGa1�xSe2
35,261–263 and CuInxGa1�xS2.262 In these

materials, each cation is bonded to four Se or S anions while

each anion has two Cu and two group-III first nearest neigh-

bors as shown in Figs. 2(e) and 2(f). The group-III lattice site

is populated by In and Ga atoms leading to a total of three

different bonds, namely, Cu-Se, Ga-Se, and In-Se or Cu-S,

Ga-S, and In-S for CuInxGa1�xSe2 or CuInxGa1�xS2, respec-

tively. As can be seen from Table VIII, the Cu-VI bond

lengths are similar in the pure Ga and pure In compound for

a given anion species and therefore little change is expected

for the Cu-VI bond length of the corresponding cation-mixed

alloys. In contrast, the In-VI and Ga-VI bond lengths of the

ternary compounds with a common anion strongly differ

from each other corresponding to the significant differences

in both lattice constants and anion position. Based on

Vegard’s Law and the VCA, the In-VI and Ga-VI bond

lengths of the corresponding cation-mixed alloys should be

equal and change linearly with composition x between the

values of the two ternary parent compounds.

Figure 41 plots the element-specific Cu-Se, Ga-Se, and

In-Se bond lengths measured with EXAFS for

CuInxGa1�xSe2 as a function of composition x.261,263 The

FIG. 40. Bandgap energy versus composition x for the direct semiconductor

CuInxGa1–xSe2.38 The solid line corresponds to a quadratic dependence as

given by Eq. (2) with a bowing parameter of b¼ 0.20 eV. The thin gray lines

represent the ternary values and their weighted average.

TABLE X. Bowing parameter, b, at 300 K for Cu-III-VI2 quaternary chalco-

pyrite alloys with III¼Ga or In and VI¼S or Se.

Material b References

CuInxGa1–xS2 0.20 254

0.31 258

CuInxGa1–xSe2 0.15 252 and 37

0.18 256

0.20 38

0.26 257

CuGa(SexS1–x)2 �0.01 259

0.00 258

CuIn(SexS1–x)2 0.00 251 and 44

0.02 253

FIG. 41. Element-specific In-Se (blue triangles), Ga-Se (green circles), and

Cu-Se (red squares) bond lengths as a function of composition x for

CuInxGa1–xSe2.261–263 Full and open symbols correspond to powder samples

and polycrystalline thin films, respectively. The uncertainty of the values

is 60.002 Å and thus similar to the size of the symbols. The solid and dashed

lines show the bond lengths calculated with a VFF model (model 5, see Sec.

III C 2) based on a distribution of the different cation configurations accord-

ing to the law of mass action and to a random distribution, respectively. The

thin gray lines represent the binary values and the ones predicted by the

VCA.
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values for the ternary parent compounds agree well with those

listed in Table VIII obtained from diffraction measurements

and with those reported for other EXAFS studies of

CuGaSe2,264 CuInSe2,265–267 and CuInxGa1�xSe2.35 Regarding

the CuInxGa1�xSe2 alloy, the Cu-Se bond length changes

almost linearly between the values of the ternary parent com-

pounds as expected from the VCA. In contrast, the In-Se and

Ga-Se bond lengths are very different from each other and

remain nearly constant over the whole compositional range. In

particular, they are much closer to the values of the ternary

parent compounds than to the ones predicted by the VCA.

Nevertheless, their weighted average agrees well with the

VCA prediction in perfect accord with diffraction studies

which measure the average III-Se bond length.261 A very simi-

lar behavior was also found for CuInxGa1�xS2.262 The mixed

lattice site of these chalcopyrite alloys thus clearly exhibits a

bimodal bond length distribution very similar to that observed

for ternary zincblende alloys as discussed in Sec. III.

Furthermore, the lattice mismatch between the parent com-

pounds is again accommodated mostly by bond bending and

only to a small extent by bond stretching. Consequently, the

short-range atomic arrangements show a striking deviation

from the average long-range crystallographic structure in both

ternary zincblende and quaternary chalcopyrite alloys.

Closer examination of the CuInxGa1�xSe2 bond lengths

also reveals some slight differences between chalcopyrite

and zincblende alloys. For the latter, a small linear change in

the element-specific bond lengths was observed in nearly all

cases amounting to roughly 20% of the change predicted by

the VCA (see Sec. III A). In contrast, the In-Se and Ga-Se

bond lengths of CuInxGa1�xSe2 plotted in Fig. 41 exhibit a

clearly nonlinear dependence on the composition x. For

x < 0:7� 0:8, the Ga-Se bond length changes linearly with

composition but the change amounts to only 10% of that

expected from the VCA. For x > 0:7� 0:8, the slope of the

curve noticeably increases such that the change in the Ga-Se

bond length in the dilute limit corresponds to roughly 20%

of the difference between the ternary Ga-Se and In-Se bond

lengths. Similarly, the In-Se bond length changes by about

10% of the difference expected from the VCA for

x > 0:2� 0:3. For smaller In contents, the slope increases

leading once more to an impurity bond length that differs

from the bond length of the ternary parent compound by

approximately 20% of the difference between the two ter-

nary values. This behavior seems to be independent of the

preparation conditions as it is observed for both powder sam-

ples and polycrystalline thin films (see Fig. 41).263 A simi-

larly nonlinear behavior was also observed for the Ga-S and

In-S bond lengths of CuInxGa1�xS2.262 The amount of bond

length relaxation in the dilute limit is thus nearly identical

for zincblende and chalcopyrite semiconductor alloys. This

confirms the fundamental nature of the energetic balance

between bond stretching and bond bending in tetrahedrally

coordinated materials of the adamantine structural family. At

the same time, the nonlinear change in the element-specific

bond lengths, which is not observed for the zincblende

alloys, points out additional effects caused by the increased

complexity of the chalcopyrite structure.

Similar to the zincblende alloys, the atomic-scale struc-

ture of CuInxGa1�xSe2 and CuInxGa1�xS2 can be modeled

using a VFF approach (see Sec. III B 1). In principle, the

Keating potential for the chalcopyrite structure contains two

different bond stretching force constants, a, and five different

bond bending force constants, b.147,149 However, the model

is typically simplified using only one bond stretching and

one bond bending force constant for each of the two different

bonds. These force constants were determined from infrared

and Raman spectroscopy measurements and are summarized

in Table XI.148,149,151 The Cu-VI bond stretching force con-

stant is very similar for all four materials and varies between

25 and 30 N/m. The III-VI bond stretching force constants

are roughly twice as high and vary between 40 and 60 N/m.

Hence, the Cu-VI bond is much softer than the III-VI bond

in accordance with the higher ionicity of the former com-

pared to the latter.268 Comparing a values from the same

studies, it becomes clear that the In-VI bond stretching force

constant is slightly smaller than the Ga-VI bond stretching

force constant for any given anion. Furthermore, a is slightly

smaller for the III-Se bond than for the III-S bond for both In

and Ga. The bond stretching force constants thus decrease

with increasing lattice constants and increasing bond

lengths149,150,269 very similar to what was observed for the

III-V and II-VI zincblende compounds.141,145,146 The abso-

lute a values for the III-VI bond of the chalcopyrite com-

pounds are, however, somewhat larger than those of

comparable zincblende materials (see Table III). The values

of the bond bending force constants listed for the chalcopy-

rite compounds in Table XI vary considerably for the differ-

ent studies but are typically one tenth or less of the

corresponding bond stretching force constant. Bond stretch-

ing thus requires significantly more energy than bond bend-

ing and the lattice mismatch in both zincblende and

chalcopyrite semiconductor alloys is accommodated by bond

angle relaxation rather than bond length relaxation.

Effective bond stretching force constants, kjj, for the Cu-

Se and III-Se bonds of CuInSe2 and CuGaSe2 were also deter-

mined with temperature-dependent EXAFS measurements as

described in Sec. III B 2 and are listed in Table XII.265,270,271

Similar to what was observed for the zincblende materials, the

kjj values are similar to or slightly smaller than the a values

TABLE XI. Bond stretching force constant, a, and bond bending force con-

stant, b, of the Keating VFF potential for the two different bonds of the Cu-

III-VI2 chalcopyrites with III¼Ga or In and VI¼S or Se obtained from

phonon frequencies measured by infrared and Raman spectroscopy.

Material

a (N/m) b (N/m)

ReferenceCu-VI III-VI Cu-VI III-VI

CuGaS2 25.0 50.8 2.0 6.0 148

32.4 58.4 0 0 149

CuGaSe2 24.7 47.8 0 0 149

26.5 45.7 0.4 3.6 151

CuInS2 25.1 41.2 2.0 4.0 148

28.1 53.1 0 0 149

CuInSe2 25.8 44.7 0 0 149

25.3 41.9 2.3 1.3 151
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listed in Table XII multiplied with a factor of 3. In particular,

the force constants of the Cu-Se bond are again significantly

smaller than those of the III-Se bond while the force constant

of the Ga-Se bond is only slightly higher than that of the In-Se

bond.

The atomic-scale structure of CuInxGa1�xSe2 and

CuInxGa1�xS2 was modeled based on the VFF approach of

model 5 described in detail in Sec. III C 2.261,262 Within this

approach, the first step consists of calculating the individual
element-specific first nearest neighbor distances for each local

atomic configuration present in the alloy system. In the second

step, the average element-specific bond lengths are deter-

mined as the weighted average of the corresponding individ-

ual first nearest neighbor distances. In the chalcopyrite

structure of the Cu-III-VI2 compounds, each anion is bonded

to two Cu and two group-III first nearest neighbors. For the

cation-mixed alloys CuInxGa1�xSe2 and CuInxGa1�xS2, this

leads to three possible cation configurations surrounding the

Se or S anions as shown schematically in Fig. 42. The differ-

ent configurations are characterized by the number, n, of In

atoms and are two Cu and two Ga atoms (n¼ 0), two Cu, one

Ga, and one In atom (n¼ 1) and two Cu and two In atoms

(n¼ 2). The different first nearest neighbor distances for each

configuration are calculated by minimizing the sum of the

bond stretching energies of all four bonds assuming that the

cations occupy the ideal lattice sites given by the VCA and

Vegard’s Law.261 Neglecting the distortion energy caused by

bond bending is reasonable given that the bond bending force

constants are approximately one order of magnitude smaller

than the corresponding bond stretching force constants (see

Table XI). Moreover, including neither bond bending nor cat-

ion relaxation yields better results than including only one of

the two effects as discussed in Sec. III C.

Assuming a perfectly random distribution of the In and

Ga atoms on the group-III lattice site, the probabilities

PðnÞðxÞ for the different cation configurations at any compo-

sition x are given by the binomial distribution (Bernoulli

distribution)

Pð0ÞðxÞ ¼ ð1� xÞ2;
Pð1ÞðxÞ ¼ 2xð1� xÞ;
Pð2ÞðxÞ ¼ x2:

(30)

The resulting average element-specific bond lengths are

plotted as dashed lines in Fig. 41 for CuInxGa1�xSe2.262

Clearly, the overall trend of the experimental values is well

reproduced by the model calculation. In particular, the relax-

ation of the In-Se and Ga-Se bond lengths in the dilute limit

are predicted quite accurately. For the Cu-Se bond length,

excellent agreement between calculated and measured values

is also observed for intermediate compositions while some

notable differences are visible for the In-Se and Ga-Se

bonds. The model calculation yields a linear increase of the

element-specific bond lengths similar to the case of the zinc-

blende alloys (see Sec. III C 2). The measured In-Se and Ga-

Se bond lengths of the chalcopyrite CuInxGa1�xSe2 alloy,

however, exhibit a nonlinear increase with increasing com-

position x as discussed above. These differences between

measured and calculated bond lengths could originate from

either cation relaxations or charge redistributions both of

which are neglected in this simple VFF approach.

Alternatively, deviations from a fully random distribution of

the Ga and In atoms on the group-III lattice sites also yield

differences between the experimental and theoretical bond

lengths and can explain the observed discrepancy.

To study the effect of the cation distribution in more

detail, the frequency of occurrence of each cation configura-

tion shown in Fig. 42 was determined from the calculated

individual first nearest neighbor distances and the measured

average Ga-Se and In-Se bond lengths. The results for the

mixed configuration with n¼ 1 are shown in Fig. 43 for

CuInxGa1�xSe2 together with the probability Pð1Þ of the bino-

mial distribution plotted as dashed line.262 Obviously, the

mixed configuration occurs significantly more often than

expected for a strictly random distribution of the In and Ga

atoms. The pure In (n¼ 2) and pure Ga (n¼ 0) configura-

tions consequently occur less often than for a binomial distri-

bution. This is in contrast to the demixing predicted by

theoretical Monte Carlo calculations272 but can be explained

by the distortion energy, EðnÞðxÞ, associated with the differ-

ent configurations. For lattice constants according to

Vegard’s Law, the calculated strain energy is smaller for two

mixed configurations than for one In and one Ga configura-

tion over the whole compositional range

2Eð1ÞðxÞ < Eð0ÞðxÞ þ Eð2ÞðxÞ: (31)

Energy minimization would thus lead to the maximum num-

ber of mixed configurations possible for a given composition

x as plotted by the dotted line in Fig. 43. In reality, the fre-

quency of occurrence of the mixed configuration is deter-

mined by a competition between energy minimization on the

TABLE XII. Effective bond stretching force constant, kjj, determined from

temperature-dependent EXAFS measurements for the ternary chalcopyrite

compounds CuGaSe2 and CuInSe2.

Material

kjj (N/m)

ReferenceCu-Se III-Se

CuGaSe2 96 126 270

CuInSe2 63 107 265

80 271

FIG. 42. Different first nearest neighbor cation configurations surrounding

the central group-VI Se or S anion (black) in CuInxGa1–xSe2 or

CuInxGa1–xS2 with chalcopyrite structure. The anions always have two Cu

(red) and two group-III first nearest neighbors such that the number, n, of In

atoms (blue) can be 0, 1, or 2 while the number of Ga atoms (green) is given

by 2� n. Images created with VESTA.29
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one hand and entropy maximization on the other hand with

the latter corresponding to a strictly random distribution of

the In and Ga atoms. This competition can be modeled by a

law of mass action approach with an equilibrium temperature

as only free parameter yielding good fits to the experimen-

tally determined frequency for both CuInxGa1�xSe2 and

CuInxGa1�xS2.262 The resulting fit for CuInxGa1�xSe2 is

shown by the solid line in Fig. 43.

The average In-Se, Ga-Se and Cu-Se bond lengths corre-

sponding to this distribution of cation configurations are

given as solid lines in Fig. 41. They clearly provide a much

closer representation of the experimental values than the calcula-

tion based on a strictly random distribution of In and Ga atoms.

In particular, they capture most of the nonlinearity observed in

the increase of the In-Se and Ga-Se first nearest neighbor distan-

ces. The agreement between calculated and measured bond

lengths is thus significantly improved just by assuming a not

fully random distribution of the In and Ga atoms on the mixed

group-III lattice site. Furthermore, this distribution of the differ-

ent first nearest neighbor cation configurations is determined by

the competition between energy minimization on the one hand

and entropy maximization on the other hand.

B. Anion displacement

As discussed above, the anions are located close to the

ideal tetrahedral lattice site for CuGaSe2 and CuGaS2 while

they are significantly displaced along the x-direction for

CuInSe2 and CuInS2 (see Table VIII). The anion displace-

ment u ¼ 0:25� x due to the different properties of the Cu

and group-III atoms is thus nearly zero for the Ga com-

pounds and ranges from approximately 0.02 to 0.05 for the

In compounds. The anion displacements in the quaternary

CuInxGa1�xSe2 and CuInxGa1�xS2 alloys can be studied

based on the minimum-energy positions calculated with the

VFF approach described in Sec. IV A (see also model 5 in

Sec. III C 2).261,262 Figure 44(a) plots the calculated u values

versus composition x for the three different cation configura-

tions shown in Fig. 42 for the case of CuInxGa1�xSe2.

Clearly, the anion displacement strongly depends on the kind

of first nearest neighbors being smallest for n¼ 0, intermedi-

ate for n¼ 1 and largest for n¼ 2. As a consequence, there is

no single u value for the alloy system and the material is

characterized by the presence of different anion positions in

the x-direction.

The individual u values for each configuration decrease

with increasing composition x because the softer Cu-Se

bonds expand proportionally more than the stiffer III-Se

bonds for the given increase of the lattice constants accord-

ing to Vegard’s Law. In contrast, the weighted average hui
shown in Fig. 44(c) increases monotonically from approxi-

mately zero for CuGaSe2 to almost 0.024 for CuInSe2 in

excellent agreement with diffraction studies that measure the

average long-range crystallographic structure. Interestingly,

the dependence is slightly nonlinear as can be seen by the

nonlinear contribution huinl shown in Fig. 44(c) multiplied

by a factor of ten. Furthermore, neither hui nor huinl are

FIG. 43. Frequency of occurrence of the mixed cation configuration (n¼ 1)

as a function of composition x for CuInxGa1–xSe2 calculated from the In-Se

(blue triangles) and Ga-Se (green circles) bond length.262 The solid line rep-

resents the best fit based on the law of mass action while the dashed and dot-

ted lines show the maximum entropy (random distribution) and minimum

energy limits, respectively.

FIG. 44. (a) Displacement u of the Se anions with respect to Cu and group-

III atoms and (b) displacement dyz of the Se anions with respect to In and Ga

atoms as a function of composition x for CuInxGa1–xSe2. The displacements

are plotted for each of the three different cation configurations with n¼ 0,

n¼ 1, and n¼ 2 denoting the number of In first nearest neighbors (see Fig.

42). The average displacements hui; hvi; hwi, and hdyzi are shown in panel

(c) together with the nonlinear contribution huinl of hui multiplied by a fac-

tor of 10. The full and open symbols in panel (c) correspond to a distribution

of the different cation configurations according to the law of mass action

and to a random distribution, respectively (see Fig. 43).
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notably affected by the distribution of the different cation con-

figurations yielding similar values for both a frequency of

occurrence according to the law of mass action and according

to a random distribution of the In and Ga atoms (see Fig. 43).

Similarly to what has been discussed for the zincblende

alloys in Sec. III D, the anions in CuInxGa1�xSe2 and

CuInxGa1�xS2 are also displaced from their ideal tetrahedral

lattice site due to the different properties of the In and Ga

atoms.261 Obviously, this effect is only present for the

mixed cation configuration with n¼ 1 and the displacement

occurs in the y-z-plane perpendicular to the x-direction (see

Fig. 42). In particular, v ¼ �w with v ¼ 0:25� y;
w ¼ 2gð0:125� zÞ � 2ð0:125� zÞ and v either positive or

negative depending on which of the two group-III atoms is

the In atom. Figure 44(b) plots the calculated overall dis-

placement, dyz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 þ w2
p

, in the y-z-plane versus composi-

tion x for CuInxGa1–xSe2. For n¼ 0 and n¼ 2, dyz equals

zero as expected from the symmetry of the corresponding

cation configurations. For n¼ 1, dyz amounts to approxi-

mately 0.02 over the whole compositional range. Each of the

two group-III atoms of the mixed configuration can be the In

atom with the same probability. The average values hvi and

hwi therefore equal zero as indeed observed with diffraction

measurements. The average displacement hdyzi, in contrast,

does not vanish as shown in Fig. 44(c). It is zero only for the

ternary parent compounds and shows a strong positive bowing

for the alloy system reaching its maximum value at x¼ 0.5.

This behavior is very similar to the displacement of the atoms

occupying the common sublattice in ternary zincblende alloys

discussed in detail in Sec. III D. However, for the chalcopyrite

alloys, the magnitude of hdyzi clearly depends on the frequency

of occurrence of the mixed configuration and thus on the In

and Ga distribution as shown in Fig. 44(c). A similar behavior

is observed for CuInxGa1�xS2.262

The atoms of the common sublattice thus exhibit sub-

stantial displacements from their ideal tetrahedral lattice site

for both ternary zincblende alloys and quaternary chalcopy-

rite alloys. The local atomic arrangements therefore deviate

significantly from the long-range crystallographic structure.

Furthermore, direction and magnitude of the displacement

strongly depend on the nature of the first nearest neighbor

atoms and both zincblende and chalcopyrite alloys are char-

acterized by structural inhomogeneity on the subnanometer

scale. However, due to the increased complexity of the chal-

copyrite structure compared to the zincblende structure, two

different displacement mechanisms have to be distinguished

for the cation-mixed Cu-III-VI2 alloys. (i) The displacement

of the anion with respect to Cu and group-III atoms repre-

sents a feature inherent to the chalcopyrite structure while

(ii) the displacement of the anion with respect to In and Ga

atoms is characteristic for the mixed occupation of the

group-III lattice site in the alloy system. Both effects show a

nonlinear dependence on the composition x and thus contrib-

ute to the bandgap bowing as discussed in Sec. IV C.

C. Bandgap bowing

The presence of two different types of cations in the

chalcopyrite structure also affects the electronic properties of

the Cu-III-VI2 compounds and their quaternary alloys. The

Cu d states, in particular, strongly influence the band struc-

ture of the material due to their high energy levels and non-

localized nature.273 As a result, the chalcopyrite compounds

feature significantly reduced bandgap energies, spin-orbit

splittings, valence band offsets, and pressure coefficients

compared to the corresponding II-VI or III-V zincblende

semiconductors.237,274–277 Among these effects, the bandgap

reduction is the most prominent and was even termed

bandgap anomaly. Comparing, for example, the bandgap

energies of CuGaSe2 (Table IX) and its binary analogue

ZnSe (Table I), a difference of approximately 1 eV is

observed. Theoretical studies revealed that this bandgap

reduction originates from three different effects the first two

of which are of a chemical nature while the third represents a

structural effect.274,276 (i) Hybridization of the Cu d states

and the anion p states in the valence band leads to level

repulsion and an upward shift of the valence band maximum.

The resulting reduction of the bandgap energy amounts to

about 0.7 eV for CuInSe2. (ii) The different cation electrone-

gativities lead to a charge redistribution between the Cu and

group-III atoms which leads to a small decrease of the

bandgap energy by 0:1–0:2 eV. (iii) The displacement of the

anion away from its ideal tetrahedral site towards lower x
coordinates increases and decreases the energy of the va-

lence and conduction band states, respectively. For CuInSe2,

this leads to a reduction of the bandgap energy by approxi-

mately 0.5 eV. The anion displacement and the p-d-repulsion

are thus the dominant sources for the bandgap reduction

observed in ternary chalcopyrite compounds when compared

to their binary II-VI analogues with zincblende structure.

The influence of charge redistribution and atomic dis-

placements on the bandgap energy in chalcopyrite com-

pounds is, in principle, similar to that observed for III-V and

II-VI ternary alloys as discussed in Sec. III E. Displacements

of the P anions in ordered In0.5Ga0.5P with the chalcopyrite

structure, for example, significantly affect the bandgap

energy with a corresponding coefficient of dðDEgÞ=du ¼ 1:5
eV.226 As demonstrated in detail in Sec. III E 3, this also

leads to a significant contribution to the bandgap bowing

observed for random InxGa1–xP alloys. The main difference

between these structural effects in ternary zincblende alloys

and Cu-III-VI2 chalcopyrite compounds is the magnitude by

which a certain anion displacement affects the bandgap

energy. Depending on the method of calculation, coefficients

dðDEgÞ=du of approximately 12 to 32 eV were predicted for

CuInSe2.274,276–278 These values are one order of magnitude

larger than the corresponding coefficient for In0.5Ga0.5P due

to the fact that the electronegativity difference between Cu

and In is nearly twice as high as that between In and

Ga.68,276 Regarding the cation-mixed Cu-III-VI2 quaternary

alloys, it was shown in Sec. IV B that a displacement of the

anions occurs with respect to both the Cu and group-III

atoms and the In and Ga atoms. Consequently, both displace-

ment mechanisms have to be taken into account when study-

ing the influence of the atomic-scale structure on the alloy

bandgap.

Bandgap energies, Eg, are listed in Table IX for the Cu-

III-VI2 compounds with III¼ In or Ga and VI¼ Se or S
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while the bowing parameters, b, of the corresponding cation-

mixed and anion-mixed alloys are summarized in Table X.

In a simple phenomenological model, it was proposed that b
is directly proportional to the difference in electronegativity

of the two atoms occupying the mixed lattice site with a pro-

portionality factor of 1.25.279 While this approach yields rea-

sonable agreement for the cation-mixed alloys listed in

Table X, it fails for other chalcopyrite alloys and therefore

does not provide a generally valid description of the bowing

parameter.237 Bandgap energies for the Cu-III-VI2 quater-

nary alloys with III¼ In or Ga and VI¼Se or S were also

calculated using a modified bond charge model.280,281 The

resulting b values amount to 0.07 and 0.09 eV for

CuInxGa1�xSe2 and CuInxGa1�xS2, respectively, while bow-

ing parameters of 0.09 and �0.07 are obtained for

CuIn(SexS1�x)2 and CuGa(SexS1�x)2, respectively. The

model thus significantly underestimates the bandgap bowing

of the cation-mixed alloys and of CuGa(SexS1�x)2 while it

overestimates b for CuIn(SexS1�x)2 when compared to the

experimental values given in Table X.

First-principles band structure calculations of different

Cu-III-VI2 quaternary alloys with III¼ In or Ga and

VI¼Se or S were performed applying special quasi-

random structures already discussed in Sec. III E 2.237,282

The bowing parameters thus obtained equal 0.21 eV for

CuInxGa1–xSe2 (Ref. 237) and 0.04 eV for CuIn(SexS1�x)2

(Ref. 237) in good agreement with the values listed in

Table X, whereas the bowing parameter of 0.07 eV for

CuGa(SexS1�x)2 (Ref. 282) is notably larger than the ex-

perimental ones. For the III-V and II-VI ternary alloys

with zincblende structure, the total bowing parameter b
was decomposed into separate contributions arising from

different physical effects, namely, volume deformation,

charge redistribution, and structural relaxation (see Sec.

III E 2). Unfortunately, no such decomposition is reported

for the calculations of the bandgap bowing in quaternary

chalcopyrite alloys.

However, the bowing contribution due to structural

relaxation can be estimated based on the element-specific

bond lengths and the corresponding atomic displacements as

described in Sec. III E 3 for InxGa1�xP. For the

CuInxGa1�xSe2 and CuInxGa1�xS2 chalcopyrite alloys,

though, the two different displacement mechanisms dis-

cussed in Sec. IV B have to be distinguished.261,262 For struc-

tural relaxation of the anion with respect to Cu and

group�III atoms, coefficients dðDEgÞ=du ranging from 12 to

32 eV were reported for CuInSe2 and CuInS2.274,276–278

Furthermore, similar coefficients are predicted for CuInSe2

and CuGaSe2.277 An intermediate coefficient of

dðDEgÞ=du ¼ 20 eV is thus assumed for all three cation con-

figurations shown in Fig. 42 and the resulting contribution

DECu�III
g to the bandgap bowing is given by

DECu�III
g ¼

d DEg

� �
du

huinl: (32)

Similarly, the bowing contribution DEIn�Ga
g arising from

structural relaxation of the anion with respect to In and Ga

atoms can be calculated by

DEIn�Ga
g ¼

d DEg

� �
ddyz

hdyzi (33)

in close analogy to Eq. (22) for ternary zincblende alloys in

Sec. III E 3. Unfortunately, no predictions are available for

the coefficient dðDEgÞ=ddyz in CuInxGa1�xSe2 and

CuInxGa1�xS2 chalcopyrite alloys. However, the correspond-

ing coefficient dðDEgÞ=dd for In0.5Ga0.5P and InxGa1�xAs

was calculated as 1.5 and 1.2 eV, respectively.226,229 These

two values are very similar to each other despite the different

anions of the two materials. Therefore, a similar coefficient

of dðDEgÞ=ddyz ¼ 1:5 eV was assumed for CuInxGa1�xSe2

and CuInxGa1�xS2.261,262

Figure 45 plots the bandgap bowing, DEg, versus compo-

sition x for CuInxGa1�xSe2. Experimentally determined bow-

ing parameters range from 0.15 to 0.26 eV with an average

value of b¼ 0.20 eV. The bowing contributions DECu�III
g and

DEIn�Ga
g calculated according to Eqs. (32) and (33), respec-

tively, and using the values plotted for huinl and hdyzi in Fig.

44(c) are also shown.262 Clearly, structural relaxation of the

Se anion with respect to Cu and group-III atoms yields only a

small contribution to the experimentally observed bowing de-

spite the remarkable influence of this type of displacement on

the bandgap energy. In contrast, structural relaxation of the Se

anions with respect to In and Ga atoms constitutes a signifi-

cant contribution to the bandgap bowing. Naturally, the exact

magnitude of this contribution depends on the frequency of

occurrence of the mixed configuration and thus differs for a

distribution of cation configurations according to the law of

mass action and a random distribution of In and Ga atoms.

However, the relatively small effect of this type of displace-

ment on the bandgap energy is compensated in both cases by

the highly nonlinear dependence of hdyzi on the composition x
thus resulting in a noticeable bowing contribution. A very

similar behavior was also observed for CuInxGa1�xS2.262 This

clearly demonstrates the strong influence of the atomic-scale

FIG. 45. Bandgap bowing versus composition x for CuInxGa1–xSe2.261,262

The shaded area denotes the range of experimental values reported in the lit-

erature37,38,252,256,257 together with the values corresponding to an average

bowing parameter of b¼ 0.20 eV (black circles). The bowing contributions

arising from structural relaxation of the Se anion with respect to Cu and

group-III atoms DECu�III
g (orange squares) and with respect to In and Ga

atoms DEIn�Ga
g (cyan triangles) are also plotted. Full and open symbols corre-

spond to a distribution of the different cation configurations according to the

law of mass action and to a random distribution, respectively (see Fig. 43).
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structure of quaternary chalcopyrite alloys on important mate-

rial properties such as the bandgap energy. The presence of

two different displacement mechanisms that affect the bowing

in very different ways further highlights the increased com-

plexity of the chalcopyrite alloys compared to the III-V and

II-VI zincblende alloys.

D. Local electronic states

The atomic-scale structure of the alloy system also

affects other properties including the local electronic states

as discussed in this section for the example of

CuInxGa1�xS2.283 The bandgap energy of this chalcopyrite

alloy changes continuously from approximately 2.4 eV for

CuGaS2 to about 1.4 eV for CuInS2 (see Table IX).

Interestingly, this change is caused mostly by a shift of the

conduction band minimum while the valence band maximum

remains nearly unaltered.237,284,285 As a consequence, the

energy differences between the core level states and the low-

est unoccupied states also change with changing alloy com-

position x. This variation is expected to result in a shift of

the corresponding X-ray absorption edge positions (see also

Sec. II). Figure 46 plots the normalized absorption coeffi-

cient versus X-ray energy measured at the S and Ga K-edge

of CuGaS2, CuIn0:7Ga0:3S2, and CuInS2.283,285 The position

of the S K-edge clearly shifts to lower X-ray energies when

the Ga content of the material and thus the bandgap energy

is reduced. A similar behavior is also observed for the S L3-

edge.285 In contrast, no change is observed in the position of

the Ga K-edge in Fig. 46(b) or any of the other cation edges

studied, namely, the Cu K-edge, the In and Ga L3-edge, and

the In M4;5-edge.285 This means that although the bandgap

energy and thus the conduction band minimum change sig-

nificantly with composition x, only the anion absorption

edges exhibit the corresponding shift in position whereas the

cation absorption edges remain unchanged. X-ray absorption

measurements of CuInxGa1�xSe2 (Ref. 261) and InxGa1�xP

(Ref. 78) also show no appreciable shifts of the cation K-

edges suggesting that this behavior is characteristic for the

tetrahedrally coordinated semiconductor alloys of the ada-

mantine family. As a consequence, the relationship between

X-ray absorption edge position and conduction band mini-

mum is far from trivial and care has to be taken when evalu-

ating band structure information based on X-ray absorption

spectra.

To unravel the origin of this unexpected behavior, den-

sity functional theory calculations of the electronic states of

CuInxGa1�xS2 were performed using special quasi-random

structures and a screened hybrid exchange-correlation poten-

tial.283 The application of the latter turns out to be necessary

to correctly reproduce both local structural parameters

including the element-specific bond lengths and electronic

properties such as the bandgap energy. This once more docu-

ments the strong correlation between atomic-scale structure

and material properties in these semiconductor alloys. The

projected partial densities of state (pDOS) were thus calcu-

lated for the S, Cu, Ga, and In s, p, and d states.283 As an

example, Fig. 47 plots the pDOS of the S and Ga p states of

the conduction band which correspond to the unoccupied

states sampled at the S and Ga K-edges shown in Fig. 46.

Clearly, the S pDOS shifts with changing composition while

the Ga pDOS remains unchanged in excellent agreement

with the experimental findings. Similar agreement between

the measured X-ray absorption spectra and the calculated

pDOS is also observed for the other absorption edges.283

The explanation for this somewhat surprising behavior

of the absorption edge positions and pDOS can be found in

the atomic-scale structure of the CuInxGa1�xS2 alloys.283 All

cations are surrounded by four S atoms independent of the

composition x (see Fig. 2(f)). Furthermore, the element-

specific bond lengths remain nearly constant over the whole

compositional range despite the significant change in the lat-

tice constants as discussed in Sec. IV A.262 The first nearest

neighbor structural environment of Cu, In, and Ga is thus

nearly independent of the alloy composition and the ele-
ment-specific local electronic states remain almost

unchanged. Since the core level electrons are excited pre-

dominantly into unoccupied states of the absorbing atom

itself, the absorption process is sensitive to these local elec-

tronic states. As a consequence, the cation absorption edges

do not shift with changing composition. In contrast, the first

nearest neighbor environment of the S anions contains two

Cu and two group-III atoms and thus changes dramatically

with changing In to Ga ratio even if the element-specific

bond lengths remain constant. Consequently, the S absorp-

tion edges shift with varying alloy composition x. The

observed change in the bandgap thus arises from a changing

FIG. 46. Normalized X-ray absorption coefficient versus photon energy meas-

ured at the (a) S and (b) Ga K-edge of CuGaS2 (solid red line), CuIn0:7Ga0:3S2

(dashed green line), and CuInS2 (dotted blue line).283,285
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spatial average of the nearly unaltered element-specific local

states rather than from a change in energy of these states

themselves.283

A very similar behavior is also observed for Cu-In-Se

compounds with different Cu/In ratios varying from 1

(CuInSe2) to 0.2 (CuIn5Se8).267 While the position of the Cu

and In K-edge is independent of the stoichiometry of the ma-

terial, the XANES spectra of the Se K-edge exhibit signifi-

cant changes as the Cu/In ratio decreases. Despite the

different crystal structures of the various compounds, the Cu

and In cations are always bonded to four Se anions the dis-

tance to which varies only little with stoichiometry. The

local structural environment of Cu and In, and hence the

pDOS, therefore remain mostly unchanged and the X-ray

absorption edges do not shift. In contrast, the average first

nearest neighbor environment of the Se anions changes

remarkably with changing Cu/In ratio as clearly evidenced

by the changes in the measured XANES spectra. This

strongly suggests that the observed behavior of the absorp-

tion edge positions and pDOS in CuInxGa1�xS2 alloys and

Cu-In-Se compounds is a general feature of tetrahedrally

coordinated semiconductors with different cation or anion

species and varying composition or stoichiometry. As a con-

sequence, local and global properties have to be distin-

guished for both the structure of the material and its

electronic properties. Just as the short-range atomic-scale

structure of semiconductor alloys shows striking deviations

from the long-range crystallographic structure, the element-

specific local electronic states may differ from the macro-

scopic electronic properties such as the bandgap energy.

V. CONCLUSIONS AND OUTLOOK

Semiconductor alloys are increasingly employed in

numerous electronic, optoelectronic, and photonic devices

because their material properties can be specifically tailored

over a wide parameter range by adjusting the alloy composi-

tion. The alloys typically crystallize in the same crystal

structure as the parent compounds and the lattice constants

mostly change linearly with alloy composition which is

known as Vegard’s Law. However, the local atomic arrange-

ments strongly deviate from this average long-range crystal-

lographic structure as demonstrated by X-ray absorption

spectroscopy studies of numerous III-V and II-VI zincblende

alloys and also some I-III-VI2 chalcopyrite alloys. In all

cases, the element-specific bond lengths are very different

from each other and remain close to the values observed for

the parent compounds over the whole compositional range.

The small and often linear change with alloy composition

typically amounts to only 10% to 30% of that expected from

the change in lattice constants. In contrast, significant

changes are observed for the tetrahedral bond angles.

Consequently, some of the atoms are severely displaced

from their ideal lattice sites. In particular, strong directional

displacements are observed for the atoms occupying the

common sublattice while the atoms of the mixed sublattice

exhibit significantly smaller and much more isotropic posi-

tional variations. Different local atomic arrangements thus

coexist in the material, which strongly depend on the nature

of the atoms involved. As a consequence, semiconductor

alloys are characterized by structural inhomogeneity on the

subnanometer scale even if ordering phenomena or composi-

tional fluctuations are absent.

These striking features of the atomic-scale structure of

zincblende and chalcopyrite semiconductor alloys were also

reproduced by numerous theoretical approaches ranging

from simple spring models to sophisticated first-principles

density functional theory calculations. In all cases, bimodal

bond length distributions were obtained for the mixed sublat-

tice accompanied by severe distortions of the common sub-

lattice and significant variations of the tetrahedral bond

angles. The origin of this characteristic behavior is found in

the energy required for changing either the bond lengths or

the bond angles in these tetrahedrally coordinated systems.

As clearly evidenced by the corresponding bond stretching

and bond bending force constants, the former requires signif-

icantly more energy than the latter. The lattice mismatch in

semiconductor alloys is thus accommodated mostly by bond

angle relaxation and only to a small extent by bond length

relaxation. The balance between these two competing mech-

anisms is strikingly similar for all III-V, II-VI, and I-III-VI2

alloys investigated independent of their crystal structure or

the chemical nature of their constituent atoms. It can thus be

concluded that the energetic preference of bond bending

over bond stretching is a fundamental feature of all tetrahe-

drally coordinated semiconductors of the adamantine

FIG. 47. Calculated projected partial density of states (pDOS) of p states on

(a) S and (b) Ga atoms for the conduction band of CuGaS2 (solid red line),

CuIn0:7Ga0:3S2 (dashed green line), and CuInS2 (dotted blue line).283
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structural family. As a consequence, very similar features as

those discussed above can also be expected for the atomic-

scale structure of all other alloy systems belonging to this

class of materials, including other I-III-VI2 chalcopyrites and

II-IV-V2 pnictides but also materials crystallizing in the kes-

terite or stannite structures such as Cu2ZnSn(SexS1�x)4 or

Cu2FeSnxGe1�xS4.

Interestingly, the local structural parameters, in particu-

lar, the atomic displacements, have a strong influence on the

bandgap energy. The latter also changes continuously but in

most cases nonlinearly with the alloy composition. This

bandgap bowing originates from different physical effects,

namely, volume deformation, charge redistribution, and

structural relaxation. For III-V and II-VI ternary alloys with

zincblende structure, the average displacement of the atoms

occupying the common sublattice shows a strongly nonlinear

dependence on the alloy composition. Structural relaxation

therefore represents a significant contribution to the experi-

mentally observed bandgap bowing. Furthermore, there is a

strong interplay between the interatomic distances and the

charge distribution between the different atoms constituting

the alloy system. Based on experimentally determined ele-

ment-specific bond lengths, it was shown that both structural

and electronic changes lead to the nonlinear behavior of the

bandgap energy. Charge redistribution, however, is only sig-

nificant in combination with the unequal bond lengths asso-

ciated with the mixed sublattice and thus sensitively depends

on the atomic-scale structure of the alloy system. For the

cation-mixed Cu-III-VI2 chalcopyrite alloys, the behavior is

more complex and two different displacement mechanisms

of the anions have to be distinguished. They vary with

respect to direction and magnitude of the displacement and

both affect the bandgap bowing in a different way. This

clearly demonstrates the strong influence of the atomic-scale

structure in semiconductor alloys on important material

properties, most prominently the bandgap energy. Similar

effects can be expected for other tetrahedrally coordinated

semiconductors, including but not limited to pnictide, kester-

ite, or stannite alloys.

In order to get a comprehensive picture of semiconduc-

tor alloys, it is thus imperative to fully understand the corre-

lation between local structural parameters on the one hand

and electronic and optical material properties on the other

hand. Theoretical calculations must correctly reproduce not

only the long-range crystallographic structure but also the

short-range atomic-scale structure in order to make valid pre-

dictions of these material properties. Furthermore, a clear

distinction between element-specific local properties and

averaged global or macroscopic properties is needed due to

the coexistence of different atomic arrangements within the

alloy system. Only a comprehensive understanding of this

correlation allows to further exploit the full potential of these

vast and versatile material systems with increasing composi-

tional and structural complexity.
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