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1 Abstract

The prediction of protein tertiary structure from primary structure remains a challenging task. A
possible approach to this problem is the application of basin-hopping global optimization combined
with an all-atom force field. In this work, we further improve the efficiency of basin-hopping by
introducing an approach that derives tertiary structures from the secondary structure assignments of
individual residues. We term this approach secondary-to-tertiary basin-hopping and benchmark it for
three miniproteins, trpzip, trp-cage and ER-10. For each of the the three miniproteins the secondary-
to-tertiary basin-hopping approach successfully and reliably predicts the three-dimensional structure.
When it is applied to larger proteins we also obtain correctly folded structures. We thus conclude
that the assembly of secondary structure elements using basin-hopping is a promising tool for de

novo protein structure prediction.
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2 Introduction

The prediction of protein structure from their amino acid sequence is one of the most important
computational problems in bioinformatics and one of the great challenges in structural biology.
Knowledge of the three-dimensional structure of proteins will give invaluable insights into the molec-
ular basis of protein functions, and will therefore facilitate finding treatments and cures for many
diseases. It is generally assumed that a protein folds to a native conformation or ensemble of con-
formations which is at or near the global free-energy minimum.! Thus, protein structure prediction
can be understood as the search for an energy minimum in the conformational space of the protein.
From a computational point of view, the problem of finding native-like conformations for a given
primary structure, which is referred to as de novo protein structure prediction, can be decomposed
into two subproblems: (a) developing an accurate energy function for which native protein fold and
energy minimum coincide; (b) developing an efficient protocol for searching the energy landscape.
The focus of the current study is on the latter task. The extensive exploration of the whole
conformational space of a protein is generally not possible as it would be a time prohibitive endeavor.
Approaches based on the Metropolis Monte Carlo (MC) method offer the possibility to efficiently
explore the conformational space or at least specific regions of it. Searching for the conformational
space by MC methods usually involves a two-step process, a trial conformation move followed by
an energy evaluation. In this work we use the basin-hopping (BH) global optimization algorithm?: 3
which is analogous in principle to the Monte Carlo-minimization approach.* Global optimization
can be defined as the procedure of finding the lowest value of a given function. The BH algorithm
is a stochastic global optimization method, which employs MC moves on a transformed potential
energy surface, where a structural perturbation is followed by energy minimization. Basin-hopping
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has been employed successfully to find the global minimum of peptides and proteins, including

peptide complexes.'3 12

Several possibilities to improve the efficiency of MC sampling exist, including the optimization of
trial moves for proteins'® and applying experimental restraints during an MC simulation.!”'® The
topic of the current work is the improvement of the trial moves. A typical protein MC move consists
of randomly moving residues in a single MC step where these residues are often contiguous. The
efficiency of the trial moves can be increased by incorporating residue-specific structural preferences
derived from experimental structures.!® 2% It is well known that the ® and ¥ angles of the protein
backbone are more densely centered around some regions with the distribution of the (®, ¥) densities

depending on the amino acid identity.2!

Likewise, protein side chains tend to exist in a limited
number of low energy conformations called rotamers.?? Instead of considering the full geometrically
possible conformational space, only populated (®, ¥) regions and a small number of rotamers can be

used for designing MC moves to describe the most frequently occurring amino acid conformations.



Another way to incorporate database driven information into an MC scheme can be realized by
basing the protein structure prediction on secondary structure assignments of the residues.?>24 The
secondary structure is the three-dimensional form of local segments of proteins, which consists of
local inter-residue interactions mediated by hydrogen bonds. Amino acids vary in their ability to
form the various secondary structure elements. The dominating secondary structures are a-helices
(henceforth denoted H) and sheets consisting of S-strands (henceforth denoted E). These regular
secondary structure elements are linked by tight turns or loose, flexible loops. Furthermore, other
types of helices, such as the 319-helix and 7-helix exist. These structural elements will be collectively
denoted C for ‘coil in the following sections. It should be noted that random coil is not a true
secondary structure, but is the class of conformations that indicate an absence of regular secondary
structure. Thus, the secondary structure of a protein is characterized by a sequence of letters over the
alphabet {E,;H,C}, with one letter per amino acid of the primary protein structure. Most secondary
structure prediction methods are evolution-based methods (aka, homology-based methods), which
either exploit neural network-based approaches (e.g., Porter?® and Psipred?%), hidden Markov models
(e.g., SAM27), or the frequency analysis of amino acid conformational states (e.g., Gor IV?®). In
this work we use Porter for the prediction of secondary structure as it was identified as the best
performing secondary structure prediction methods.?? Miceli et al. compared the performance of
nine secondary structure prediction tools applied to two protein data sets.2? In the current work we
confirm that Porter is superior to the other methods based on another performance criterion than
those used by Miceli et al.

The secondary structure assignment is followed by the actual folding simulation using basin-
hopping. Here, we apply MC moves only to the intervening amino acids in the C conformation and
connecting the H or E secondary structure elements, allowing them to establish their tertiary con-
tacts. We term this approach secondary-to-tertiary basin-hopping. It is similar in idea to fragment
assembly approaches, which are applied in the de novo methods Rosetta®’ 32 and Chunk-Tasser.??
We show for the three peptides trpzip, trp-cage and ER-10 with PDB3* codes 1LE0,> 1L2Y?36
and 1ERP,?" respectively, that this secondary-to-tertiary BH implementation allows the reliable
prediction of correctly folded structures within 2,500 BH steps. Furthermore, we demonstrate for
larger proteins with up to 79 residues that our approach is able to predict correctly folded protein
structures. These developments make the BH approach to global optimization a promising tool for
de novo protein structure prediction, which is computationally less demanding compared to other

prediction methods and which will be ensued in future applications.



Set \ Predictor \ H<E \ H«C \ E«C

Porter 9 (0.1%) | 511 (2.9%) 484 (2.7%)
all Psipred | 186 (1.1%) | 1565 (8.8%) | 1765 (10.0%)
SAM 210 (1.2%) | 1645 (9.3%) | 1765 (10.0%)
Porter 2 (0.1%) 42 (2.8%) 54 (3.5%)
<100 | Psipred 12 (0.8%) | 126 (8.2%) 184 (12.0%)
SAM 19 (1.2%) | 174 (11.4%) | 178 (11.6%)
Porter 6 (0.0%) | 469 (2.9%) 430 (2.7%)
> 100 | Psipred | 174 (1.1%) | 1439 (8.9%) | 1581 (9.8%)
SAM 191 (1.2%) | 1471 (9.1%) | 1587 (9.8%)
Porter 0 44 3
« Psipred 8 160 29
SAM 12 139 14
Porter 0 3 63
B Psipred 0 2 108
SAM 6 18 117

Table 1: Performance analysis of secondary structure prediction methods. The numbers of secondary
structure mix-ups are provided for Porter, Psipred and SAM for all proteins of the PDB25Select
database, proteins with < 100 and > 100 amino acids, and a and [ proteins. For the first three
protein sets, the percentage of mix-ups relative to the total number of amino acids in the set in
question is given in parantheses.

3 Results and Discussion

3.1 Testing of secondary structure predictors

We evaluate the precision of the three secondary structure predictors Porter,?® Psipred?® and SAM?”
by counting the number of H&E, H+C and E<+C mix-ups for the PDB25Select database. Table 1
shows the results for all proteins of the database, which are further split into small proteins with
less than or equal to 100 residues and large proteins of greater than 100 residues, and into « and 3
proteins that contain only a-helices and [-sheets, respectively.

The most striking result is that in most cases Porter performs much better than Psipred and
SAM. The number of mix-ups is by a factor of 3 to 2 30 larger for Psipred and SAM in comparison
to Porter for almost all cases (i.e., type of mix-up and protein set). The only exception are the
Psipred predictions for § proteins. For this set, neither Porter nor Psipred wrongly predicted H
instead of E (SAM has 6 such mix-ups), while there are only 3 and 2 H assignments instead of C for
Porter and Psipred, respectively. With regard to E<>C, Porter again performs significantly better
than Psipred. For all three prediction methods, the number of H<E mix-ups is by at least one order
of magnitude lower than the number of H++C and E<+C mix-ups, independent of protein length and

type of fold. This indicates that helices and [-sheets can be distinguished from one another by



Peptide \ Secondary structure

trpzip | assignment: CEEECCCCEEEC
target: CEEEECCEEEEC
trp-cage | Porter: CHHHHHHHCCCCCCCCCCCC
target: CHHHHHHHHCHHHCCCCCCC
ER-10 | Porter: CHHHHHHHCCCHHHHHHCCCCCHHHHHHHHHCCCCCCC
target: CHHHHHHHHCCHHHHHHHCCCHHHHHHHHHHHCCCCCC

Table 2: Secondary structure assignments along with the target secondary structure. For trp-cage
and ER-10 the secondary structure assignments were obtained from Porter, while they were manually
assigned for trpzip. The letter ‘H’ for residues 11-13 in the trp-cage target denotes a 31¢ helix.

Porter, Psipred and SAM, which is important since the basis for the current BH approach is the
accurate assignment of secondary structure for the subsequent assembly of the tertiary structure.
This assumption is especially justified for Porter, which only has 0.1% H<E mix-ups for the total
database, that only affect /8 proteins (i.e., proteins that contain both a-helices and S-sheets) as
there are no H«E mix-ups for a and /3 proteins.

These findings led us to use Porter for the prediction of secondary structures as the starting point
for our BH simulations. Compared to H<E, the numbers of H<»C and E<C mix-ups are somewhat
higher but generally below 3% for Porter. For small proteins the correct prediction of 3-sheets seems
to be slightly more difficult with 3.5% E<+C mix-ups demonstrated by Porter. For both o and
proteins, E was predicted instead of C and H was predicted instead of C for only 3 residues in each
case. This again shows that Porter is highly capable of distinguishing a- and S-folds. Based on the
Porter prediction, the main task of the subsequent BH simulations is to identify the correct tertiary
contacts and to correct wrongly assigned secondary structures, which mainly involve those in which

C was wrongly assigned instead of H or E.

3.2 First BH round: from secondary to tertiary structure

Porter was used to determine the secondary structure of the residues of trp-cage and ER-10, while
they were manually assigned in the case of trpzip based on its target structure as this peptide is too
short to be treated by Porter. In Table 2 we present the assignments together with the secondary
structure of the targets. The Porter predictions for the helix lengths in trp-cage and ER-10 are often
short by one residue, while all other predictions are correct. The 310-helix in trp-cage (indicated by
the letter ‘H’ for residues 11-13 in the target) is by default not considered by Porter as only o and
[ structures are assigned. Thus, the 31¢9-helix has to be found by the BH approach. For trpzip we
assigned residues 5 and 8 to be in the coil state in order to evaluate if the BH methodology is able

to identify the full -sheet.



The BH runs in this round employed the information from Table 2 as described in Section 6.4. For
each peptide, high-temperature molecular dynamics simulations were used to generate 20 different
unfolded structures, which were taken as starting structures of the BH runs. We considered three
different maximum dihedral twisting angles of 30°, 60° and 90° per starting structure. Furthermore,
10 independent BH runs were performed for each starting structure and twisting angle, using different
seeds for the random number generation. This amounts to 20 x 10 x 3 = 600 BH runs per peptide.
BH runs were conducted for 1,000, 2,000 and 5,000 Monte Carlo steps (aka BH steps) for trpzip,
trp-cage and ER-10, respectively. As an example, the BH input file for trpzip with step size 60° is

provided in the Supplementary Information.

Energy versus RMSD plots. The performance of each BH run was measured in terms of the
energy and C, root mean square deviation (RMSD) from the target structure, and the three best
structures per run as determined by both energy and RMSD were considered for analysis. In the
following, these sets of structures are denoted as low-energy and low-RMSD structures, respectively.
In the ideal case the energy function ranks the native structure in first place with respect to energy
(lowest energy), i.e., the sets of low-energy and low-RMSD structures are identical or at least overlap
to a large extent. Figure 1 shows the energy versus RMSD plots for low-energy (blue) and low-RMSD
structures (red) for the 600 BH runs per peptide, along with the structures of overall lowest energy
and lowest RMSD. In this figure, the results for the maximum twisting angles of 30°, 60° and 90°
are displayed together. Detailed results for the individual step sizes are provided in Figures S1 to
S3 of the Supplementary Information.

The results for the energy-minimized target structures (i.e., the energy-minimized PDB struc-
tures) using the CHARMMZ22/FACTS energy function are displayed as yellow dots in Figure 1. The
changes to the RMSD as a result of the minimization procedure are small (< 0.5 A). In the following
we will use the structure of the energy-minimized target as a reference for the RMSD calculations
since within the BH procedure one cannot expect to get closer to the PDB structure than the min-
imized target structure. Thus, the yellow dots in Figure 1 occur at RMSD zero. The energy of the
energy-minimized target structures is higher than the energy of many of the low-energy structures.
The target structures are NMR solution structures, which were determined by minimizing the dis-
tance or dihedral angle violations resulting from experimental constraints. It is important to note
that the ensemble of structures obtained is an ‘experimental model‘, which is not necessarily the best
solution when modeled with an empirical force field, such as CHARMM22/FACTS. We therefore
subjected the three target structures to further optimization by performing BH runs of 1,000 steps
with maximum dihedral angle changes of 20°, which were applied to both backbone and side chains
of 3-5 randomly selected contiguous residues. This procedure generated energy-optimized structures

at the cost of the RMSD, which increases. The energy and RMSD values of these structures, which



we call optimized target structures, are —307.2 kcalmol~! and 1.33 A for trpzip, —510.7 kcal mol~*
and 1.82 A for trp-cage, and —907.6 kcalmol~! and 2.58 A for ER-10, respectively. These results
are provided as orange dots in the energy versus RMSD plots in Figure 1.

Figure 1 shows the success of the secondary-to-tertiary BH procedure, i.e., the application of
Monte Carlo moves at residues between secondary structure elements H and E to obtain tertiary
structure from the secondary structure data. For all three peptides native-like structures are found,
where a threshold for the C,, RMSD of 2.0 A from the target for defining native-like conformations
is used. For trpzip, trp-cage and ER-10 we identified 198, 512 and 2 native-like conformations,
respectively. The lowest-RMSD structures shown in Figure 1 have RMSD values of 1.22 A (trpzip),
0.55 A (trp-cage), and 1.63 A (ER-10), while the lowest-energy structures have RMSD values of
3.15 A, 0.70 A and 8.05 A, respectively. The results for trp-cage indicate that for this peptide
the CHARMM22/FACTS potential can distinguish the native structure from unfolded structures.
This conclusion is supported by the funnel shape of the energy versus RMSD plot for trp-cage.
Furthermore, the secondary-to-tertiary BH approach samples native-like structures of lower RMSD
and lower energy than obtained for the optimized target structure (orange dot in Figure 1).

For trpzip the best structure obtained so far is the optimized target structure. The lowest-
RMSD structure has an energy which is 35 kcalmol™! higher than the energy of the optimized
target structure, and the RMSD of the latter structure is almost 2 A below the RMSD of the lowest-
energy structure. The lowest-RMSD structure exhibits the hairpin structure yet no -sheet is formed
due to the missing H-bonds between the two strands. Figure S4 in the Supplementary Information
shows the various structures for trpzip obtained in this work, with the H-bonds indicated in these
structure plots and an analysis of the interaction energies between the residues in these structures.
The higher energy of the lowest-RMSD structure compared to that of the optimized target is due
to the missing H-bonds and the electrostatic stabilization between Glub and Lys8. Moreover, the
tryptophan residues Trp2, Trp4, Trp9 and Trpll in the lowest-RMSD structure are not oriented
as they are in the target, where they are stacked and T-shaped with respect to each other, which
further destabilizes the lowest-RMSD structure. On the other hand, in the lowest-energy structure
the [-sheet is partially formed but the turn region deviates from the target structure. The turn
folds towards the [-sheet and is stabilized by a H-bond between the side chains of Asn7 and Thr10.
However, the largest energetic stabilization of this structure compared to the target results from
electrostatic attraction between the N- and C-terminal residues despite C-terminal amidation. The
tryptophan residues, that are in a stacked orientation, also stabilize this structure, though the Trp2—
Trp4 and Trp2-Trpll interactions are not as strong as in the target (see Figure S4). This analysis
reveals how subtle the interplay between atomic positions and overall energy in all-atom energy
functions is, making protein structure prediction with all-atom models a challenge. Furthermore, it

has been demonstrated that implicit solvent models tend to overweight nonnative states which are
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Figure 1: Results from the first BH round are shown for trpzip (top), trp-cage (middle) and ER-10
(bottom). (Left) Energy versus RMSD plots for the low-energy (blue) and low-RMSD (red) struc-
tures obtained from 600 BH runs for each peptide. For the low-RMSD structures only conformations
with an RMSD < 5 A are included, explaining the sharp cut at RMSD ~ 5 A for the red dots for
ER-10. The minimized and the optimized target structures are represented by a yellow and an
orange dot, respectively. (Middle) Lowest-RMSD structure (red) and (Right) lowest-energy (blue)
structure along with the target structure (yellow). The RMSD and energy values of these structures
are provided.



stabilized by nonnative electrostatic attractions.38

Nonetheless, for both trpzip and trp-cage we find an overlap between the sets of structures of
low RMSD and low energy (i.e., between the red and blue dots in Figure 1), which indicates that
the CHARMM22/FACTS energy function is able to predict native-like structures as low-energy
structures for both peptides. Among the low-energy structures, there are 14 native-like structures
for trpzip and 40 for trp-cage. However, for ER-10 we observe a clear separation between the red
and blue dots in Figure 1 and find no native-like structure among the low-energy structures. We
identify two native-like structures at energies of ~ —880 kcalmol~!, which is about 30 kcal mol~*
higher than the energy of the low-energy structures at rather high RMSD. The comparison between
the RMSD and energy values for the lowest-RMSD and lowest-energy structures shown in Figure 1
highlights this observation. Nevertheless, there are some ER-10 conformations with RMSD values
below 4 A among the low-energy structures. This result indicates that the secondary-to-tertiary BH
approach is also able to identify native-like structures for ER-10. The question rather is whether
the considered energy function can distinguish between near-native and nonnative conformations for

ER-10, which will be addressed in section 3.3.

The dependence of prediction efficiency on step size. Apart from reliably identifying near-
native structures as discussed above, the aim is also to find them quickly. To this end, we determined
for each step size and peptide the average RMSD and energy values of the low-RMSD and low-energy
structures, respectively. In addition, we analyzed how many BH steps were needed to locate the
lowest-RMSD and lowest-energy structures in each BH run. These quantities allow us to deduce
which of the maximum twisting angles of 30°, 60° or 90° yields the best and fastest predictions. The
results of this analysis are presented in Figure 2. Panels A and B of Figure 2 allow us to conclude
that the step size has no large influence on the identification of low-RMSD and -energy structures.
For all three peptides, the averaged RMSD and energy values are very similar for the considered
step sizes and none of the step sizes consistently outperforms the others. The energy versus RMSD
plots for the different step sizes (Supplementary Information) demonstrate that the identification of
similar structures is independent of the maximum twisting angle. The supplementary figures also
reveal that the final RMSD and energy values do not depend on the RMSD and energy values of
the starting structures. That is, near-native structures are identified not only when the BH run is
initiated from rather folded but also from completely unfolded conformations.

Panel C of Figure 2 shows that the use of a maximum step size of 60° or 90° enables near-native
structures to be located more quickly than when the maximum twisting angle is only 30°. Low-
RMSD conformations are generally produced faster than low-energy structures, implying that the
RMSD did not further approve upon improving the energy. This is due to the above mentioned

problem of assuming the native structure as global energy minimum and the fact that atom-based
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potentials are particularly sensitive to the precise position of the interacting atoms, hampering the
detection of native-like geometries. As already pointed out for ER-10, the CHARMM22/FACTS
potential does not identify the native structure as the global minimum on the potential energy
surface. Therefore, for this peptide on average 1,000 BH steps more are needed to find the lowest-
energy structure than are required for the location of the lowest-RMSD structure. This problem is
less aggravated for trpzip and trp-cage, for which native-like structures correspond to low-energy
structures.

In summary, less than 1,000, 2,000 and 5,000 BH steps are generally sufficient to detect near-
native (or low-energy) structures for trpzip, trp-cage and ER-10, respectively. The average compu-
tational time required for each BH run was 1.7 h for trpzip, 7.4 h for trp-cage and 54.1 h for ER-10
on a single 2.93 GHz Intel Xeon Processor X5570. While a smaller twisting angle does not prevent
the identification of near-native structures, a larger step size of 60° or 90° helps to find them faster.
Thus, we conclude that the secondary-to-tertiary BH approach works. The aim of the following
BH round is to test whether the low-RMSD and low-energy conformations identified so far can be

further optimized by unconstrained BH simulations.

3.3 Second BH round: refinement of tertiary contacts

From the structures obtained in the previous BH round we randomly selected 31 conformations for
trpzip, 38 for trp-cage, and 54 for ER-10 with low RMSD, and 56 conformations for trpzip, 77 for
trp-cage, and 70 for ER-10 with low energy. Here, we applied following upper cutoffs for the selection
of structures based on either RMSD or energy: 3.0 A and —295 kealmol ™! for trpzip, 2.5 A and
—505 kealmol ™! for trp-cage, 5.0 A and —900 kcalmol~! for ER-10. For each starting structure
we performed three independent BH runs of 5,000 steps for trpzip and trp-cage, and 7,000 steps for
ER-10. In this round we released all constraints and applied dihedral angle changes to three, four or
five randomly selected contiguous residues. Here, all residues were considered independent from the
initial secondary structure prediction, thereby enabling wrongly predicted secondary structures to be
corrected during the BH optimization procedure. We tested different ratios of dihedral angle changes
for the backbone (BB) and side chains (SC): i) alternating BB and SC moves; ii) a SC move every
5th BH step, else BB moves; iii) a BB move every 5th BH step, else SC moves. The different BB:SS
frequency schemes are subsequently denoted as 1:1, 4:1 and 1:4. Hence, the number of BH runs is
(31456) x3x 3 = 783 for trpzip, (38+77)x3x3 = 1,035 for trp-cage and (70+54) x3x3 = 1,116 for
ER-10. The performance of each BH run was measured in terms of energy and RMSD considering
the three best structures for both quantities. In addition, we monitored whether a BH run was
started from a low-RMSD or a low-energy structure from the previous BH round. The maximum

dihedral angle change in each run was 30° with group rotation moves®® applied to the side chains.
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The small step size was chosen since in this BH round the aim is to further optimize near-native (or
low-energy) structures, and not to generate completely different structures. An example input file
for such a BH run for trpzip is provided in the Supplementary Information.

The simulations of this round were analyzed in the same manner as the BH simulations of the
first round. We produced energy versus RMSD plots, which are shown in Figure 3 together with the
structures of lowest RMSD and lowest energy detected for each peptide. We calculated the average
RMSD and energy of all low-RMSD and -energy structures, respectively, taking into account whether
a BH run was started from a low-RMSD or a low-energy conformation from the first BH round. In
order to be able to decide which of the BB:SC perturbation ratios works best, we monitored the
average number of BH steps needed before the best structure with respect to RMSD or energy was
detected. Below we present the combined results for all BB:SC move ratios while in Figures S5 to

S7 results are shown separately for the 1:1, 4:1 and 1:4 move combinations.

Energy versus RMSD plots. The first, very obvious result is that unconstrained remodeling of
the structures identified in the first secondary-to-tertiary BH round leads to a considerable decrease
in both energy and RMSD. As before, the energy-minimized target structure is used as reference
for the calculation of the RMSD. The average energy decreased by ~ 30 kcalmol~! for trpzip, by
~ 25 kcalmol~! for trp-cage, and by even ~ 35 kcalmol~! for ER-10. For all three peptides the
optimized target structure (orange dot in the energy versus RMSD plots) no longer belongs to the
best structures, neither in terms of RMSD nor energy. For trpzip and trp-cage many near-native
structures were detected: of all saved structures, 25.6% and 44.9% have an RMSD < 2A for trpzip
and trp-cage, respectively. Especially for trp-cage, it is almost unimportant whether the successful
runs were initiated from low-RMSD or low-energy structures from the previous BH round. The
information about the starting structure is provided in the energy versus RMSD plots in Figure 3 by
using light colors for low-RMSD starting structures and dark colors for low-energy starting structures.
The ratio of light and dark colored dots below 2 A is 5.6:1 for trpzip and 1:1.2 for trp-cage.

For trpzip, many of the low-energy structures have an RMSD < 2 A, which means that the
CHARMM22/FACTS potential can distinguish between native-like and nonnative structures for the
B-hairpin. However, it has to be noted that the structure of lowest RMSD (RMSD =0.44 A) has
an energy of more than 20 kcalmol~! above the value for the lowest-energy conformation with an
RMSD of 1.68 A. In the latter, the hairpin is properly formed yet it lacks the S-sheet. It has fewer
backbone H-bonds compared to the target structure since the two strands are not perfectly aligned
for B-sheet formation. Instead, this structure is mainly stabilized by a H-bond between the N- and
C-terminal residues, leading to an energy decrease of more than 60 kcal mol~! compared to the same
inter-residue interaction in the target (see Figure S4 in the Supplementary Information). Another

appreciable stabilization of ~ 30 kcal mol~! originates from another H-bond between the side chains
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Figure 3: Results from the second BH round are shown for trpzip (top), trp-cage (middle) and
ER-10 (bottom). (Left) Energy versus RMSD plots for the low-energy (blue) and low-RMSD (red)
structures obtained from 783 BH runs for trpzip, 1,035 BH runs for trp-cage and 1,116 BH runs
for ER-10. The darkness of the colors indicates whether a BH run was started with a structure of
low RMSD (light red or blue) or of low energy (dark red or blue) obtained in the first BH round.
The minimized and the optimized target structures are represented by a yellow and an orange dot,
respectively. (Middle) Lowest-RMSD structure (red) and (Right) lowest-energy (blue) structure
along with the target structure (yellow). The RMSD and energy values of these structures are
provided.



of Glub and Asn7. The tryptophan residues are not perfectly oriented with respect to each other,
leading to higher interaction energies compared to the target. In the lowest-RMSD structure the
[B-sheet is partially formed. The largest deviation from the target structure occurs around Glub and
Lys8, which are not in the g state and have their side chains oriented differently than in the target.

For trp-cage the findings are similar to those of trpzip: a structure of rather low RMSD (0.30 A)
was detected, which has an energy of ~ 28 kcalmol~! above that of the lowest-energy conformation.
Yet the latter is also a near-native structure with an RMSD of 1.76 A, which has the a-helix and
310-helix correctly formed. Only the C-terminal residues in coil conformation are slightly different
arranged than in the target structure. This can be explained by the formation of H-bonds involving
the side chains of the last five residues, creating a turn that is not present in the target structure
(Figure S8 in the Supplementary Information). In conclusion, the CHARMM22/FACTS potential
leads to a funnel shape of the energy versus RMSD plots for both trpzip and trp-cage, enabling the
prediction of native-like structures for both peptides based on energy ranking.

The situation is different for ER-10. As was seen in the first BH round, we observe a separation
between low-RMSD and low-energy structures. There is almost no overlap between these two sets
of conformations, i.e., between the red and blue dots in the energy versus RMSD plot for ER-10
in Figure 3. The low-RMSD set contains only six native-like structures (RMSD < 2 A), while the
majority of the low-energy structures has an RMSD > 5 A. The reason for this discrepancy is that
the three helices in ER-10 are held together by three disulfide bridges, which are between the oxidized
forms of Cys3 and Cys19, Cysl10 and Cys37, and Cys15 and Cys27.3” These disulfide bridges are not
present in the lowest-energy structure, where the S-S distances are 16.7 A for Cys3-Cys19, 4.9 A
for Cys10-Cys39, and 7.5 A for Cys15-Cys27, while the disulfide bond length is 2.0+ 0.2 A. Instead,
a salt bridge between Asp23 and Lys24 is formed in the lowest-energy structure giving rise to an
interaction energy of —84.2 kcalmol™! between these two residues. Thus, this salt bridge is very
stable and prevents the formation of the correct turn between the second and third helix of this
structure. In the CHARMM force field disulfide bonds between cystein residues have to be defined
by the user during the setup of the protein model, i.e., there is currently no possibility for a disulfide
bond to form during a simulation. This shortcoming could be addressed as in the SOPEP coarse-
grained force field, which permits the formulation of S-S bonds based on the distance between the
cystein side chain centroids.*%4!

The dependence of prediction efficiency on move set. The statistical analysis of the sim-
ulation results in Figure 4 highlights that for trpzip and trp-cage the low-RMSD structures have a
considerably lower RMSD when the BH runs were started from low-RMSD instead of the low-energy
structures obtained in the first BH round (panel A in Figure 4). For ER-10, the differences between

the average RMSD values of structures obtained when starting from low-energy or low-RMSD con-
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formations are rather small (< 0.2 A). Interestingly, the energy of the low-energy structures is not
affected by the choice of the starting structures for any of the peptides (panel B in Figure 4). This al-
lows us to conclude that BH remodeling of structures obtained from the initial secondary-to-tertiary
approach is robust with respect to energy minimization, while the improvement of the RMSD can
depend on the starting configuration. A marginal influence of the BB:SC move ratio is observed
for the number of BH steps needed before the lowest-RMSD and lowest-energy structure in each
BH run is detected. On average, the 1:4 move set needs fewer BH steps than the 1:1 and 4:1 move
sets yet the improvement is only minor. Thus, it seems to be of some advantage to have more side
chain moves (in contiguous residues) compared to backbone moves for the efficient lowering of energy
and RMSD. This observation underpins the importance of side chain packing for the native protein
structure, since both side-chain—side-chain and side-chain—backbone interactions play an important
role to the stabilization of folded protein structures.*?> Nomnetheless, we can conclude that the BH
approach is robust with respect to the step taking scheme and step size, considering also the results
from the previous BH round.

As in the first BH round, we observe that often fewer BH steps are needed to find low-RMSD
structures compared to low-energy conformations (i.e., compare red versus blue bars in panel C of
Figure 4). Though this result is not as clear as in the previous BH round and also not universal.
In case of trpzip and ER-10, the BH steps needed to locate low-RMSD and low-energy structures
are smaller when started from low-RMSD instead of low-energy structures from the first BH round
(i.e., compare light colored versus dark colored bars in panel C of Figure 4). However, for trp-cage
the average number of BH steps needed to encounter the structures of lowest energy and RMSD
is independent of the starting structure. Furthermore, it is also independent of whether a lowest-
RMSD or a lowest-energy structure was identified. This finding for trp-cage can be explained with
the overlap between the two sets of low-RMSD and low-energy structures, in other words, low-RMSD
and low-energy structures are often identical.

In summary, this statistical analysis confirms the above conclusion that refinement of structures
in this BH round is most successful when started from structures, that are already close to the
target structure. This finding justifies our two-step approach with a first secondary-to-tertiary BH
round, followed by structure refinement of the best candidates in a second BH round. The average
computational time required for each BH run in this round was 8.3 h for trpzip, 13.1 h for trp-cage
and 63.6 h for ER-10, again on a single 2.93 GHz Intel Xeon Processor X5570. The longer simulation
times compared to those of the first BH round can be explained with the larger number of BH steps
applied in this round. The computational time could be reduced by reducing the number of BH
steps, which is justified by the results presented in Figure 4C. It shows that only 2,000-3,000 BH
steps were necessary for trpzip and trp-cage and less than 5,000 steps for ER-10, i.e., about 2,000

more BH steps were performed than actually needed. Another possibility to reduce the wall-clock
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Figure 4: Results from the second BH round are shown for the BB:SC move combinations of 1:1,
4:1 and 1:4. (A) The mean of the RMSDs of the low-RMSD structures and (B) the mean of the
energies of the low-energy structures, averaged over the BH runs per peptide and move combination.
The results shown in light colors were obtained from initial structures taken from the low-RMSD
set from the first BH round, while the darker colors are for the BH runs started from low-energy
structures. (C) The average numbers of BH steps needed to locate the structures of lowest RMSD
(red) and lowest energy (blue) in each of the BH runs are provided.
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Peptide | Secondary structure

villin Porter: CCHHHHHHHHCCCHHHHHCCCHHHHHHHHHHCCCC
target: CCHHHHHHHHCCCHHHHHHCCHHHHHHHHHHHCCC
protein B Porter: CCHHHHHHHHHHHHHHHHHHCCCCCHHHHHHHHHCCCHHHHHHHHHHHHHHCC
target: CCCCCCCCCHHHHHHHHHCCCCCCCHHHHHHHHHCCCHHHHHHHHHHHHHHCC
PyJ Porter: CCCCCCHHHHHHHHHHCCCCCCCCCCHHHHHHHHHHHHHHCCCCCCCCHHHHHHHHHHHHHHHHHHHHHCCCCCCCCCC
target: CCCCCCHHHHHHHHHHHCCCCCCCCCHHHHHHHHHHHHHHCCCCCCCCHHHHHHHHHHHHHHHHHHHHHCCCCCCCCCC

Table 3: Secondary structure assignments along with the target secondary structure.

time is to implement a parallel version of the LBFGS minimization method used in this work.*?

4 Protein structure prediction of larger proteins

The next step is to test whether the secondary-to-tertiary BH approach also works for larger pro-
teins. To this end, we considered three proteins: the 35-residue villin, protein B with 53 residues,
and a 79-residue DnalJ-like protein denoted PyJ. The folding of two of these proteins has recently
been studied using molecular dynamics (MD)** and MC simulated annealing simulations.*> The
secondary structure predictions produced by Porter along with the secondary structure of the tar-
gets are shown in Table 3. It can be seen that Porter yields good predictions for the secondary
structure. In some cases the predicted helices are by one residue too short. Only for protein B,
Porter overestimates the helicity of the N-terminal residues next to the first helix.

We took unfolded conformations produced by high-temperature MD runs of these three proteins
as starting structures for the BH simulations. The current BH simulations are only for the sake
of demonstrating that our approach also works for larger proteins. Thus, we considered only two
starting structures per protein with initial RMSD values from the target ranging from 8 Afor villin
to more than 30 Afor protein B and PyJ. For each starting structure we performed 8 independent
secondary-to-tertiary BH simulations using a maximum twisting angle of 60°. After 5,000 BH steps
for the smaller proteins and 10,000 BH steps for PyJ the following structures of lowest RMSD were
obtained: 2.9 Afor villin, 2.4 Afor protein B, and 6.4 Afor PyJ. Visual inspection of these structures
revealed that the helical structures adopted the correct tertiary topology. In the second BH round
we aimed at refining the best structures from the first BH round by performing 56 BH runs for the
lowest-RMSD structure for each protein. Here, we considered combinations of different maximal step
sizes (30° or 40°) and different BB:SC move ratios (1:1, 5:1 and 1:5) and applied 3,000 BH steps in
each run. We were able to further improve the structure predictions and obtained following RMSDs:
1.9 Afor villin, 2.1 Afor protein B, and 4.9 Afor PyJ. The corresponding native-like structures are
shown in figure 5. Given the larger size of PyJ, we assume a C,-RMSD below 5 Ato be sufficient for
the definition of native-like structures. We also tested our secondary-to-tertiary BH approach for a
36-residue WW domain (PDB code 2KCF). We obtained a reasonable RMSD value of 4.6Awithin
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villin (2F4K) protein B (1PRB) PyJ (1FAF)
RMSD = 1.9 A RMSD = 2.1 A RMSD = 4.9 A

Figure 5: Native-like structures produced by basin-hopping for larger proteins. For each protein the
lowest-RMSD structure (red) and target structure (yellow) are shown. The C,-RMSDs between the
two structures is given, along with the PDB entry of the target structure.

3,000 BH steps. However, the 5-sheet structure was not fully established and further refinement for
another 3,000 BH steps did not considerably improve this structure. Longer simulations and further
methodological developments are needed for improving the prediction of long-range (-contacts with
basin-hopping.

For villin and protein B our prediction results compare well to the results obtained by Lindorff-
Larsen et al.** and Adhikari et al.*> The RMSDs for the best structures for these two proteins are
lowest for the MD predictions,** followed by our predictions and then those from the MC simulated
annealing runs.*® Though it should be noted that while the RMSD for our villin structure is lower
than that obtained by Adhikari et al.,* in their structure the middle helix is better predicted than
by our BH approach. For protein B, we mainly overpredict the helicity of the N-terminal helix which
originates from the Porter prediction. In the protein B structure obtained by Adhikari et al. the
helicity is also overestimated.*® While the microsecond-long MD simulations involving explicitly
represented solvent molecules produce the best native-like structures,** they are at the same time
computationally most demanding.*> The calculations by Adhikari et al. took around 600 CPU hours
on an Intel 2.6 GHz Sandy Bridge Xeon E5-2670 processor for each protein. Using the same processor
running NAMD, a single 10 us MD trajectory would take around 3,000,000 CPU hours/protein.*?
The BH simulations presented here cumulated to less than 35 hours for villin, about 40 hours for
protein B and 50 hours for PyJ on a single 2.93 GHz Intel Xeon Processor X5570 and counting the
first and second BH round together. Thus, given the reduced computational demand of our BH
approach and the good results for helical proteins, it may become a promising alternative to existing

methods for protein structure prediction.
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5 Conclusions

In this study, we have used the Monte Carlo (MC) based basin-hopping (BH) approach to global
optimization as previous studies have shown that BH is very effective at predicting global minima

of peptides® 12

and peptide assemblies.'3'® In order to further improve the efficiency of the BH
approach to protein structure prediction, we have implemented knowledge-based MC moves by
incorporating secondary structure information from secondary structure prediction. We refer to
this approach as secondary-to-tertiary basin-hopping. We have evaluated the performance of the
secondary-to-tertiary BH scheme for three peptides with PDB codes 1LEQ (trpzip), 1L2Y (trp-
cage) and 1ERP (pheromone ER-10). To perturb the conformation of selected residues, we applied
dihedral angle moves since simple Cartesian moves usually perform poorly because they tend to
disrupt the bonded structure of molecules. To change the dihedral angles of the side chains we
use group rotation moves, which were recently introduced to the BH scheme and shown to be very
effective.??

Based on the primary structure, each residue of the sequence is assigned a local secondary
structure, which can be either helix, extended or coil. We have compared the performance of three
secondary structure predictors: Porter, Psipred and SAM. We found that Porter clearly provides
the best prediction independent of protein fold and length, supporting the findings of an earlier
study.2? Thus, we use Porter for secondary structure assignment as starting point for subsequent
BH simulations where only the conformation of the residues predicted to be coil are perturbed. In
doing this, we enable the secondary structure elements to be assembled into their tertiary structure.
In case Porter wrongly predicts coil instead of helix or strand, this can be corrected by random
trial moves applied to the residues assumed to be coil. This secondary-to-tertiary BH approach is
successful for the three peptides under study, as native-like structures with an RMSD of less than
2 A from the target are found within 1,000 steps for trpzip and trp-cage, and within 2,500 steps
for ER-10. We have benchmarked random dihedral angle moves applied to the coil residues with a
maximum change of 30°, 60° or 90° and found that larger step sizes of 60° or 90° fold the proteins
more efficiently.

To refine the structures predicted by the secondary-to-tertiary BH approach, we have performed
further BH simulations of the structures of low energy and RMSD found thus far. In order to account
for the possibility that Porter wrongly assigns helix or strand instead of coil, trial moves are applied
to all residues in the refinement BH runs. Here, we have used dihedral angle moves for the backbone
affecting ® and ¥ and group rotation moves for the side chains, perturbing the conformation of three
to five randomly chosen yet contiguous residues. We have benchmarked alternative backbone and
side chain moves with different relations (1:1, 1:4 and 4:1) using a maximal dihedral angle change of

30° for both backbone and side chains. This rather small perturbation was chosen since the goal of
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these BH simulations is to refine the already folded structures. This approach is successful as both
energy and RMSD were considerably improved for all three peptides, leading to the identification
of more native-like structures than in the initial secondary-to-tertiary BH approach. Here, we have
not observed a strong dependence on the ratio of backbone and side chain moves, underpinning the
importance of both backbone and side chains and their interrelation for the protein structure.

In conclusion, we have introduced secondary-to-tertiary BH optimization and benchmarked this
approach for three peptides. We have demonstrated that this approach reliably and effectively iden-
tifies native-like structures, which can be further refined in subsequent BH runs without restraints
placed on the trial moves. Our test runs for larger proteins have produced promising results, espe-
cially for helical proteins. In future, we will apply the secondary-to-tertiary BH approach to more
proteins with more than 50 amino acid residues and aim to provide a benchmark for larger proteins
as we did in this study for three miniproteins. Prior to this, further methodological developments
are necessary for improving the prediction of long-range residue contacts in [-sheets. Moreover, we
will validate our methodology for larger proteins of mixed secondary structure in a blind test, such
as CASP. The current study has demonstrated that the basin-hopping approach to global optimiza-
tion with improved Monte Carlo moves is on the route to become a promising and computationally

low-demanding tool for ab initio protein structure prediction.

6 Computational Details

6.1 Secondary structure prediction.

Miceli. et al. compared different secondary structure predictors and found that the neuronal-network
based predictors Porter?® and Psipred?® and the hidden Markov chain-based predictor SAM are the
three most reliable prediction methods with Porter being by far the best.2? As quality parameters
they used the average performance accuracy (Q3)*7 and the segment overlap (SOV),*® where Q3
measures the percentage of correctly guessed secondary structures of single amino acids, while SOV is
obtained by computing per-segment overlaps. Both @3 and SOV do not test which of the secondary
structures (i.e., H, E and C) are mistaken for one another in case of misprediction. However,
for the current work, which aims to predict tertiary protein structure by assembling segments of
defined secondary structure, it is significant whether H and E are interchanged, or whether H or
E is interchanged with C. While the latter type of false prediction can be easily corrected in the
assembly process, the mix-up of H and E would hamper the tertiary structure prediction. Therefore,
we compare the performance of Porter,?® Psipred?® and SAM?7 in terms of secondary structure
mix-ups considering the cases of H&E, H~C and E+~C. We collect the mix-up statistics for the
PDB25Select database,*® which was used by Miceli et al.?®
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6.2 Protein models

The structures for trpzip, trp-cage and ER-10 were downloaded from the RCSB protein data bank3*
and used as target structures. Trpzip (PDB code 1LEQ) is a 12 residue S-hairpin known as tryp-
tophan zipper (trpzip);*® trp-cage (PDB code 1L2Y) a 20 residue peptide with a short a-helix, a
310-helix, and a polyproline II helix at the C-terminus, which is known as tryptophan-cage minipro-
tein;*¢ and ER-10 (PDB code 1ERP) a 38-residue pheromone ER-10 from the ciliated protozoan
Euplotes raikovi consisting of three a-helices.?” These miniproteins have been used as test cases in
previous folding studies.*!44:50-63 We use the CHARMM?22 force field®*5% to model the peptides,
and the the generalized Born model FACTS6 to describe the aqueous solvent. For the calculation of
the nonbonded interactions, the cutoff scheme suggested in the FACTS documentation is employed,
i.e., truncation of both long-range electrostatics at 12 A using a shift function and the van der Waals
energy with a polynomial switching function applied between 10 and 12 A. We performed 20 ns MD
simulations at an elevated temperature of T = 500 K using a Langevin thermostat with frictional
coefficient 5 ps™! to produce 20 unfolded starting structures per peptide for the subsequent fold-
ing simulations. The root mean square deviations (RMSDs) of the C, atoms between the starting
structures and the corresponding target structure are 5.6-10.9 A for trpzip, 5.7-9.7 A for trp-cage,
and 8.6-14.1 A for ER-10. In Figure 6 the target structure and one representative starting structure
are shown for each peptide.

For the testing of larger proteins, the structures of a 35-residue subdomain of the chicken villin
headpiece (villin, PDB code 2F4K), the 53-residue GA module of an albumin binding domain (pro-
tein B, PDB code 1PRB), and the N-terminal, DnaJ-like domain with 79 residues of murine poly-
omavirus tumor antigens (PyJ, PDB code 1FAF) were downloaded from the RCSB protein data
bank. For the BH simulations, the structures were prepared and modeled in the same way as the

miniproteins. More simulation details for these proteins are provided in section 4.

6.3 Basin-hopping

In the basin-hopping (BH) approach to global optimization? # moves are proposed by perturbing
the current geometry, and are accepted or rejected based upon the energy difference between the
local minimum obtained by minimization from the current configuration and the previous minimum
in the chain. In effect the potential energy surface is transformed into the basins of attraction®” 68

of all the local minima, so that the energy for configuration r is

E(r) = min{E(r)}, (1)
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Figure 6: Representative initial structure (green) and target structure (yellow) for trpzip (top),
trp-cage (middle) and ER-10 (bottom).
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where min denotes minimization. Large steps can be taken to sample this transformed landscape,
since the objective is to step between local minima. Furthermore, there is no need to maintain
detailed balance when taking steps, since the BH approach attempts to locate the global potential
energy minimum and is not intended to sample thermodynamic properties. The BH algorithm has
been implemented in the GMIN program® and has already been employed to find the global min-
imum of peptides and peptide complexes in previous work.?% 81518 In GMIN, local minimization
is facilitated by using a modified version of the LBFGS procedure described by Liu and Nocedal.*3

To perturb the current geometry we have the option of taking steps in dihedral angle space for
the backbones and side chains of the peptides,® where we consider dihedral angles defining planar
structures, such as rings, as rigid in order to maintain the planar geometry.”® In earlier work, we
selected a certain number of the rotatable dihedral angles for the backbone and side chains with
different twisting probabilities depending on the position of the residue along the peptide chain®
and twisted them up to a maximum angle, which can be initially set by the user and is normally
in the range of 20° to 50°. In this study we employ different approaches for dihedral trial moves.
First, we develop a secondary-to-tertiary methodology, which uses the information from secondary
structure prediction to determine the tertiary structure of the proteins. This approach is described
in the next paragraph. Second, we introduce the possibility of applying trial moves to contiguous
residues along the chain. Third, we apply generalized rotation moves to sample the rotameric states
of protein side chains.?® This scheme allows arbitrary groups of atoms to be rotated about an axis
defined by a bond vector, maintaining maximum flexibility without introducing reliance on standard
topologies. For instance, for a Lys side chain three such rotatable groups are defined, where atoms

are rotated about the C,—Cg, C3—C, and C,—C; bonds.

6.4 Combination of basin-hopping with secondary structure predictions

Here we use the information from secondary structure prediction for the determination of the tertiary
structure of a protein within the BH approach. Based on the initial secondary structure assignments
we set the Ramachandran angles (®,¥) to (—57°,—47°) and (—135°,135°) for a-helices (H) and
B-strands (E), respectively. In the subsequent BH run we keep these angles fixed by (i) not allowing
backbone dihedral angle moves for the amino acids, for which H or E is being predicted, and (ii)
imposing constraints with a force constant of 1,000 kcal/(mol Az) on these dihedral angles during the
energy minimization procedure. The constraints are necessary as otherwise the secondary structure
elements would be lost during the energy minimization before the tertiary fold has been determined.
This is especially true for amino acids in the E state, as g-strands are often only stable as part of
a [-sheet. In this phase of a BH simulation we also conserve the side chain rotamers for the H and

E amino acids. Instead, we concentrate on the amino acids predicted to be in a coil as the correct
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Figure 7: Schematic diagram of the combination of secondary structure prediction combined with
basin-hopping. Based on the primary structure of the protein, the secondary structure is predicted
using Porter. The starting structure for the BH run is modified by setting the (®,¥) angles to
(=57°,—47°) and (—135°,135°) for residues predicted to belong to an a-helix (H) and S-strand (E),
respectively. In the BH run, trial moves are only applied to residues that are not in the H or E state,
with the twisting probability being highest (pmax) in the center of a segment of successive amino
acids in the C state and decreasing linearly to zero at the ends of such a segment. During a BH
run the tertiary contacts between secondary structure sequences become established, as illustrated
at the bottom of this figure.

structure of the protein regions in the C state will lead to the tertiary contacts between the H and E
segments. Thus, dihedral angle moves are applied only to the residues in the C state with twisting
rotatable backbone and side chain dihedral angles. Here, the twisting probability is set highest in
the center of a segment of successive C assignments and decreases linearly until the ends of such a
segment is reached, becoming zero for the H or E residues connected to the C segment. For the N
and C terminal residues the coil state is very likely. For the N terminus, the twisting probability is
highest for the first residue and decreases linearly to zero until the first residue in the H or E state
is reached. For the C terminus, the twisting probability increases linearly from zero for the last
residues in the H or E state to its maximum for the very last residue in the sequence. The approach
used to include secondary structure information in the BH methodology is also depicted in Figure
7.

For the prediction of secondary structure we use Porter?® because Miceli et al.?? and also our tests

(see section 3.1) have found that Porter provides the most reliable secondary structure prediction.
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6.5 Simulation outline

The aim of this study is to evaluate the secondary-to-tertiary BH scheme for the prediction of
the tertiary structure of proteins. To this end we limit our protein test set to three rather small
but well tested miniproteins with either a- or S-only structures. We start each folding simulation
from 20 different initial structures per peptide. The BH simulations are divided into two rounds.
First, BH runs are performed with constraints on the amino acids in the H and E conformational
state according to the secondary structure prediction. From this round, the low-energy and low-
RMSD (RMSD with respect to the target) structures are identified. In the ideal case, where the
force field produces the lowest energy for the native structure, these two structure sets would be
identical. Unfortunately, very often these two sets are different from each other as the physical yet
empirical force fields are not perfect. For the three peptides under consideration the performance
of the CHARMMZ22/FACTS potential to identify the native structure as lowest energy structure
is discussed in this study. A second round of BH runs is then performed for the low-energy and
low-RMSD structures but this time without any constraints. Dihedral angle moves are applied to
all amino acids in the chain. For the side chains we employ group rotation moves as described in
[39]. Unlike in previous work,® 111371518 where the dihedral angles of randomly chosen residues
along the chain were perturbed, we now apply dihedral angle changes to three to five contiguous
residues. Furthermore, in the first BH round we test different step sizes in the intervals (—30°, +30°),
(—60°,4+60°) and (—90°,490°), while in the second BH round we test whether alternating backbone
(BB) and side chain (SC) moves, SC moves only at every fifth BH step, or BB moves only at every
fiftth BH step perform best. To benchmark each move set, we repeat each simulation ten times in the

first and three times in the second BH round, using different seeds for random number generation.
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From secondary to tertiary structure: The basin-hopping approach to global optimization is
employed for protein structure prediction. The efficiency of basin-hopping is improved by introducing
a methodology that derives tertiary structures from the secondary structure assignments of individual
residues. It is demonstrated that this secondary-to-tertiary basin-hopping approach successfully and
reliably predicts three-dimensional protein structures.
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