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#### Abstract

Understanding the growth of organic semiconducting molecules with shape anisotropy is of high relevance to the processing of optoelectronic devices. This work provides insight into the growth of thin films of the prototypical rodlike organic semiconductor diindenoperylene on a microscopic level by analyzing in detail the film morphology. We model our data, which were obtained by high-resolution grazing incidence small-angle x-ray scattering, using a theoretical description from small-angle scattering theory derived for simple liquids. Based on form-factor calculations for different object types, we determine how the island shapes change in the respective layers. Atomic force microscopy measurements approve our findings.
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## I. INTRODUCTION

The investigation of growth processes and related changes in the interface morphologies are extremely relevant in many scientific areas. One of the ideally suited experimental methods to study the kinetic effects involved, such as surface diffusion, island condensation, and island nucleation [1,2], all of which are inherently connected with the growth process itself, is xray scattering [3-5]. Particularly, diffuse scattering techniques [6-8] have widely been employed to decipher such processes. Apart from the surface correlations [9-11], in situ studies allow one to monitor the growth and the evolution of the surface morphology in real time [12-15].

In contrast to grazing incidence diffraction (GID), where the in-plane lattice planes of the crystallites are probed [16] on a molecular level, grazing incidence small-angle x-ray scattering (GISAXS) provides access to length scales ranging from several tens of nanometers to $\simeq 1 \mu \mathrm{~m}[17,18]$. Therefore, among the prevalent off-specular scattering techniques, GISAXS is the ideal tool to characterize the morphology of the sample, while simultaneously yielding a complete and noninvasive statistical averaging of the surface (within the limits of the transverse coherence length of the x-ray beam) [19-21]. However, a quantitative analysis of the GISAXS data from island sizes, island-island correlations, and island shapes can require a significant computational and numerical effort. Although such kind of analysis has successfully been employed for well-ordered inorganic two-dimensional (2D) structures [22], a generalization to organic materials, particularly to those with steps in the morphology and with shape anisotropy on the molecular level, is, to our knowledge, still lacking.

In this study, we intend to outline a general approach to the quantitative analysis of GISAXS data using the inverse Fourier transform of different island form factors. As a representative material for rodlike organic semiconductors, we use diindenoperylene (DIP, $\mathrm{C}_{32} \mathrm{H}_{16}$ ) [23-26], which is a crystalline small molecule with significant potential for optoelectronic devices [27,28], due to the large hole mobility [28], ambipolar charge-carrier transport in donor:acceptor blends [29], as well as interesting structural properties in the pure [30-36] and mixed phases [37,38].

We provide a combined GISAXS and atomic force microscopy (AFM) study on a set of ex situ samples with film thicknesses covering the first few monolayers, which represent the initial stages of the growth. Using a theoretical description from small-angle scattering, we model our data with the form factor in the Born approximation (BA), taking different island shapes into account. The Born approximation form factor can provide a good approximation when both the incident angle and the exit angle are higher than the critical angle. In this angular regime, the dominant term of the distorted-wave Born approximation (DWBA) corresponds well to the BA and multiple scattering and absorption effects can be neglected. [39,40] For computational efficiency in the island shape fits, we have solved the Hankel transform for the in-plane component of the momentum transfer using the $\operatorname{logFFT}$ algorithm. Subsequently, we compare the estimated island size with that obtained from AFM measurements. Our results are qualitatively corroborated by Ref. [13], in which the growth kinetics and the nucleation behavior of ultrathin films of DIP were investigated in real time, thus allowing for the determination of the mean island size and the molecular diffusion in the very first layers.

Based on our results, we finally suggest a model of how the average shape of the islands changes in the respective layers as the growth progresses. We emphasize that our experimental strategy as well as our approach for the data analysis should be equally applicable to other systems with evolution of islands during growth.

## II. EXPERIMENT

Using an ultrasonic bath, the $\mathrm{SiO}_{x}$ substrates were cleaned with acetone, isopropanol, and ultrapure water. DIP (see Fig. 1) was purchased (with gradient sublimation purity) from the Institute für PAH Forschung (Greifenberg, Germany). Samples were prepared in ultrahigh vacuum (UHV) conditions using the organic molecular beam deposition (OMBD) technique akin to the procedure described, e.g., in Refs. [5,41-44].

To be able to perform a consistent and thorough data analysis, several DIP samples were grown with film thicknesses


FIG. 1. (Color online) Left panel: Single DIP $\left(\mathrm{C}_{32} \mathrm{H}_{16}\right)$ molecule shown from a perspective view (top) and DIP molecules (at 298 K ) arranged in the unit cell with the view along the $c *$ axis (bottom). The atom positions were taken from Ref. [35]. Right panel: GISAXS scattering geometry. The specular reflection is shielded with a beam stop, while the diffuse intensity, which is caused by the surface roughness, is recorded in the reciprocal space map (RSM) as a function of the exit angle $\alpha_{f}$ and the in-plane angle $\phi$.
(or, equivalently, total film coverages) ranging from $\sim 0.5-$ 5.5 ML. Notably, to obtain a strong diffuse scattering intensity, we have chosen the respective layer coverages of the films in fractions corresponding to half a monolayer [13]. The growth rate for this sample series was set to $R_{\text {growth }} \approx 0.1 \mathrm{~nm} / \mathrm{min}$ and the substrate temperature was fixed to $\simeq 25^{\circ} \mathrm{C}$.

In order to investigate how the in-plane morphology of DIP changes as a function of deposited material, GISAXS measurements (see Fig. 1 for schematic) were performed at the P03 MiNaXS beam line [45-47] at the PETRA III storage ring, DESY, which is ideally suited to measure long-range in-plane correlation lengths. In the experiment, the detector-to-sample distance was 4.9 m and a Pilatus 300 K detector with a pixel size of $172 \times 172 \mu \mathrm{~m}^{2}$ was used. During the measurements, the incidence angle was set to $\alpha_{i}=0.39^{\circ}$ and a wavelength of $\lambda=1.0868 \AA$ was employed. In order to minimize the effect of beam damage on our samples, synchrotron measurements were performed in a controlled environment provided by a chamber purged with nitrogen and equipped with kapton windows. For each of the samples, 51 frames were recorded with an exposure time of one second per frame. No change could be observed within the series of frames corresponding to the same sample, hence we exclude a significant impact of beam damage. The respective frame series were, finally, binned to one image, leading to an improved signal in the GISAXS images.

Our AFM measurements were performed in noncontact mode on a JPK Nanowizard II instrument. The AFM data analysis was performed using the software GWYDDION [48].

## III. RESULTS AND DISCUSSION

## A. Discussion of the reciprocal space maps

Although, in principle, AFM gives similar information as GISAXS, there are situations where the AFM technique is not ideal. Apart from the fact that the AFM is primarily a local probe and the images obtained are not necessarily a true representative of the average topography, there is always the risk of tampering the top organic layers, particularly when measurements have to be performed in situ at a sufficiently short time scale [13]. Therefore, in order to test the applicability of our method in real time, the data analysis is first tested under conditions which can be compared to AFM. Accordingly, we employ GISAXS as the main technique in this study.

Figure 2 shows the GISAXS signal as reciprocal space maps (RSMs) for the binned images covering a film thickness between $0.5-5.5 \mathrm{ML}$. The position $q_{z, c}$ of the Yoneda wing [9] was extracted and translated into the critical angle $\alpha_{c}$ according to

$$
\begin{equation*}
\alpha_{c}=\sin ^{-1}\left(\frac{q_{z, c} \lambda}{2 \pi}-\sin \alpha_{i}\right) \tag{1}
\end{equation*}
$$

leading to $\alpha_{c}\left(\mathrm{SiO}_{x}\right) \approx 0.163^{\circ}$ and $\alpha_{c}(\mathrm{DIP}) \approx 0.15^{\circ}$ (see also Refs. [49] and [50]). Note that by including dispersion $\delta$ and absorption $\beta$ of the x rays, the penetration depth [40] $z$ is given by

$$
\begin{equation*}
z_{1 / e}=-\lambda /\left[4 \pi B\left(\alpha_{i}\right)\right] \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
B\left(\alpha_{i}\right)=-\frac{1}{\sqrt{2}} \sqrt{\sqrt{\left(\alpha_{i}^{2}-2 \delta\right)^{2}+4 \beta^{2}}-\left(\alpha_{i}^{2}-2 \delta\right)} \tag{3}
\end{equation*}
$$

Therefore, under the specular condition of reflection, i.e., where $\alpha_{i}=\alpha_{f}=0.39^{\circ}$ and, correspondingly, $q_{z}=$ $0.79 \mathrm{~nm}^{-1}$, the penetration depth of the incoming wave is of the order of $\sim 1.25 \times 10^{4} \AA$, resulting in a full penetration of the thin organic layer.

A further prominent scattering feature in GISAXS experiments is the presence of side streaks along the $q_{z}$ direction in the RSM. These (in the following called) "correlation streaks" point to a certain in-plane correlation length, which is caused by lateral roughness modulations in the morphology of the sample. In all of the images of Fig. 2, we find two such streaks at different $q_{\|}$positions symmetrically located around $q_{\|}=0$. It is observed that the $q_{\|}$positions of the streaks strongly depend on the film thickness. In particular, we find that for larger thicknesses, the separation between the two streaks decreases. Since we are mainly interested in the in-plane component of the momentum transfer, line profiles were extracted from the images in Fig. 2. By choosing a suitable region of interest (ROI) as indicated by the red box in Fig. 2(a), in which the intensity was integrated along the $q_{z}$ direction (in the range $q_{z}=0.88-0.94 \mathrm{~nm}^{-1}$ ), we get the horizontal GISAXS sections only as a function of $q_{\|}$, as shown in Fig. 2(f) for the different film thicknesses.

For small thicknesses, the samples exhibit a very pronounced central peak at $q_{\|}=0$. Due to the increasing film roughness, which usually occurs during the deposition of more DIP material [33], this peak gradually decreases and is finally


FIG. 2. (Color online) (a)-(e) GISAXS signal of ultrathin films of pure DIP grown on native $\mathrm{SiO}_{x}$ substrates. The film thickness covers a range of $0.5-5.5 \mathrm{ML}$. The dark-blue horizontal stripe corresponds to the nonsensitive intermodule detector gaps, while the dark circle corresponds to the specular beam stop. Green dashed lines in (a) indicate the positions of the correlation streaks. The red box in (a) shows at which $q$ position the region of interest (ROI) was chosen in order to extract the GISAXS line profiles. To improve the statistics of the line profiles, the ROI was integrated along the $q_{z}$ direction. The resulting horizontal GISAXS sections are shown for the respective coverages in (f). One observes that the maximum position of the correlation peaks shifts towards smaller $q_{\|}$for increased film thickness, indicating the increase in the in-plane correlation length as a function of film thickness. Note that the curves have been shifted for clarity in (f).
masked by the approaching correlation peaks. Importantly, and relevant for the analysis in the following sections, we find that the correlation peak position in the line profiles (or correlation streaks in the RSM) do not show any dependence on $q_{z}$. This is observed for all thicknesses and is illustrated in Fig. 3 for the respective samples. As a consequence, the horizontal line profiles can be extracted at arbitrary $q_{z}$ positions within the

GISAXS images, while still containing enough information (particularly, at $q_{z}$ positions well above the Yoneda wings, where multiple scattering and absorption effects are essentially negligible). As a consequence, the Born approximation [40] still holds and an appropriate theoretical model can be used in the data analysis. Albeit, there are prebuilt tools for GISAXS data analysis, such as the software package FitGISAXS [51],


FIG. 3. (Color online) Horizontal sections of the GISAXS signal taken from Fig. 2. Sections are extracted in the ranges $q_{z, 1}=0.4-$ $0.51 \mathrm{~nm}^{-1}, q_{z, 2}=0.6-0.65 \mathrm{~nm}^{-1}$, and $q_{z, 3}=0.88-0.94 \mathrm{~nm}^{-1}$, and are shown for thicknesses between $0.5-5.5 \mathrm{ML}$. Dashed lines indicate that the position of the correlation peak does not change with respect to $q_{z}$.
which is based on the distorted-wave Born approximation, in which we find that some of the more realistic island shapes, e.g., a cone, are currently not supported. Therefore, we
restrict ourselves to model the line profiles with the description provided in the next section.

## B. Modeling the GISAXS profiles

In the following, we introduce a simple model similar to Refs. [52-54] to describe the scattering intensity $I$. In this approach, the scattering occurs from $N$ identical "objects," i.e., islands, with a three-dimensional shape, which are distributed on a two-dimensional plane (parallel to the substrate) such that their distribution only depends on the in-plane coordinates. The average two-dimensional density of the islands is denoted by $\rho$. In general, we decompose the three-dimensional scattering vector $\mathbf{q}$ and the three-dimensional position vector $\mathbf{r}$ into inplane ( $\|$ ) and $z$ components:

$$
\begin{equation*}
\mathbf{q}=\binom{\mathbf{q}_{\|}}{q_{z}}, \quad \mathbf{r}=\binom{\mathbf{r}_{\|}}{z} . \tag{4}
\end{equation*}
$$

Hence the scattering intensity can, in general, be expressed as a product of an island form factor and a factor describing the in-plane distribution of the islands $[22,55,56]$,

$$
\begin{equation*}
I\left(\mathbf{q}_{\|}, q_{z}\right) \propto\left|F\left(\mathbf{q}_{\|}, q_{z}\right)\right|^{2}\left\langle\sum_{j=1}^{N} \sum_{k=1}^{N} e^{i \mathbf{q}_{\|} \cdot\left(\mathbf{r}_{j, \|}-\mathbf{r}_{k, \| \mid}\right)}\right\rangle \tag{5}
\end{equation*}
$$

where $\mathbf{r}_{j, \|}$ is the in-plane position vector of island $j$ and the form factor $F$ is defined as the Fourier transform of the three-dimensional island shape function $\Omega_{s}\left(\mathbf{r}_{\|}, z\right)$. Introducing the in-plane pair-correlation function for the islands, $g\left(\mathbf{r}_{\| \mid}\right)$, and the total correlation function $h\left(\mathbf{r}_{\|}\right)=g\left(\mathbf{r}_{\| \mid}\right)-1$, one can define a two-dimensional structure factor by $S\left(\mathbf{q}_{\|}\right)=$ $1+\rho \tilde{h}\left(\mathbf{q}_{\|}\right)$where $\left.\tilde{h}\left(\mathbf{q}_{\|}\right)\right)=\mathrm{FT}_{2 \mathrm{D}} h\left(\mathbf{r}_{\| \mid}\right)$is the two-dimensional Fourier transform of $h$. With these definitions, the scattering intensity becomes

$$
\begin{equation*}
I\left(\mathbf{q}_{\|}, q_{z}\right) \propto N\left|F\left(\mathbf{q}_{\|}, q_{z}\right)\right|^{2}\left[S\left(\mathbf{q}_{\|}\right)+(2 \pi)^{2} \rho \delta^{(2)}\left(\mathbf{q}_{\|}\right)\right] . \tag{6}
\end{equation*}
$$

Thus $I$ contains a $\delta$ peak corresponding to the in-plane forward direction. In the following, this peak will be neglected since it is not resolved by the measured diffuse scattering intensity $I \equiv I_{\text {diff }}$ [56-58].

In order to obtain information about the island shape, the scattering intensity will be analyzed at a particular $q_{z}$, but in real space on the plane. Hence one needs a two-dimensional inverse Fourier transform $\left(\mathrm{FT}_{2 \mathrm{D}}^{-1}\right)$ of Eq. (6). We introduce

$$
\begin{equation*}
\Phi\left(\mathbf{r}_{\|}, q_{z}\right)=\mathrm{FT}_{2 \mathrm{D}}^{-1}\left|F\left(\mathbf{q}_{\|}, q_{z}\right)\right|^{2} \tag{7}
\end{equation*}
$$

which is related to the (real-space) island shape function $\Omega_{s}$ by

$$
\begin{equation*}
\Phi=\left(\mathrm{FT}_{z} \Omega_{s}\right) \otimes\left(\mathrm{FT}_{z} \Omega_{s}\right)^{\star} \tag{8}
\end{equation*}
$$

Here, $\mathrm{FT}_{z}$ is the Fourier transform in the $z$ direction, $\otimes$ denotes the two-dimensional, in-plane convolution, and * denotes complex conjugation. Hence Eq. (6) becomes

$$
\begin{align*}
\hat{I}\left(\mathbf{r}_{\|}, q_{z}\right) & =\mathrm{FT}_{2 \mathrm{D}}^{-1} I\left(\mathbf{q}_{\|}, q_{z}\right) \\
& \propto N\left[\Phi\left(\mathbf{r}_{\|}, q_{z}\right)+\rho \Phi\left(\mathbf{r}_{\|}, q_{z}\right) \otimes h\left(\mathbf{r}_{\| \mid}\right)\right] \tag{9}
\end{align*}
$$

For our subsequent analysis, we assume an island shape which is isotropic in the plane, hence $\hat{I}, \Phi, h$ depend only on $r_{| |}=\left|\mathbf{r}_{\| \mid}\right|$. Determination of the island shape (using the shape function


FIG. 4. (Color online) Geometries of the island shape used to fit $\Phi$ in Eq. (10). Shown from left to right are a cylinder, a truncated sphere, and a cone. The most relevant fit parameters are the radii $R_{0}$ and the tilt angle $\alpha$ of the cone.
$\Omega_{s}$ and, derived from it, the function $\Phi$ ) is easily possible if the total correlation function in the plane $h$ is sufficiently small and the variations of $h$ occur on larger length scale than those of $\Phi$. Then one can restrict oneself to regions of small $r_{| |}$, where $\hat{I}$ is dominated by the island form-factor contribution and assume

$$
\begin{equation*}
\hat{I}\left(r_{\|}, q_{z}\right) \propto N \Phi\left(r_{\|}, q_{z}\right)\left(\text { small } r_{\|}\right) \tag{10}
\end{equation*}
$$

This equation will be used in the following to determine the average island shape. The different island shapes used to model our data are shown in Fig. 4.

## C. Discussion of the GISAXS profiles

A comprehensive summary of the inverse in-plane Fourier transform $\hat{I}\left(r_{\|}, q_{z}=0.91 \mathrm{~nm}^{-1}\right)$ of the GISAXS line profiles is provided for all samples in Fig. 5. For all coverages $0.5, \ldots, 5.5 \mathrm{ML}, \hat{I}$ shows a strong variation for small $r_{\|}$ ( $r_{| |} \lesssim 100 \mathrm{~nm}$ ) which are attributable to the island shape. However, for the lowest coverages of 0.5 and $1.5 \mathrm{ML}, \hat{I}$ is not small for larger lengths and shows a decay on the scale of several hundred nm . It is actually difficult to explain this behavior of $\hat{I}$ using Eq. (9), which is based on a model of monodisperse islands having a size of about 100 nm . Indeed, the AFM images for these low coverages [see Figs. 6(a) and 6(b)] reveal that islands are quite dense and are coalesced to greater, anisotropic objects with different sizes. This case should be more appropriately analyzed with a model taking into account the polydispersity of such fused islands, and we expect that fitting an island shape through Eq. (10) is a first guess. For higher coverages ( 2.5 to 5.5 ML ), the separation of form-factor and pair-correlation contribution is much clearer in the results for $\hat{I}$. From the behavior at $r_{\|}>200 \mathrm{~nm}$, one can infer that the total correlation function $h$ (describing the normalized density correlations of the islands) shows small oscillations with a relative strength of about $10 \%$ of the maximum value of $\hat{I}$, with a first minimum at about 250 nm . Pair-correlation functions of differently interacting objects and their oscillatory structure in $r_{\|}$have been intensively studied (see Ref. [55]) and we find that the observed behavior is, in fact, consistent with that of hard objects of about 100 nm size at small to moderate densities. The positions of the first maxima of $\hat{I}$ in Figs. 5(a)-5(e) account for an in-plane correlation length within the sample surface and can be related to the average (nearest-neighbor) island-to-island distance.

The dependence of the interisland distance (or interisland spacing) on the film coverage, as derived from the positions of the first maxima, is demonstrated in Fig. 5(f). We observe
that the interisland spacing for small coverages ( 0.5 and 1.5 ML) is substantially smaller than the interisland spacing for higher coverages. In view of the discussion above, the small distance for $0.5 \mathrm{ML}(\approx 80 \mathrm{~nm})$ is just the distance of coalesced islands, while for $1.5 \mathrm{ML}(\approx 250 \mathrm{~nm})$ it is related to both coalescence and distance between islands since the islands are quite dense. In the case of 3D growth (for small film thicknesses), the interisland distance does not depend on the amount of deposited material, since mounds only grow higher but do not change their lateral positions. Therefore, the saturation value of $\simeq 600 \mathrm{~nm}$, which is achieved for thicknesses $\Theta \geqslant 2.5 \mathrm{ML}$, points to the formation of 3D islands. These observations are consistent with the in situ evolution of the interisland distance reported in Ref. [13].

## D. Fitting the GISAXS profiles

Based on the theory discussed in the previous section, the mean island shape and size can be determined from the functional dependence of $\hat{I}\left(r_{\|}, q_{z}\right)=\mathrm{FT}_{2 \mathrm{D}}^{-1} I\left(q_{\|}, q_{z}\right)$ close to $r_{\|}=0$. Since $\Delta r_{\|}$, i.e., the minimum resolvable distance between two points in real space, is given by $\pi / q_{\|, \text {max }}$, a sufficient experimental resolution and maximum momentum transfer are required to satisfy the Nyquist-Shannon sampling theorem [59] and to obtain information close to $r_{\|} \simeq 0$.

In our model, $\hat{I}$ close to $r_{\|}=0$ is only determined by the island shape function [see Eqs. (8) and (10)]. When using hard shapes with rotational symmetry as depicted in Fig. 4, the necessary in-plane convolutions in $\hat{I}$ could also be computed analytically (overlapping circles), and an additional $z$ integration has to be done numerically. Here, we have chosen to fully numerically compute $\hat{I}$ by using fast Fourier transformation techniques in Eq. (7). Owing to the cylindrical symmetry of the islands, the 2D Fourier transform for the \| component can actually be related to a Hankel transform, when using polar coordinates. The Hankel transform is most efficiently calculated by the $\operatorname{logFFT}$ algorithm [60,61], i.e., by solving the fast Fourier transform (FFT) on a logarithmic grid. Note that from a numerical perspective, the Hankel transform is ideally suited to analyze the full range of $\hat{I}$, i.e., taking the correlations of the islands $h(r)$ into account, or to analyze "fuzzy" shape functions which would arise when one orientationally averages over fused islands. This is, however, beyond this study but potentially interesting for future work. Accordingly, utilizing the scientific computational software package MATLAB [62], $\Phi$ has been calculated using the form factor of either a cylinder $F_{\mathrm{cyl}}$, a cone $F_{\mathrm{co}}$, or a truncated sphere $F_{\mathrm{sph}}$, given by

$$
\begin{align*}
F_{\mathrm{cyl}} & =2 \pi R_{0}^{2} H_{0} \frac{J_{1}\left(q_{\|} R_{0}\right)}{q_{\|} R_{0}} \operatorname{sinc}\left(q_{z} H_{0} / 2\right) e^{i q_{z} H_{0} / 2}  \tag{11}\\
F_{\mathrm{co}} & =\int_{0}^{H_{0}} 2 \pi R_{z}^{2} \frac{J_{1}\left(q_{\|} R_{z}\right)}{q_{\| \|} R_{z}} e^{i q_{z} z} d z  \tag{12}\\
R_{z} & =R_{0}-z / \tan \alpha^{\prime}, H_{0} / R_{0}<\tan \alpha^{\prime} \\
F_{\mathrm{sph}} & =e^{i q_{z}\left(H_{0}-R_{0}\right)} \int_{R_{0}-H_{0}}^{H} 2 \pi R_{z}^{2} \frac{J_{1}\left(q_{\| \|} R_{z}\right)}{q_{\| \mid} R_{z}} e^{i q_{z} z} d z  \tag{13}\\
R_{z} & =\sqrt{R_{0}^{2}-z^{2}}, \quad 0<H_{0} / R_{0}<2
\end{align*}
$$



FIG. 5. (Color online) (a)-(e) Normalized Fourier transform (blue solid line) of the line profiles shown in Fig. 2 for coverages $\Theta$ of 0.5 to 5.5 ML (taken at $q_{z}=0.91 \mathrm{~nm}^{-1}$ ). Inset: A magnification for small radii (indicated by the shaded area) along with the fit of $\Phi$ for the different island shapes. (f) In-plane correlation length observed in the morphology of the samples, as a function of film thicknesses. The correlation lengths are obtained from (a)-(e) and can be related to the average interisland distance. The dashed line represents the saturation value.
where the first-order Bessel function $J_{1}(x)$, the cardinal sinus $\operatorname{sinc}(x)=\sin (x) / x$, and $\alpha^{\prime}=90^{\circ}-\alpha$ have been introduced. A summary of the prevailing theoretical descriptions and a collection of form factors for different island shapes can, for instance, be found in Ref. [40]. To fit the data, the autocorrelation functions for the respective island types were implemented in the MATLAB software package mfit [63]. The optimization of the parameters was then performed using the Simplex NelderMead algorithm [64], which is ideally suited to minimize higher-dimensional problems. The resulting deviation from the data set yields the $\chi^{2}$ parameter for the goodness of the fit. Based on the AFM images shown in Fig. 6, we have determined the height $H_{0}$ of the islands for each thickness and subsequently used this as an initial guess for the fitting. As expected,
it turned out that $\Phi$ is not very sensitive to the island height within our investigated thickness regime of 0.5-5.5 ML. Thus, depending on the island type, the base radius $R_{0}$ and, in the case of the cone, also the tilt angle $\alpha$ are the relevant parameters to describe $\Phi$. A description of the parameters and the island shapes used for the fitting is shown in Fig. 4 and a complete summary of the $\chi^{2}$ parameter for all the fits is given in Table I.

## 1. Analysis of the morphology and comparison with AFM

In order to compare the different island shapes, AFM measurements for all ex situ samples are shown in Fig. 6. A close inspection of the images taken for $\Theta=0.5 \mathrm{ML}$ and $\Theta=2.5 \mathrm{ML}$ reveals that islands already coalesce, which


FIG. 6. (Color online) (a)-(e) AFM images for $\Theta=0.5-5.5 \mathrm{ML}$. Inset: The respective island-size distribution along with a Gaussian fit. The images for 0.5 and 2.5 ML show a signature of the coalescing of islands, which suggest that the top layer filling is slightly larger than $50 \%$. (f) Comparison of the thickness-dependent radius obtained by AFM (black squares with error bars accounting for the polydispersity) and the GISAXS fits using different island shapes. Among the models used, the cone model provides the best description for most of the thicknesses.
suggests that here the top layer coverages are slightly larger than $50 \%$. The insets of Fig. 6 show the island-size distribution for the top structures along with a Gaussian fit to obtain the mean island size. From the full width at half maximum (FWHM) of the Gaussian fits, one finds the polydispersity of islands, which is largest for $\Theta=1.5$ ML. Remarkably, we observe that the radii obtained by the GISAXS fits [see Fig. 6(f)] match very well with the AFM radii of the structures
on top of the islands. This becomes most evident for $\Theta=$ 2.5 ML [see Fig. 6(c)], where the bottom terraces are of the order of $\sim 500 \mathrm{~nm}$, whereas the top structures are of the order of $\sim 100 \mathrm{~nm}$. We suppose that the contrast in the electron density is much higher in the very top layers as compared to the bottom layers. These are practically filled (especially at $\Theta=2.5 \mathrm{ML}$ ) and act like the "substrate" for the mounds. Thus, the main contribution to the scattering signal comes from the top layers

TABLE I. Reduced $\chi^{2}$ parameters obtained by fitting the data in Fig. 5 with different island shapes. Note that we assumed constant weighting factors for all data points in $\Phi\left(r_{\|}, q_{z}\right)$.

|  | Cylinder <br> model <br> $\left(\chi^{2}\right)$ | Tr. sphere <br> model <br> $\left(\chi^{2}\right)$ | Cone <br> model |
| :--- | :---: | :---: | ---: |
| $\left(\chi^{2}\right)$ |  |  |  |
| ML) | 287.9 | 2393.8 | 384.0 |
| 0.5 | 120.5 | 159.3 | 83.6 |
| 1.5 | 368.3 | 143.8 | 62.2 |
| 2.5 | 902.2 | 116.5 | 45.4 |
| 3.5 | 781.3 | 148.5 | 25.9 |
| 5.5 |  |  |  |

allowing the GISAXS technique to primarily sense the top structures.

The insets of Fig. 5 provide a summary of the results obtained by fitting the fall-off of $\hat{I}\left(r_{\|}, q_{z}\right)$ normalized to $\hat{I}\left(r_{\|}=0, q_{z}\right)$ with the function $\Phi\left(\mathbf{r}_{\|}, q_{z}\right)$. From the fits in Fig. 5 (summarized in Table I), we observe that the modeling with the cone model provides an excellent agreement at higher film coverages. In contrast, we find that the goodness of the fit, i.e., $\chi^{2}$, becomes worse towards small coverages. For the fits with the cylinder model, it is the other way around, i.e., we obtain better agreement at low film coverages.

The preceding discussion allows one to compare the mean island radii obtained by AFM with those obtained by GISAXS, as shown in Fig. 6(f). It may be noted, however, that the AFM technique can have limitations due to tip convolution effects and the inability to probe buried structures. In such cases, the GISAXS technique and the analysis provided offers a more conclusive picture. For the cylinder and the cone model, we observe very good agreement for all coverages except for $\Theta=$ 2.5 ML. However, as mentioned above, this sample particularly features a strong signature of island coalescence and thus a precise statistical determination of the island size is difficult with both methods. We note that the truncated sphere model overestimates the island radius significantly for coverages $\Theta>$ 0.5 ML . For the sample, which shows the worst fit, i.e., $\Theta=$ 2.5 ML, the cone model deviates by $\sim 22 \%$ from the AFM data, while the truncated sphere model already differs by $\sim 35 \%$. Therefore, we conclude that the truncated sphere model is physically less relevant. Henceforth, the following discussion will only focus on the cylinder and cone shapes. From our observations, these models provide a better parametrization of the film surface.

## 2. Thickness dependence of the island shape

To further exploit how the morphology varies, we show the tilt angle $\alpha$ (obtained from fitting our data with the cone model) versus the film coverage in Fig. 7. As intuitively expected, we find that for low thicknesses ( $\Theta \leqslant 1.5 \mathrm{ML}$ ), the tilt angle $\alpha$ is very close to $0^{\circ}$, corresponding to a cylinder (i.e., a cone with a tilt angle of $0^{\circ}$ ). Evidently, the tilt angle increases only slightly for higher coverages. However, we observe that such a slight increase already has a large impact on the shape of the islands: obviously, a significant deviation from the cylinder shape is necessary to suit the moundlike surface morphology of the growing islands (see also Table I).


FIG. 7. The tilt angle of the cones is shown as a function of the film thickness. Smaller film thicknesses favor a cylinderlike island shape, whereas larger ones deviate from that shape. Note that the dashed line should only serve as a guide to the eye.

This also complies with the results of Ref. [13], where we observe a layer-by-layer growth until a film coverage of 2 ML and, subsequently, a transition to a 3D growth. Therefore, we suppose a growth scenario of the following type: at low coverages (i.e., $\Theta \leqslant 2 \mathrm{ML}$ ), a relatively large interlayer mass transport results in 2D (cylinderlike) islands, which increase in size as the growth progresses and finally merge into nongeometric anisotropic shapes, thus accounting for a layer-by-layer growth. At high coverages (i.e., $\Theta>2 \mathrm{ML}$ ), the interlayer transport is significantly smaller, which leads to the formation of mounds; therefore, we observe a measurable deviation from the cylinder shape. An extreme case would be met if the interlayer mass transport is completely suppressed, resulting then in Poisson growth. Both this intermediate case of "wedding-cake" structures and the extreme Poisson growth have previously been observed [1].

Further improvement of the fits may be obtained, e.g., by modeling $\Phi$ with two partly merged cylinders in the very low coverage regime. Here, islands show a signature of coalescence and a precise evaluation is more difficult. However, implementing such a complex function is rather challenging and is beyond the scope of the present study.

## IV. CONCLUSION

This work presents GISAXS measurements of ultrathin films (i.e., below 6 ML ) of the organic semiconductor DIP grown on native $\mathrm{SiO}_{x}$ substrates. Using the shape function of a cone, a cylinder, and a truncated sphere, we model the DIP islands and determine the mean radius. This allows for a comparison with the island-size distribution obtained by AFM measurements. Remarkably, we observe a significant difference between the employed models. We find that for low film coverages, a cylinder provides a suitable shape function to model the islands. Towards higher thicknesses, a continuous deviation from the cylinder shape is observed, which is characterized by the formation of wedding-cake structures in the film morphology.

This work, in principle, provides a comprehensive picture of the complicated nature of thin-film growth and, in general, its dynamics, which are not yet fully deciphered. Importantly, we believe that the presented approach is not only useful to analyze the surface morphology of organic thin-film growth in real time, but, additionally, may successfully be adopted to other materials potentially featuring a very different shape.
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