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MAGIC is a system of two Imaging Atmospheric Cherenkov Tetgres located in the Canary island of La Palma, Spain. During
summer 2011 and 2012 it underwent a series of upgradesyingdhe exchange of the MAGIC-I camera and its trigger syste
as well as the upgrade of the readout system of both telesciyeuse observations of the Crab Nebula taken at low andumedi
zenith angles to assess the key performance parameters MAGIC stereo system. For low zenith observations the #iigg
threshold of the MAGIC telescopes+s50 GeV. The integral sensitivity for sources with Crab Neblike spectrum above 220 GeV
ﬁé&ﬁpﬁ%q%ﬁ’/%q&g@tugQH}I@ZQJX in 50 h of observations. The angulsolgion at those energies{s0.07°, \ggiijlgr#ggr%ae!g%
resolution is 16%. We also re-evaluate tliieet of the systematic uncertainty on the data taken with tA&NC telescopes after
the upgrade. We estimate that the systematic uncertagaieke divided in following components:15% in energy scale, 11-18%

in flux normalization and-0.15 for the energy spectrum power-law slope.
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1. Introduction zenithP] | offset£[°] | time[h]

0-30 | 0.40 11.1
MAGIC (Major Atmospheric Gamma Imaging Cherenkov 30-45 | 0.40 4.0
telescopes) consists of two 17 m diameter Imaging Atmo- 8'28 g'gg (2)'3

spheric Cherenkov Telescopes (IACT). The telescopes are lo - - -
. 0-30 | 0.70 1.9

cated at a height of 2200 m a.s.l. on the Roque de los Mucha-

. 0-30 | 1.00 4.2
chos Observatory on the Canary Island of La Palma, Spain 030 1 1.20 16
(28N, 18W). They are used for observations of particle show- 030 1'80 4'1

ers produced in the atmosphere by very high energy (VHE,
2 30GeV)y-rays. Both telescopes are normally operated toTable 1: Zenith angle range, wobbléset angles, and éfective observation
gether in the so-called stereoscopic mode, in which onlytsve time of the Crab Nebula samples used in this study.
seen simultaneously in both telescopes are triggered amd an
lyzed [Aleksi¢ et all, 2012a).

Between summer 2011 and 2012 the telescopes wentthroug
a major upgrade, carried out in two stages. In summer 2011
the readout systems of both telescopes were upgraded. The
multiplexed FADCs used before in MAGIC-@E@ al., 2. Datasample
@) as well as the Domino Ring Sampler version 2 used in
MAGIC-II (DRS2,|Tescaro et al., 2009) have been replaced by In order to evaluate the performance of the MAGIC tele-
Domino Ring Sampler version 4 chips (DRS4, Ritt €t 010scopes, we use several samples of Crab Nebula data taken in
Sitarek et al., 2013). Besides lower noise, the switch to HRS different conditions between October 2013 and January 2014.
based readout allowed to eliminate th@ 0% dead time present Notice that as MAGIC is located in the Northern Hemisphere,
in the previous system due to the DRS2 chip. In summer 201the Crab Nebula is observable only during the winter season.
the second stage of the upgrade followed with an exchang-éhe data were taken in the standard L1-L3 trigger condition
of the camera of the MAGIC-| telescope by a uniformly pix- (see Aleksi¢ etall, 2014a). The data selection was based on
elized onel(Mazin et al., 2013). The new MAGIC-I camera isthe rate of background events surviving the stereo reasestr
equipped with 1039 photomultipliers (PMTs), as the one ef th tion. All data have been taken in the so-called wobble mode
MAGIC-II telescope. Each of the camera pixels covers a fieloFomin et al.} 1994), i.e. with the source positiofiset by a
of view of 0.1°, resulting in the total field of view of 3.5°. The  fixed angle¢, from the camera center in a given direction. This
upgrade of the camera allowed to increase the area of thyetrig method allows to estimate the background from other pasitio
region in MAGIC-I by a factor of 1.7 to the value of8t?. In in the sky at the samefiseté. Most of the results are obtained
the first part of this article (Aleksic et al., 2014a) we désed  using the data taken at low zenith angles3(0°) and with the
in detail the hardware improvements and the commissioriing cstandard wobbleféset of 04°. To evaluate the performance at
the system. In this second part we focus on the performance dfgher zenith angles we use a medium zenith sample §30).
the upgraded system based on Crab Nebula observations.  In addition, several low zenith samples taken #edent dfsets

The Crab Nebulais a nearby @ kpc away) pulsar wind neb- are used to study the sensitivity foff@xis observations. All
ula, and the first source detected in Vhiays [Weekes et al., the data samples are summarized in Table 1.
[1989). A few years ago, the satellife-ray telescopes, AG- In addition, to analyze the data and to evaluate some of the
ILE & Fermi-LAT observed flares from the Crab Nebula at Performance parameters, such as the energy threshold or the
GeV energied (Tavani etldl., 2011; Abdo €tlal., 2011). Howeveenergy resolution we used Monte Carlo (MC) simulations.
so far no confirmed variability in the VHE range was found.
Therefore, since the Crab Nebula is still considered thghiri
est steady VHE/-ray source, it is commonly referred to as the

“standard candle” of the VHE-ray astronomy, and itis fre-  The data have been analyzed using the standard MAGIC
quently used to evaluate performance of VHE instruments. Iqgols: MARS (MAGIC Analysis and Reconstruction Software,

this paper we use Crab Nebula data to quantify the improvemey anin et al. 3). Here we briefly describe all the stages of
in performance of the MAGIC telescopes after the aforementhe standard analysis chain of the MAGIC data.

tioned upgrade. In Secti@h 2 we describe thgedént samples

of _Crab Nebulg data used in the analysis. In Sedflon 3 We €43 1 calibration

plain the techniques and methods used for the processihg of t _
MAGIC stereo data. In Sectidd 4 we evaluate the performance Each event recorded by the MAGIC telescopes consists of
parameters of the MAGIC telescopes after the upgrade. In Sed'e waveform observed in each of the pixels. The waveforms

tion[§ we discuss the influence of the upgrade on the systematpPan 30 ns and are sampled at a frequency of 2Gsafaplee
telescopes are triggered with a typical rate of 25800 Hz. In

the first stage of the analysis the pixel signals are reductadx
*Corresponding authors: J. Sitarek (jsitarek@ifae.es)C&mona (emil- numbers: charge and af”_Nal t'_me- The 5'9r_]al is extractedd wi
iano.carmona@ciemat.es), P. Colin (colin@mppmu.mpg.de) a simple and robust “sliding window” algorlthrm,al

ncertainties of the measurements and quantify them. Thk fin
marks and summary are gathered in Se¢fion 6.

3. Dataanalysis




), by finding the maximal integral of 6 consecutive timeboth telescopes are paired, and a basic stereo reconsiristi
slices (corresponding to 3 ns) within the total readout wimd performed. The tentative reconstructed direction of thenev
The conversion from integrated readout counts to photeeleds computed from the crossing point from the main axes of
trons (phe) is done using the F-Factor (excess noise factothe Hillas eIIipS%@@S). This first stereo redoms
method (see e.g. Mirzoyan & Lorenz, 1997). On average, ondon provides additional event-wise parameters suchrgsact

phe generates a signal of the orderdf00 integrated readout (defined as the distance of the shower axis to the telescope
counts. For typical observation conditions the electrawiise  position, Impact and Impact are computed with respect to
and the light of the night sky with such an extractor resuliin the MAGIC-1 and MAGIC-II telescopes respectively) and the
noise RMS level of~ 1 phe and a bias (for very small signals) height of the shower maximum.

of ~ 2 phe. The DRS4 readout requires some special calibration

procedures, such as the correction of the time inhomogeuwfeit 3.4. y/hadron separation

the domino ring (sele Sitarek et al., 2013, for details) wiich
applied at this stage. A small fraction of channels (typycal
< 1%) might be malfunctioning, or beffacted by bright stars
in their field of view. The charge and time information of thes
pixels are interpolated from their neighbouring ones ifeast
3 neighbouring pixels are valid.

Most of the events registered by the MAGIC telescopes are
cosmic-rays showers, which are mainly of hadronic origin.
Even for a bright source such as the Crab Nebula, the fraction
of y-ray events in the raw data is only of the order of 10
The rejection of the hadronic background is done on the basis
of image shape information and reconstructed directione Th
. o vy/hadron separation is performed with the help of the so-dalle
3.2. Image cleaning and parametrization Random Forest (RF) algorithm_(Albert ef al., 2008). It akow

After the upgrade, the camera of each MAGIC telescopg¢o combine, in a straight-forward way, the image shape param
has 1039 pixels, however the Cherenkov light of a typical aireters, the timing of the shower, and the stereo parametera in
shower event illuminates only of the order of 10 pixels. Mostsingle classification parametétadronness
of the pixel signals are solely induced by the night sky back- The survival probability fory rays and background events
ground (NSB) and the electronic noise. In order to removefter a cut inHadronnesss shown in Fig[L for three fierent
pixels containing only noise to obtain the image of the showeenergy bins.

we perform the so-called sum image cleaningl(cf. Rissi, 2009 A background rejection better than 90% can be achieved,
Aleksic et al.| 2011). In the first step, we determine the sowith only a small loss ofy events. They/hadron separation

called core pixels. For this, we search for compact grougs of performs better at higher energies due to the larger andrbett
3 or 4 neighbouring pixels (2NN, 3NN, 4NN), with a summed defined images. Strong cuts (belowt 8 0.2) in Hadronness
charge above a given threshold. In order to protect against @esult in a slight mismatch of theray dficiency obtained from
large signal in a single pixel (e.g. due to an afterpulse)idom the MC simulations with respect to the one from the datafitsel
nating a 3NN or 4NN group the signals are clipped before sumFor example, for a requested M@ieiency of 90% there is a
mation. The signals in those pixels should arrive withinvegi  small mismatch of< 12% between the data and MC simula-
time window. These time windows were optimized using timetions dficiency at TeV energies. For lower energies tffect
resolution of the signal extraction (see Sitarek et al.20For  is smaller,< 6%. For spectral analysis, cuts with a lasgeay
pulses just above the charge thresholds, the coincidenbapr efficiency are used (see Sectionl4.5). Note that in addition to
bility of signals from showers falling within the time windds ~ this Hadronnessut, also the direction reconstruction method
~ 80— 90%. The charge thresholds on the sum of 2NN, 3NN(described in subsectidn_8.5) provides additional baakgdo
and 4NN groups are £ 10.8 phe, 3x 7.8 phe, 4x 6 phe and suppression.
the corresponding time windows: 0.5, 0.7 antlis. The val-
ues of the charge thresholds were optimized to assure that tt3 5. Arrival direction reconstruction
probability of an event composed of only NSB and electronic . . N .
X : L . . The classical method for arrival direction reconstructisas
noise to survive the cleaning i§ 6%. This translates directly . . : . : .
. . ) . . the crossing point of the main axes of the Hillas ellipses in
to the maximum fraction of image#facted by spurious islands T - -
. ) > _the individual cameras (Aharonian et al., 1997; Hofmanr.et a
due to noise fluctuations. In the second step, boundarysix . : .
. ). In the standard MAGIC analysis the event-wise direc-
are looked for to reconstruct the rest of the shower image.

loop over all the pixels which have a neighbouring core pixel -on reconstruction of the incoming ray is performed with a
b P g 9 PIX€! hSP RF method. This method takes into account image shape

and include them into the image if the charge of such boundargmd timing informationl(Aleksi¢ L. 2010a). For eaclete
pixel lies above 3 phe and its signal arrives withinSlns with scope we compute an estimated diétance bISP between the
r_espect to this core pixel. After the gpgrade all the charge a image centroid and the source position. ,As thé source po-
time threshold values are the same in both telescopes. sition is assumed to be on the line containing the main axis
of the Hillas ellipse this results in two possible soluticTs
either side of the image centroid (see Hi§. 2). In general,
Only events which survive the image cleaning in both telethe ambiguity (the so-called head-tail discriminationj dze
scopes, amounting to about 80% for standard trigger condisolved from the asymmetry along the main axis of the image

tions, are retained in the analysis. Afterwards, the evieats  (Domingo-Santamaria etlal., 2005) or from the crossing tpoin

3.3. Stereo reconstruction
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Figure 1: Fraction of eventsfiiciency) of a given kind: excessrays (dashed), MC simulatedray (solid) and background events (dotted) survivirdgalronness
cut. Different panels correspond tofférent bins in estimated energy: 75-119 GeV (left), 189-360 Gcenter) and 754-1194 GeV (right). Additional cuts of

6? < 0.03 andSize- 50 phe have been applied beforehand.
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Figure 2: Principle of the Stereo DISP RF method. The mairs @fethe sian). Filled circles and vertical lines show the classiegbnstruction based
images are plotted with dashed lines. The two DISP RF renmtet] positions  on the crossing point of the images. Empty triangles andzbotal lines show
per telescope (1A, 1B, 2A, 2B) are shown with empty circleee # angular  the reconstruction based on DISP RF method. Only eventssivith> 50 phe
distances (1A-2A, 1A-2B, 1B-2A, 1B-2B) are shown with ddtiénes. The  andé? < 0.02 are used.
final reconstructed position (the filled circle) is a weightverage of the two
closest "1’ and "2’ points. The true source position is marketh a diamond.

both telescopes weighted with the number of pixels in each im

age. The angular distance from this point to the assumedesour
irTPosition is called.

The DISP RF method explained above improves not only the
reconstruction of the arrival direction but also the estiora
of other shower parameters. As an example Hig. 3 shows the
geifference between the reconstructed and the ltmyeact pa-
rameter for MCy—rays with energies of few hundred of GeV.
Thelmpactparameter can be reconstructed with a precision of
about 10 m. The reconstruction with the DISP method is gfearl
I:,s.uperior for larger values dfmpact where a good reconstruc-
tion of this parameter for events seen outside of the liglol po
of the shower is important for improving the energy resaolati

of the images. However at the lowest energies, where the
ages consist of few pixels the head-tail discrimination rfaaly
at least in one telescope. The head-tail discriminatioethas
the crossing point may also fail, in the case of close to felral
events. Therefore we use a more robust method. We compu
the 4 distances between the 2 reconstructed positions fach e
of the telescopes (see dotted lines in Eig. 2). We then silect
pair of reconstructed positions which give the smallededise
(in the above example 1B-2B). As the estimation of the DIS
parameter is trained with simulatedrays it often gives non-
consistent results for hadronic background events. This pr
vides an extrg/hadron separation criterion. If none of the four
pairs give a similar arrival direction in both telescopean(rely
the lowest distance is larger tharR2®) the event is discarded. = The event-wise energy estimation is a two-step process. Us-
After determining the correct pair of points, the reconsted  ing simulatedy rays, we build look-up tables relating the event
source position is computed as the average of the positions f energy to thémpactand Cherenkov photons density measured

4

3.6. Energy estimation



by each telescope (see Aleksic et al. (2012a) for a deteited
planation). To correct for a zenith dependent bias in thegne
reconstruction, an empirical formula is applied. A secoad c
rection is applied to account for a small azimuth dependenc
(due to the geomagnetic fieldfect). Finally, a third correc-
tion improves the energy reconstruction for large imagdg on
partially contained in the camera. The final estimated anerg
Eesy IS computed as the average of the energies reconstruct
individually for each telescope, weighted by the inverstheir
errors.

0.05 il MAGIC-|
i o
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0.03 f ..|;
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4. MAGIC performance

o

In this section we evaluate the main performance paramete

of the MAGIC telescopes after the exchange of the readouit syt L S
tems and MAGIC-I camera and compare them with the value.

from before the upgrade.

4.1. Energy threshold 0.08 MAGIC-II ;

The energy threshold of an IACT cannot be obtained in ¢ —MC
straight-forward way from the data itself. One needs to rely g %04 - — Data
on the Monte Carlo simulations and to make sure that they de I Llﬁ
scribe the data appropriately. The energy threshold depemd 0.03
the trigger settings for a given observations. In particitlde- I
pends on an amplitude threshold of individual pixels in tN&3 0.02
multiplicity trigger. In order to fine tune the trigger param "quﬂ
ters in the MC simulations we follow the method described in
Aleksic et al. (2012a). For each event that survived thg- tri
ger we search for the 3NN combination with the highest signal
For small showers, just above the threshold, this is the mos P S i

. . . . . . . 5 10 15 20 25 30 35 40
probable triple which gave a trigger. The pixel in this teipl Charge [phe]
with the lowest signal provides a handle for the trigger shre
O_ld' US'_ng man_y event; we build a distribution of such I_OweStFigure 4: Distribution of the smallest charge in the largepte of pixels for
signals in the highest triple. We then compare the position Odata (black) and MC protons simulated with a trigger conditiof 3NN above
the peak with a similar distribution produced from MC pragon a threshold of @ phe (MAGIC-I) or 41 phe (MAGIC-II) (gray). Top panel
(see Fig#t). We obtain that the individual pixel threshaids ~ Shows MAGIC-I, bottom MAGIC-Il.
~ 3.9phe for MAGIC-I and~ 4.1phe for MAGIC-Il. Those
values are within 10-15% consistent with the threshold eslu
obtained directly from the data with an independent mettHod o
rate-scans in Aleksit et al. (2014a). The threshold can be evaluated dfeient stages of the anal-

In order to study the energy threshold of the MAGIC tele-ysis. The trigger threshold computed from all the events tha
scopes we construct aftérential rate plot using MC simula- triggered both telescopes is naturally the lowest one, goein
tions. A common definition of an energy threshold is a peak- 50GeV at low zenith angles. The shower reconstruction
energy of such a plot for a hypothetical source with a spkectrgorocedure involving image cleaning and a typical data qual-
index of —2.6. In Fig.[3 we show the flierential rate plot in ity cut of having at least 50 phe in each telescope raises the
two zenith ranges for events that survived image recontidruc  threshold to~ 70 GeV. The events with size lower than this
in both telescopes. For low zenith the reconstruction tiokes  are very small, subjected to high Poissonian fluctuatiorss an
energy is~ 70 GeV. Note however that the peak is broad andherefore harder to reconstruct. Also the separationp cén-
extends far to lower energies. Therefore it is also possile didates from the much more abundant hadronic background
evaluate the performance of the telescopes and obtairtificien becomes harder at lower image sizes. Signal extraction cuts
results below such defined threshold. (the so-calledHadronnesscut, and a cut in the angular dis-

In Fig.[d we show the energy threshold of the MAGIC tele-tance to the nominal source positiaf), increase the thresh-
scopes as the function of zenith distance of observatiohs. T old further to about 75GeV at low zenith angles. The value
threshold is quite stable for low zenith, (i.ec 30°) observa- of the energy threshold doubles at zenith angle of. 4.
tions. Itincreases rapidly for higher zenith angles, duarger  the investigated zenith angle range the value of the thidsho
absorption of the Cherenkov light in the atmosphere and diluafter all cuts can be approximated by an empirical formula:
tion of the photons reaching the ground over a larger ligl.po 74 x cosgenith Angle 23 GeV.
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Figure 5: Rate of—ray events (in arbitrary units) surviving the image clegnin Figure 6: Threshold of the MAGIC telescopes as a functiomefzenith angle

with at least 50 phe for a source with a spectral index26. Solid line: zenith of the observations. The energy threshold is defined as e greergy in the

distance below 30 dotted line: zenith distance betweerf 2thd 45. differential rate plot for a source with -2.6 spectral index.t€wturve: thresh-
old at the trigger level. Solid line: only events with imagdkat survived image
cleaning in each telescope with at least 50 phe. Dashed With: additional
cuts ofHadronness< 0.5 and¢? < 0.03°2 applied.

4.2. Hyective collection area

4.3. Relative light scale between both telescopes

For large arrays of IACTSs the collection area well above the For observations at low zenith angles the density of
energy threshold for low zenith observations is approxélyat Cherenkov light photons on the ground produced by a VHE
equal to the physical size of the array (Bernldhr étlal.,.01 y—ray shower depends mostly on its energy andritpactpa-

On the other hand for a single telescope or small arrays sich aameter. Except for a small dependence on the relativeiposit
the MAGIC telescopes, the collection area is mainly deteemi  of the shower axis with respect to the Geomagnetic field, due
by the size of the Cherenkov light pool (radius~o120 m). We  to the geomagnetic fieldffiect (mostly pronounced at lowest
compute the collection area as the function of the en&réfl-  energies, see e.g. Commichau étlal., 2008), the densitgliis ra
lowing the standard definition @&(E) = N(E)/No(E) X712 5, ally symmetric. Thus, it is possible to compare the lightlsca
No(E) is the number of simulated eventg,yx is the maximum  of both telescopes by selectipgike events from data in which
simulated shower impact amd{E) is the number of events sur- the reconstructetinpactparameter is similar in both telescopes
viving either the trigger condition or a given set of cuts. &h  (Hofmann) 2003). In the case of hadronic background events,
computing the collection area in broad bins of energy we useuch a correlation is much weaker due to the strong internal
weights to reproduce a given spectral shape. The colleatem  fluctuations and poor estimation of thepactparameter. In

of the MAGIC telescopes at the trigger level is about®®  order to obtain a purg-ray sample, we apply rather strict cuts
for 300 GeV gamma rays (see F[d. 7). In the TeV range itHadronness 0.2 and#? < 0.01.

grows slowly with energy, as some of the large showers can The response of MAGIC-Il is (1% 14a)% larger than that

be still caught at large values tfnpactwhere the density of of MAGIC-I for showers observed at similémpactparameter
the Cherenkov photons on the ground falls rapidly. Arourdi an (see Fig[B). The result is a sum of multipl@ezts such as dif-
below the energy threshold the collection area falls rgp@$é  ferences in the reflectivity of the mirrors, smalfférences be-
only events with a significant upward fluctuation of the light tween the two PMT populations, or uncertainity in fadactor
yield can trigger the telescope. At the energy of a few TeVused for the calibration of each telescope. The MC simuiatio
the trigger collection area after the upgrade is larger130%, are fine tuned to take into account this inter-telescopdicli
mostly due to the larger trigger area in the M1 camera. The coltion. Therefore the estimated energy obtained indepehdent
lection area for observations at higher zenith angles israly ~ from both telescopes is consistent (see Hig. 9).

smaller below~ 100 GeV due to a higher threshold of the ob-

servations. However, at TeV energies it is larger~b§0% due  4.4. Energy resolution

to an increase of the size of the light pool.

We evaluate the performance of the energy reconstruction
In Fig.[4 we also show the collection area after image cleanwith y—ray MC simulations. The simulations are divided into
ing, quality and signal extraction cuts optimized for bei§t d bins of true energy (5 bins per decade). In each bin we con-

ferential sensitivity (see Secti@n #.7). The feature of@midi  struct a distribution offEest— Eirue)/ Etrue and fit it with a Gaus-

the collection area after cuts around 300 GeV is caused by sian function. The energy resolution is defined as the standa
strongerHadronnesgut. At energies of a few TeV about 75% deviation obtained from this fit. The bias of the energy recon
of all triggered events are kept. struction method can be computed as the mean value of the dis-
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Figure 7: Collection area of the MAGIC telescopes after thgrade at the
trigger level (dashed lines) and after all cuts (solid lJneFhick lines show
the collection area for low zenith observations, while tirres correspond to
medium zenith angle. For comparison, the correspondingipgeade collec-
tion areas are shown with gray lines.

tribution. The energy resolution and the bias of the MAGIC
telescopes as the function of the true energy ofytliays are
shown in Fig[ID.

For low zenith observations in the energy range of a fe
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Figure 8: Correlation o6 ize andSizg for y-ray events obtained with Crab

Nebula data. Only events witHadronness< 0.2, 2 < 0.01, Impact <

150 m,Impact < 150 m andIimpact — Impact| < 10 m are used. Individual
Wevents are marked by black dots, while the gray scale shasviotal number

hundred GeV the energy resolution falls down to 15%. FOlof events in a given bin. The black solid line shows the restithe fit. The
higher energies it degrades due to an increasing fraction gfashed line corresponds $zg = Size.

truncated images, and showers with highpact parameters
as well as worse statistics in the training sample. Note that
the energy resolution can be easily improved in the multi-Te
range with additional quality cuts (e.g. in the maximum reco
structedimpac), however at the price of lowering the collec-
tion area. At low energies the energy resolution is degradeq,,
due to worse precision in the image reconstruction (in parti 3
ular thelmpactparameters), and higher internal relative fluc-—
tuations of the shower. Above a few hundred GeV the abso
lute value of the bias is below a few per cent. At low energies
(< 100 GeV) the estimated energy bias rapidly increases du
to the thresholdféect. For observations at higher zenith angles
the energy resolution is similar. Since an event of the same e
ergy observed at higher zenith will produce a smaller image
the energy resolution at the lowest energies is slightlyseor
On the other hand, at multi-TeV energies, where the showel
observed at low zenith are often partially truncated at thgee
of the camera, and may even saturate some of the pixels, the €
ergy resolution is slightly better for higher zenith obsgions.
As the energy threshold shifts with increasing zenith anble
energy bias at energies below 100 GeV is much stronger fc
higher zenith observations.

When the data are binned according to estimated energy ¢
individual events (note that, in contrary to MC simulatipims
the data only the estimated energy is known) the value of the
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bias will change depending on the spectral shape of the aourcFigure 9:  Correlation of the-ray estimated energy for events (as in fh. 8)

With steeper spectra more events will migrate from lowerene
gies resulting in an overestimation of the energy. Note tthiat
effect does not occur in the case of binning the events according

7

from the images recorded in each telescope separately. @bk solid line
shows the result of the fit. The dashed line correspon@&d@ = Eest2.
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comparison, pre-upgrade values from Aleksic ét al. (2p&2a shown in gray
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to their true energy (as in Fig.110). In FIg.]11 we show such ¢ } i { 1
bias as a function of spectral slope for a few values of eséitha g [ 1
energy. Note that the bias is corrected in the spectral aisaly & L. ! } [
by means of an unfolding procedure (Albert tlal., 2007). 5 K

The energy resolution cannot be checked with the data i = 0'15:
a straight-forward way and one has to rely on the values ok B
tained from MC simulations. Nevertheless, we can use thi 0.1
fact of having two, nearly independent estimations of the en C —e— Crab Nebula
ergy, Eest1 and Eeg2 from each of the telescopes to perform ¢ sF
a consistency check. We define relative enerdgiedénce as E |_| MC
RED = (Eest1 — Eest2)/Eest If the Eest1 and Eest2 €stima- ok 5l ‘ Rl

60 100 200 300 1000 2000 10000

tors were completely independent the energy resolutiondvou
be ~ RMS(RED)/ V2. In Fig.[12 we show a dependence of
RMS(RED) on the reconstructed energy. The curve obtained . 15. siandard deviation of the distribution of thetiet diference be-
from the data is consistent with the one of MC simulationsyyeen energy estimators from both telescopes as a fundtite ceconstructed
within a few per cent accuracy. The first point (between 45energy fory-ray MC (gray band) and Crab Nebula observations (blacktgpin
and 75 GeV) shows a sudden drolRMS(RED) compared to
the other points, consistently in the data and MC simulation
Note that this point is below the analysis threshold, treneeit
is mostly composed of peculiar events in which the shower pro N blogy (/L TeV) {2 L
duces more Cherenkov light than average for this energy Thi = = fo(E/1 TeV yrroioto [cm™s~TevV]. (1)
results in a strong correlation &esi1 and Eegt2 allowing for
a relatively low value of inter-telescopefiirence in estimated The parameters of the fit arefy = (3.39 + 0.09) x 1071%,
energy, and still a rather poor energy resolution. a=-251+0.02,; andb = —0.21+0.035ta: The parameters of
the spectral fit were obtained using the robust forward whfol
ing method which does not require regularization. The fodva
4.5. Spectrum of the Crab Nebula unfolding requires however an assumption on the spectaglesh
of the source, and is insensitive to spectral features. efber
In Fig.[I3 we show the spectrum of the Crab Nebula ob+he individual spectral points were computed using thed3ert
tained with the total (low+ medium zenith) sample. For clarity, unfolding method|(Albert et al., 2007). The fit parameters ob
the spectrum is presented in the form of spectral energy didained from both unfolding methods are consistent.
tribution, i.e. E2dN/dE. In order to minimize the systematic = The spectrum obtained by MAGIC after the upgrade is con-
errors we applyHadronnessand6? cuts with highy-ray efi-  sistent within~ 25% with the previous measurements of the
ciency (90% and 75% respectively) for the spectral recanstr Crab Nebula performed with other IACTs and earlier phases of
tion. The spectrum in the energy range 65 GeV — 13.5 TeV cathe MAGIC telescopes.

8

Epec / GEV

be fitted with a curved power-law:
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E 95 |0.087+0.004 0.157‘:8'88; 0.088+0.013 0.129f8'8251’
§ 150 |0.075+ 0.002 0.135f8-88§ 0.078+ 0.005 0.148f8-8g
o 238 |0.067+0.001 0.108j8'88§1 0.072+0.003 0.12@8‘88?
378 |0.058+ 0.001 0.095j8-88§ 0.063+ 0.003 0.097f8-88§
599 |0.052+0.001 0.081f8'88§ 0.054+ 0.003 0.0838‘88;
949 |0.046+ 0.001 0.073‘:888@ 0.052+ 0.002 0.0828'882
Y I e — o 1504 [0.044+ 0.001] 0.0715.053]0.046+ 0.002] 0.077 5007
E """" SEONEE IESS w | 2383 |0.042+ 0.002 0.067‘:8'882 0.045+ 0.003| 0.068" 8’832
N SEDREL D MABE RS i \ 3777 |0.042+ 0.003 0.065f8'8é}1 0.039+ 0.004 0.061f8'8é§
7| — - - CrabNebula, MAGIC Stereo, 2008-2011 NN 5986 | 0.041+ 0.004 0.0628'83 0.038+ 0.006 0.059f8~8ﬁ
[| MBI e e em o 9487 | 0.040+ 0.005| 0.056'2%¢210.046+ 0.009] 005570209
* w0 %O[Gevl Table 2: Angular resolutio®cayus and g sg of the MAGIC telescopes after

the upgrade as a function of the estimated enéfgpbtained with the Crab
Nebula data sampl@®ga,sis computed as a sigma of a 2D Gaussiandifss

Figure 13: Spectral energy distribution of the Crab Nebw&imed with : ! |
is the 68% containment radius of theray excess.

the MAGIC telescopes after the upgrade (red points and sppdiom-
pared with other experiments: MAGIC-I (blue dashed, Allral.,[ 2008b),
MAGIC Stereo, 2009-2011 (green dot-dot-dashéd, _Alekse[2014f),
HEGRA (gray dot-dashe al.. 2004), and HE ®lack dotted,
[Aharonian et dI[, 2006). The vertical error bars show stagiserrors, while the
horizontal ones represent the energy binning.

ing a plateau of 0.04° above a few TeV. The angular resolu-
tion improved by about 5-10% after the upgrade. The improve-
ment in angular resolution makes slightly more pronounbed t
small diference between the angular resolution obtained with
MC simulations and the Crab Nebula data, also present in the
_ _ - _ pre-upgrade data. Theftirence of~ 10— 15% is visible at

_ Following the approach in Aleksic etlal. (2012a), we inves-higher energies and corresponds to an additiotGystem-
tigate the angular resolution of the MAGIC telescopes usingtic random component (i.e. added in quadrature) between th
two commonly used methods. In the first approach we depc and the data.

fine the angular resolutioBcaus as the standard deviation of  The distributions of angular distances between the true and
constructed event directions of theray excess. Such a 2- 5 single Gaussian fa? < 0.025. Nevertheless, a proper de-
dimensional Gaussian in thg and®, Space will correspond  sription of the tail in thes? distribution requires a more com-

is performed in a narrow rangé; < 0.025, which is a fac-  pination of two two-dimensional Gaussian distributionsiras

tor ~ 2.5 larger than the typical signal extraction cut appliedajeksic et al. (2012a). For example, the two-dimensiormal-d

at medium energies. Therefore it is a good performance quaiie Gaussian fit to the distribution shown in Higl 15 for thalCr

tity for looking for small extensions (comparable with allJu  Nepula data yields?/Ngor = 1.48/6 corresponding to a proba-
resolution) in VHEy-ray sources. In the second method we pjjity of 96.1%.

compute an angular distand®g s, around the source, which
encircles 68% of the excess events. This method is more-sengj 7 Sensitivity
tive to long tails in the distribution of reconstructed ditiens.

Note that while both numbers asses the angular resolution of N Order to provide a fast reference and comparison with
the MAGIC telescopes, their absolute values afedint, nor- other experiments we calculate the sensitivity of the MAGIC

mally ®@caus < @oes. FOr a purely Gaussian distributi®saus telescopes foIIowin_g tl_wg two commonly used definitions. &or

would correspond to only 39% containment radiusyefys weak source, the significance of an excesNQfesevents over

originating from a point like source am@heg ~ 1.5O@caus a perfecftly-well k_now_n_background g events can be com-
We use the low and medium zenith samples of the Crab NekPUted W_'th the S'mp"f'?“?' formuldexcesd /Nokg.  Therefore,

ula to investigate the angular resolution. Since the Craiee  ©ON€ defines the sensitvisg, . ~pc as the flux of a source

is a nearby galactic source, it mightin principle have annstc ~ giving Nexcesd 1/Nokg = 5 after 50 h of &ective observation

size which would artificially spoil the angular resolutioreas  time. The sensitivity can also be calculated usin Ma

sured in this way. However, the extension of the Crab Nelula i (1983), eq. 17 formula, which is the standard method in the

VHE y-rays was constrained to belowd25 (Aharonianetdl., VHE vy-ray astronomy for the calculation of the significances.

M), making it a point-like source for MAGIC. Note that the sensitivity computed according to |§m Ma
The angular resolution obtained with both methods is showiiormula will depend on the number of OFF positions used for

in Fig.[14 and summarized in Tallé 2. At 250 GeV the an-background estimation.

gular resolution (from a 2D Gaussian fit) i9@. It improves For a more realistic estimation of the sensitivity (in both

with energy, as larger images are better reconstructedh+ea methods), we apply conditionNgycess > 10 and Nexcess >

9

4.6. Angular resolution
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Figure 14: Angular resolution of the MAGIC telescopes afiter upgrade as a function of the estimated energy obtainbdivé Crab Nebula data sample (points)
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Figure 16: Evolution of integral sensitivity of the MAGICléscopes, i.e. the
integrated flux of a source above a given energy for wiNgktesd +/Nokg = 5
after 50 h of &ective observation time, requirinexcess> 10 andNexcess >
0.05Npkg. Gray circles: sensitivity of the MAGIC-I single telescopéth the
Siegen (light gray, long dashéd. Albert et Al (2008b)) ardMvteadouts (dark
gray, short dashefl, Aleksic ef dl. (2012a)). Black triesgistereo before the

] N ) ) _ upgradel(Aleksi¢ et &l 2012a). Squares: stereo aftespgeade: zenith angle
0.05Npg. The first condition assures that the Poissonian statisselow 30 (red, filled), 30- 45° (blue, empty)

tics of the number of events can be approximated by a Gaussian

distribution. The second condition protects against s\t ) )

tematic discrepancies between the ON and OFF distribytions [N order to find the optimal cut values hhadrqnnessand@z

which may mimic a statistically significant signal if theices N @n unbiased way, we used an independraiting sample

ual background rate is large. of Crab Nebula data. The size of ttraining sample is similar
The integral sensitivity of the fierent phases of the MAGIC 10 the size of theestsample from which the fina_ll sensitivity

experiment for a source with a Crab Nebula-like spectrum arés computed. Oterent energy thresholds are achieved by vary-

shown in Fig[IB. The sensitivity values both in Crab Nebulal"d @ cut in the total number of photoelectrons of the images

Units (C.U.) and in absolute units are summarized in Tabte 3 f (for points< 300 GeV) or in the estimated energy of the events

low zenith and in TablEl4 for medium zenith angles. We used@bove 300 GeV). For each energy threshold we perform a scan

here theNexcesd +/Nokg = 5 definition, recomputing the original of cuts on thetraining subsample, and apply the best cuts to

MAGIC-I mono sensitivities to include also thgaycess > 10

andNeycess> 0.05Npyg conditionsﬂ.

Figure 15: 62 distribution of excess events for the Crab Nebula (filledles,
solid lines) and MC (empty squares, dashed lines) sampléianergy range
of 300 - 475 GeV. The distributions are fitted with a single or a douhle
dimensional Gaussian (black and blue lines respectively).

the very poor signal-to-background ratio at low energieading to dramatic
worsening of the sensitivity. Using optimized cuts one agover some of the
sensitivity lost at the lowest energies for mono obserwvatio
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INote that one of the main disadvantages of the mono obsengativas
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Figure 17: Diterential (5 bins per decade in energy) sensitivity of the NIBG
Stereo system. We compute the flux of the source in a giverggmange for

which Nexcesd +/ Nbkg = 5 With Nexcess> 10, Nexcess> 0.05Npkg after 50 h of
effective time.

Figure 18: Dependence of the integral sensitivity of the MBGelescopes
(computed according tSiiema 3or Prescription, see text for details) on the
observation time, obtained with the low zenith Crab Nebalasle. Diterent
line styles show dferent energy thresholds: 104 GeV (solid),> 289 GeV
(dotted),> 1233 GeV (dashed).

the main sample obtaining the sensitivity value. The tho&sh by VERITAS,[Acciari 1.[(2009) or 160h observations of

itself is estimated as the peak of true energy distributfdi© Segue by MAGIC| Aleksit IC(2014€)). In Figd18, using

g\é;ii;sdwnh a-2.6 spectral slope to which the same cuts Werethey and background rates from Talile 3, we show how the

_ o _ _ sensitivity of the MAGIC telescopes depends on the observa-
The integral sensitivity evaluated above is valid only forjon time for diferent energy thresholds. For those exemplary
sources with a Crab Nebula-like spectrum. To asses therperfoga|culations we use the Li&Ma definition of sensitivity with
mance of the MAGIC telescopes for sources with an arbltrar)fypica| value of 3 GF positions for background estimation. In
spectral shape, we compute thé&eliential sensitivity. Follow-  the medium range of observation times the sensitivity fedio
ing the com_monly used definition, we calculate the seng’rtivi the usuake 1/ viime dependence. For very short observation
in narrow bins of energy (5 bins per decade). Theeden-  times, especially for higher energies where fifleadron sep-
tial sensitivity is plotted for low and medium zenith angles  5ration is very powerful, the limiting condition of at leakd
Fig.[17, and the values are summarized in Teble $&nd 6 respegscess events leads to a dependence bftime. On the other
tively. hand, for very long observations the sensitivity saturatédsw
The upgrade of the MAGIC-I camera and readout of theenergies. Note that the observation time at which the sensit
MAGIC telescopes has lead to a significant improvement irity saturates might be shifted by using stronger cuftgring

sensitivity in the whole investigated energy range. Thegral  bettery to background rate, however at the price of increased
sensitivity reaches down to about 0.55% of C.U. around a fewhreshold.

hundred GeV in 50h of observations. The improvement in the
performance is especially evident at the lowest energigsal-  4.8. Qf-axis performance
ticular, in the energy bin 60-100 GeV, theierential sensitivity Most of the observations of the MAGIC telescopes are per-
decreased from 10.5% C.U. to 6.7% C.U. redUCing the needq@rmed in the wobble mode with the sourdéset of 04° from
observation time by a factor of 2.5. Observations at mediumhe camera center. However, in the case of micro-scans of
zenith angle have naturally higher energy threshold. Theze extended sources with sizes much larger than the PSF of the
the performance at the lowest energies is marred. Some of th@AGIC telescopes, a-ray signal might be found at fier-
sources, those with declination 580, or < —2° can Only be ent distances from the camera center (See et al
observed by MAGIC at medium or hlgh zenith angles. SOUrCGm)_ Moreover, Serendipitous sources (See e.g. dereaiti
with declination betweer2° and 58, can be observed either |C 310/Aleksi¢ et all, 2010b) can occur in the FoV of MAGIC
at low zenith angles, or at medium zenith with a boost in SenSiat an arbitrary anguiamet fromthe pointing direction. There-
tivity at TeV energies at the cost of a higher energy threthol  fore, we study the performance of the MAGIC telescopes at
The sensitivity of IACTSs clearly depends on the observatiordifferent dfsets from the center of the FoV with dedicated ob-
time which can be spent observing a given source. In particservations of the Crab Nebula at non-standard wobfikets
ular for transient sources, such as gamma-ray bursts os flar¢see Tabl&l1).
from Active Galactic Nuclei, it is not feasible to collect 50 For easy comparison with the results presented in
of data within the duration of such an event. On the othelAleksi¢ et al.|(2012a), we first compute the integral sérisés
hand, long, multi-year campaigns allows to gather of the oras a function of the wobblefiset at the same energy threshold
der of hundred of hours (see e.g.140h observations of M82 of 290 GeV (see Fid.19). The upgrade of the MAGIC tele-
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Ethresh y-rate bkg-rate Sy iex/Nbkg Stigma 10 Stigma 308t Stiema 50 Siex y/NBkg
[GeV] [min~1] [min~1] [%C.U.] [%C.U.] [%C.U.] [%C.U.] [10-Bcm2s7Y]
84 19.06+0.21 8.73+0.07 2291+ 0.025| 2.29+0.03 2.29+0.03 2.29+0.03 1565+ 1.7
86 1880+ 0.21 7.80+ 0.06 2.073+0.022| 2.07+0.03 2.07+0.03 2.07+0.03 1371+ 15
104 16.88+0.19 4.88+ 0.05 1445+ 0.015| 1.714+ 0.020 | 1.445+0.022 | 1.445+ 0.022 759+ 0.8
146 6.17+0.10 0.320+0.013 | 0.837+0.023| 1.25+0.03 | 1.004+0.024 | 0.948+ 0.022 286+ 0.8
218 3.63+0.07 0.070+ 0.006 0.66+0.03 1.06+ 0.04 0.83+0.03 0.78+0.03 134+ 0.7

289 294+ 0.07 0.032+ 0.004 0.56+0.04 0.93+0.05 0.72+0.04 0.67+0.04 76+05
404 3.05+0.07 0.030+ 0.004 0.51+0.04 0.87+0.04 0.67+0.04 0.63+ 0.03 44+03
523 2.51+0.06 0.023+ 0.003 0.55+0.04 0.95+0.05 0.72+0.04 0.68+ 0.05 32+03

803 159+ 0.05 | 0.0109+0.0010| 0.60+0.03 112+ 0.04 0.84+ 0.03 0.78+ 0.03 1.78+0.10
1233 0.95+0.04 | 0.0062+ 0.0007| 0.75+0.05 1.53+0.06 1.11+0.05 1.02+0.05 1.12+0.08
1935 0.55+0.03 | 0.0053+0.0011| 1.20+0.15 250+ 0.16 1.80+0.13 1.66+0.15 0.83+0.10
2938 | 0.307+0.022 | 0.0027+0.0008| 1.55+0.24 3.7+03 255+ 0.25 2.32+024 0.51+0.08

4431 | 0.160+ 0.016 | 0.0022+ 0.0006 27+05 6.6+ 0.6 45+0.5 41+04 0.41+0.07
6718 | 0.078+0.011 | 0.0018+0.0010 49+16 129+ 17 87+15 78+ 14 0.34+0.11
8760 | 0.046+ 0.008 | 0.0005+ 0.0005 72+13 169+ 23 104+ 1.7 9.0+18 0.30+ 0.05

Table 3: Integral sensitivity of the MAGIC telescopes ob&al with the low zenith Crab Nebula data sample above a gimengg threshold Einresh. The
sensitivity is calculated a¥excesd vNokg = 5 (SNex/\/Wg)’ or according to the significance obtained from Li & Ma (1983) (using 1, 3 or 5 bawkeqd regions,

SligMa,10fs SLigMa .30 andSiigma sor). The sensitivity is computed for 50 h of observation tim¢twihe additional conditionBlexcess> 10, Nexcess> 0.05Npkg
(SNW\/mSyS). They-rate and bkg-rate columns show the rate @vents from Crab Nebula and residual background respbctibeve the energy threshold of

the sensitivity point.

scopes has improved thef-@xis performance. For example, PSF is not muchféected by the distance from the center of the
the sensitivity at fisets of~ 1° has improved by 25%, which  camera,_Aleksi¢ et al. (2012a)) and a source with a flat sarfa

is more than the global 15% improvement seen at the ust:al o brightness up t6s. In Fig.[20 we show the acceptance for back-
set of~ 0.4°. Interestingly there is not muchftérence in the ground andy events. We also compute a sensitivity “spoiling

v rates associated with these sensitivity values. This sigge factor”, defined as the square root of the background aceepta
that most of the improvement in sensitivity comes from advett divided by they acceptance and normalized to 1 for a point like
image reconstruction, possibly thanks to the higher piagibn  source. As an example, let us assume a source with a radius of
of the new MAGIC-I camera, rather than from triggering more0.5°. The optimal cu#s = 0.51 computed according to Eq. 2

events due to larger trigger region. results in 26 times larger background than with éut= 0.1.
This would correspond te 5 times worse sensitivity, however
4.9. Extended sources the cut contains: 90% of y events, significantly larger than

Some of the sources might have an intrinsic extension. The 709 eficiency for a point like cut. Therefore the sensitivity
sensitivity for detection such sources is spoiled for twasmns. s spoiled by a smaller facto, 4.

First of all, the signal is diluted over a larger part of thg.sk A gecond €ect which can spoil the sensitivity for extended
This forces us to loosen the angutércut and hence accept o ,ces s the loss of collecion area for high@isets from the
more background. The new cut value can be roughly estimated, 1,era center. For a source radius of e.g5°,0the y-rays

to be can be observed up to arffeet of 09° from the camera cen-
Oeut = /95 + 62, (2) ter. For such largeffsets, the collection area is nearly a factor
of 3 smaller than in the camera center. Usingythates, which
2 € : are proportional to the collection area, shown in Eid. 19 ewe c
characterlstl_c source size. As2 the backgrou_nq events ShOWc?)mpute the average rate pfays for an arbitrary source pro-
nearly flat dlstr|2but|on ot N/d92 such_a cut will Increase _the file. For this example of a source with constant surface dgnsi
packground bﬁqul' The loosep CUt,V_V'I,I affept the sep3|t|V|ty and a radius of 8° it turns out that the total average collec-
in two ways. First of all, the sensitivity will be spoiled by a tion area is lower only by 20% than for a point like source at
factor of \/62,; = fcur due to accepting more background events.the usual wobble fiset of 04°. However, since a similar drop
Note however that the acceptance of the cut fory-rays can  happens also for the background events, the net spoilirtgeof t
be larger than the acceptancedpfcut for a point like source, sensitivity due to thisféect is only~ 10%.
as they-rays originating from the center of the source will still  Finally, we compute the radius of the MAGIC effective
be accepted even if they are strongly misreconstructed. field of view It is defined such that observations of an isotropic
For the further calculations let us assufige= 0.1 (compa- gamma-ray flux with a hypothetical instrument with a flat-
rable tofpes at the energies of a few hundred GeV, see Sectop acceptanc® (¢) = R(0) for ¢ < E, andR/(¢) = 0 for
tion[4.8) and a PSF shape as described by[Fig. 15 (note that tife > =, would yield the same number of detected gamma
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wherefy is a cut for a point-like source analysis, afidis a



S

Ethresh y-rate bkg-rate SnewNbkg | Stiémaior | StigMazor | StigMa sof Nex yNDkg
[GeV] [minY] [minY] [%C.U.] [%C.U.] [%C.U.] [%C.U.] [10 B cm?s
114 197+ 04 7.68+0.10 195+ 0.03 195+0.04 | 1.95+0.04| 195+0.04 914+16
119 193+0.3 6.83+0.10 1.76+0.03 177+0.03 | 1.76+004 | 1.76+0.04 784+13
141 174+ 0.3 4.23+0.08 1217+0.021| 155+003| 1.26+0.03| 1.22+0.03 435+0.8
210 5.60+0.16 0.216+ 0.017 0.76+ 0.04 1.15+0.05| 092+0.04 | 0.86+0.04 161+0.8
310 359+ 012 0.070+ 0.010 0.67+0.05 1.07+0.07 | 0.84+0.06| 0.79+0.06 83+0.7
401 3.19+0.12 0.051+ 0.008 0.65+ 0.06 1.05+0.08 | 0.82+0.07 | 0.77+0.06 56+0.5
435 3.31+012 0.053+ 0.009 0.63+0.06 1.03+0.08 | 0.80+0.07| 0.75+0.06 48+04
546 298+ 0.11 0.042+ 0.008 0.63+ 0.06 1.03+0.08 | 0.80+0.07 | 0.75+0.06 34+03
821 224+ 0.10 0.0227+ 0.0023 0.61+0.04 106+0.05| 0.81+0.05| 0.76+0.04 177+0.12
1262 1.19+0.07 0.0086+0.0014| 0.71+0.07 1.38+0.09 | 1.02+0.08 | 0.94+0.07 1.02+0.10
1955 0.84+0.06 0.0072+ 0.0013 0.93+0.11 184+0.13| 1.35+011| 1.24+0.10 0.63+0.07
2891 0.60+ 0.05 0.013+ 0.003 1.72+0.24 32+03 2.37+0.24 22+03 0.58+0.08
4479 0.31+0.04 0.0052+ 0.0017 21+04 45+ 0.6 32+05 3.0+04 0.32+0.07
7133 | 0.140+0.024 | 0.0017+0.0010 27+0.9 71+10 48+ 09 43+09 0.17+0.06

Table 4: Integral sensitivity of the MAGIC telescopes obéal with the medium zenith (3045°) Crab Nebula data sample above a given energy threghgld.

Columns as in Tablgl 3.

Enmin Emax y-rate bkg-rate Shex+/Nbkg | StigMa,1or | Stiema,sor | Stiema sofr Spex/Nbkg
[GeV] | [GeV] [min~Y] [min~Y] [%C.U.] [%C.U.] [%C.U.] [%C.U.] | [102cm2s1TevY
63 100 3.01+0.13 4.06+ 0.08 6.74+023| 88+04 71+03 6.8+0.3 728+ 25
100 158 4.29+0.12 241+ 0.06 331+012 | 477+0.14 | 3.87+0.11 | 3.67+0.10 137+5
158 251 3.37+0.08 0.54+ 0.03 2.00+0.08 | 295+ 0.10 | 238+ 0.08 | 2.25+ 0.08 305+13
251 398 1.36+0.05 0.066+0.010 | 1.72+0.15| 275+ 0.20 | 216+ 0.16 | 203+ 0.15 9.3+0.8
398 631 1.22+0.04 0.027+0.006 | 1.23+0.16 | 210+0.18 | 1.61+0.18 | 1.51+0.15 23+03
631 1000 0.88+0.04 | 0.0133+0.0018| 1.19+0.10 | 218+ 0.12 | 1.64+0.09 | 1.53+0.11 0.72+0.06
1000 1585 0.58+0.03 | 0.0059+0.0007 | 1.21+0.10 | 248+ 0.11 | 1.80+ 0.09 | 1.66+ 0.09 0.230+ 0.018
1585 2512 | 0.299+0.021 | 0.0027+ 0.0005| 1.58+0.18 | 3.75+ 0.22 | 260+ 0.19 | 236+ 0.18 0.090+ 0.010
2512 3981 | 0.166+0.016 | 0.0020+0.0005| 25+04 6.2+05 4.3+ 04 38+04 0.041+ 0.007
3981 | 6310 | 0.093+0.012| 0.0014+0.0003| 3.7+0.7 102+1.0 6.8+0.7 6.1+0.7 0.017+ 0.003
6310 | 10000 | 0.060+ 0.010 | 0.0046+ 0.0015 10+ 3 22+3 16+ 3 145+ 23 0.013+ 0.003

Table 5: Diterential sensitivity of the MAGIC telescopes obtained wiita low zenith observations of Crab Nebula data sample. €firitions of the sensitivities
are as in TablE]3. The-rate and bkg-rate columns show the ratey@vents from Crab Nebula and residual background resphctivéhe differential estimated

energy bins.

Enmin Emax y-rate bkg-rate Snex/Nbkg | StigMa 10 | StigMa,3or | StigMa 50 Sex/Nbkg
[GeV] | [GeV] | [minY [min-1 [%C.U] | [%C.U] | [%C.U] | [%C.U] | no2cm2sitevy
63 100 | 0.40+0.12 292+0.11 39+ 16 56+ 16 45+ 12 43+ 11 4200+ 1700

100 158 | 3.18+0.16 2.89+ 0.05 49+04 70+04 57+03 54+03 202+ 15
158 251 | 2.67+0.19 0.54+0.04 252+019| 37+03 | 299+0.25| 2.83+0.22 38+3

251 398 | 2.86+0.13 0.305+0.019 176+014 | 264+ 014 | 211+ 0.11 | 200+ 0.10 95+038
398 631 | 1.76+0.12 0.088+ 0.006 153+0.20| 241+0.16 | 1.90+0.14 | 1.79+ 0.13 28+04
631 1000 | 1.44+0.09 | 0.0376+0.0021 | 1.23+0.13 | 204+ 0.12 | 1.58+ 0.09 | 1.48+ 0.10 0.74+ 0.08
1000 1585 | 0.94+0.08 | 0.0197+0.0016 | 1.36+0.12 | 2.38+0.16 | 1.81+0.13 | 1.69+0.13 0.257+ 0.023
1585 | 2512 | 0.67+0.06 | 0.0111+0.0015 | 1.43+0.16 | 267+0.22 | 200+ 0.19 | 1.85+0.18 0.082+ 0.009
2512 3981 | 0.32+0.05| 0.0093+0.0012 28+04 53+0.7 39+06 3.7+05 0.046+ 0.007
3981 | 6310 | 0.20+0.04 | 0.0042+0.0017 29+ 06 6.4+12 46+ 0.9 42+0.9 0.014+0.003
6310 | 10000 | 0.10+0.03 | 0.00522+ 0.00023| 6.7+19 14+ 3 10+ 3 92+21 0.0083+ 0.0023

Table 6: Diferential sensitivity of the MAGIC telescopes obtained wita medium zenith (36 45°) Crab Nebula data sample. Columns as in Table 5.
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Figure 19: Top panel: integral sensitivity above 290 GeVidor zenith angle

observations at éierent dfsets &, from the camera center. Bottom panel: cor-
respondingy-ray ratesR(¢). Black empty circles: data from before the upgrade

(Aleksic et al.[ 2012a), Red filled squares: current date [Eabl€lL)
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Figure 20: Dashed line: dependence of the amount of backhdroiegrated
up to a cut determined by Edl 2 as a function of the radius ofthece, nor-
malized to the background for a point like source. Dotted:lifraction of the
total y events contained within the cut. Solid line: sensitivity &m extended
source divided by sensitivity for a point like source.
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rays as with MAGIC, when no cuts on the arrival direction
are applied. We can therefore obta&nhfrom the condition
fr2néRO)dE = [ 2r&R() dg, whereR() is shown in
bottom panel of Fig_19, yielding = 1°. We note, however,
that standard observations of sources with an extensigerar
than 0.4 are technically dficult, as in that case the edge of
the source would fall into the background estimation region
Nevertheless, theffective field of views a useful quantity for
non-standard observations offdise signals like, e.g. the cos-

mic electron flux|(Borla Triddn, 2011; Aharonian et al., 209

5. Systematic uncertainties

The systematic errors of the IACT technigue stem from many
small individual factors which are only known with limitedep
cision, and possibly change from one night to another. Most
of those factors (e.g. uncertainities connected with theoat
sphere, reflecitivity of the mirrors) were ndfected by the up-
grade and hence the values reported in Aleksiclet al. (AGr2a
still valid for them. In this section we evaluate the compane
of the total systematic uncertainity of the MAGIC telescepe
which changed for observations after the upgrade. We also es
timate the total systematic uncertainty for various obston
conditions.

5.1. Background subtraction

Dead pixels and stars in the field of view of the telescopes
cause a small inhomogeneity in the distribution of the event
the camera plane. In addition, stereoscopy with just twe-tel
scopes produces a natural inhomogeneity, with the disioibu
of events being slightly dependent on the position of the sec
ond telescope. Thisfiect was especially noticeable before the
upgrade, due to the smaller trigger area of the old MAGIC-I
camera. Both of thesdtects result in a slight rotational asym-
metry of the camera acceptance. Tlikeet is minimized by
wobbling such that the source and background estimatioir pos
tions in the camera are being swapped. Before the upgrade the
systematic uncertainity of the background determinatias w
< 2% (Aleksic et al.. 2012a). Due to the larger trigger region
this uncertainty has been reduced now&d %.

Note that the ffect of the background uncertainty depends
on the signal to background ratio. In case of a strong source,
where the signal background, it is negligible. However for
a very weak source, with e.g. a signal to background ratio of
~ 5% , the additional systematic error on the flux normalizatio
just from the uncertainty of the background can amount up to
~ 20%. Moreover, as the error will be energy dependent, it
might lead to an additional uncertainty in the spectral inde
Let us consider a hypothetical weak source with a spectrum
reconstructed betwedhy, andEmax. The signal to background
ratio of this source is SBR and SBR in the energy range
Emin — VEminEmax and VEminEmax — Emax respectively. In this
case we can roughly estimate the systematic uncertaintyeon t
spectral index due to background inhomogeneity as:

V(1%/SBRE)? + (1%/SBR)?
|n(Emax/ Emin) ’

AQ’SBR =2X

(3)



0.04¢ 5.3. Energy scale
§ C The absolute energy scale of IACTs is hard to determine.
$.0.03f There are many systematicfexts such as imprecise knowl-
> C \ edge of the atmospheric transmission, mirror reflectiyitgp-
£ C ; . : .
20.02 g erties of the PMTs, etc. whichffact it. If determined solely
% - Hi from the best knowledge of these parameters, it is expeoted t
S 0.01F i be accurate within 15-17% as showrl in Aleksi¢ étlal. (2b12a)
2 C 1 The knowledge of the absolute energy scale of the MAGIC
= B o telescopes is validated by using inter-telescope caitrgsee
OF AL Sectiori4.B) and from the analysis of muon rings (Vacantilet a
- / 11994] Goebel et al., 2005). Both of those methods are bucdene
-0.01F A by their own systematic uncertainities. The inter-caliioraof
- \ the telescopes usingray events with similatmpactparam-
-0.02[ eters improves greatly the relative size scale, howeverahas
C \ very weak handle on the absolute light scale of both telestop
-0.03F On the other hand, the muon analysiffets from the fact that
C the light seen from muon events is emitted mostly up to the
-0_(_)61“ I S height of ~2 km above the telescopes, while the light frgm

04 -0.03 -0.02 -0.01 0O MQ-Ol. ?-02. ?(0d3 0.04 ray events is generated mainly at the height of 10 km. This in
Ispointing in X [deg] addition makes the light spectrum of muon events shifted to
lower wavelengths. Therefore the muon calibration has to be
Figure 21: The dference in the reconstructed and nominal source positonMC dependent.
of the Crab Nebula during 10 nights of observations. The tindes show a A small miscalibration of the energy scale wilfect the re-
distance of 02 and 003". constructed spectrum in two ways, both having the highest im
pact at the lowest energies. For example, let us assume tbat M

where the 1% comes from the precision at which the backSimulations have a higher light scale, i.e. for a given enég
ground is estimated. Note that this formula was already usefmount of light generaFed by?‘“a)’ shower at a given energy
e.g. in[Aleksic et d1.[(2012b, 2014b), however with a |argerpred|cted_by the MC simulations is Iar_ger than for real _show-
value of background uncertainty. For a strong source obsery €'S: I this case, reai-ray showers will have a small&ize

in a broad energy range, Eg. 3 gives a negligible number, e. arameter than predicted by the MC simulations. Thus some of

for source observed between 0.08-6TeV with a SBR of 25tN€M May notsurvive a data quality size cut, or not evenérgg
60% Aassr = 0.02. However for a weak source, e.g. ob- the telescopes lowering the real collection area w.r.t. aihe

served between 0.1 and 0.6 TeV with SBFS-15% we obtain  Predicted from MC simulations. This would artificially lowe
Aasgr = 0.2, increasing the total systematic error on the spectn® reconstructed flux, especially at the low energies. @n th
tral index from 015 to Q25. other hand, the overestimation of the light shed into the-cam

eras by the shower will introduce an unrecoverable biasen th
energy estimation migrating events to lower energies. Rer t
5.2. Pointing accuracy medium energies where the collection area is quite flat aad th
usualy-ray spectra drop rapidly this will also artificially lower
During the observations, the gravitational loads lead to d@he reconstructed spectrum. For the lowest energies, alew
slight deformation of the telescopes structure and sagging analysis threshold, where the collection area drops vesty fa
the camera. Most of thetect is corrected by the active mirror more events will migrate in a given energy bin than escapa fro
control and simultaneous observations of reference stihs w it, artificially increasing the reconstructed flux by a pilp-ef-
CCD cameras placed at the center of the telescope’s refiectorfect. It is not obvious to determine which of thosgeets will
However, a slight residual mispointing of the telescopesafa  be dominant at a given energy. It will depend on the precise
fect the precision with which the position ofjya-ray source shape of the collection area, the spectum of the source @&nd th
can be obtained. In order to evaluate thfieet we analyse total miscalibration of the light scale. Therefore, thetsys
the Crab Nebula data night by night. For each night we conatic error in the light scale can shift the spectrum at theelstw
struct a two dimensional distribution of thefidirence between energies in both ways.
the reconstructed and nominal source position in camera coo As the dfect is mostly pronounced at the threshold we in-
dinates. After subtracting the background, the distriouis ~ vestigate the uncertainty of the light scale of the MAGI&tel
fitted with a two dimensional Gaussian to determine a passiblscopes by shifting the energy threshold in twéelient ways.
systematic fiset (see Fid. 21). Note that the 'Y’ direction in the We perform a set of full analyzes using MC simulations with th
camera correspond to the Zenith axis of the telescope. We cotight scale artificially shifted by -25%, -10%, -5%5%, +10%
clude that the systematic error on the reconstructed sqaoce and+25%. In the first scenario, we compare the reconstructed
sition is< 0.02°, comparable to value obtainet al. flux at a given energy for low and medium zenith angles (see
). Fig.[22). For the sake of comparison, we show in Eig. 22 the
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Figure 22: Spectra of the Crab Nebula obtained with the laV €frcles) and medium (empty squares) zenith samples f6nith different energy scales (-25%,
-10%, -5%, no scalet5%, +10%, see header of legends). The bottom panel shows theofdtie medium zenith flux to the low zenith flux. As a referenge t
historical Crab Nebula spectra (MAGIC, Albert ef al. (20D&mnd H.E.S.S. Aharonian etlal. (2006)) are plotted withshdd and a solid line.

16



two most spread apart historical Crab Nebula spectra obderv reconstructed spectral slope of the sources issfill5 for a
by IACTs. For the low zenith spectrum, as the MC light scale issource with signal to background ratio of at least 25%.
increased, an increasing pile-uffext shows up at low energies.

However, as the observations at higher zenith do not readth su5.5. Night to night systematic uncertainty

lowest energies, and at the energies-0£00 GeV, both spec- . . . . »
; . : The total systematic error estimated in the previous sedio
tra are consistent, such an overestimated light scale tdneno . . )
a proper quantity to be used while comparing the MAGIC ob-

_excluded aprort. On_the other hf”‘”d’ when the MC light Scaleservations with the data of other instruments or with thécae
is decreased, there is a cleafféience between the low and

. : ) .gredictions. However, a significant fraction of the systéma
medium zenith samples at low energies. Moreover, even whil

the +2 value computed between the two spectra aives an ac o' is nearly constant and willfact all the MAGIC data in
X 1Pt P 9 . %he same way. On the other hand, part of the systematic uncer-
ceptable probabilities of 16% and~ 10% for down scaling

. . . ini .g. atmospheric transmission iven flsm
by 10% and 25% respectively, there is a clear structure in thg; (e g ﬁt osp Ie ¢t .s” SSC} atag © hdayo sha
flux ratio plot, changes in the optical PSF) will vary from one night to anothe

i . resulting in slightly dfferent estimations of the flux even from
A second way to artificially increase the threshold of the N gntly

. o ; a steady source. In order to estimate this remaining, velati

MAGIC telescopes is to use a h|ghS|zecut._ In Fig.[23 we o stemz;/tic error we use the method of Aleksié et Ig:2012a)
ShOW. the Crab Nebula spectra for a low zenith sample obtame\%e divided our data into sub-samples and compute the flux for
for Sizegreater than 50, 100, 200 and 400 phe. As before, We.ch of them. Then we compare the standard deviatien
perform a full analysis of the Crab Nebula data for each of theof the distribution of the reconstructed fluxes with the qarbl

MC samples with artificially shifted light scale. We compute uncertainty of individual pointsjF

the ratio of the flux obtained with a given cut in t8ézeparam- We first divide the data according to data runs. Each data
eter to the reference cut of 50 phe. Note however that the plo}un is normally 20-min long, and correspond to one wobble
ted statistical uncertainties of the flux ratio are overeated !

: o . ointing. With such time binning the integrated flux above
as the points between the spectra witliatient cuts irs izeare b 9 9 g

00 GeV is computed with a statistical precision of about 10%
strongly correlated (the same Crab Nebula sample was used Qe FigZ4). Three short data runs (with a much higher rel-
obtain each of them). In this case, the situation is oppasite

the one with the enerav threshold varving with the zenithen ative statistical error of the flux estimation, 20%) were re-

of the observations F%yr the underesti)r/na%ed light scalsgbe ¥ moved from this study. Fitting the points with a constant we
. o _ _ i iny?/Ngos = 1 rr ndin fit pr ility of

tra at diferent size cuts are still consistent between each oth obtainy®/Naos 06/50, corresponding to a fit probability o

e 6 . .. . .
. ) .7-107°. Th r fthe indivi I poin ~ 15% -
thus no constraint on the absolute light scale can be drawn. Oé o e spread of the individual pointsdg 5%, sug

the other hand, for the overestimated light scale, the fltir ra gesting a rela_tive run-to-run systematic _unggrtaintyboﬂ%.
while going to Ié)wer energies has a characteristic’ V-shpst( Note, that while 50 far there was no variability ot.)se.rve.d.n‘ro
visible with red curves in Fig_23). Going to lower energiesthef.crab Nebula, it is not excluded that a small intrinsid-var
it first slightly drops (due to the dirécffect on the collection ability, belqw the accuracy of the current .IACTS. 'S presant a
area) and then sharply increases (consistent with a piksFeqt the source itself. Therefore, t_he valges derived with theshad
from the bias in energy estimation below the energy threhol can b_e treated as conservative estimates of the run to run sys
Combining both methods we validate that the systematic unt—ematIC u_ncertamty_of the MAGI.C telescopes. Adding Sl.JCh a
. systematic uncertainty of 11% in quadrature to the steskti
certainty of the absolute energy scale of the MAGIC telessop

) e uncertainties of the individual points (see the dashed &aos
9 [in Aleksi¢ etal.; . i :
is below 15%, similarly to the one expectedlin A tal'm Fig[22), and performing a fit with a constant, we obtairt tha

)- the y?/Ngos = 46/50, nominally corresponding to probability
of 63%.
5.4. Systematic uncertainty in flux normalization and slope In the case of night-by-night binniriF is of the order of 5%.

. . Interestingly, this light curve can be fitted with a constiunt
Due to better camera and trigger homogeneity after the upv—vith 2 /Nao = 16.5/9, which corresponds to a barely accept-
grade and also lack of dead time in the readout the total sys- X [7%dotf = LB9/9, P y b

- 0 )
tematic uncertainity in the flux normalization is slighttywer able probability of 5.7%. We conservatively conclude ta t

. ) 0 ;
than evaluated in Aleksic L (2012a). We checked therzon _rela_tlv_e systematic errors are of the order of 11%. Thisealu

. . . o . is similar to the values before the upgrade of the MAGIC tele-
bution of the mismatch in cutfgciencies to the systematic un-

scopes Aleksic et al. (2012a) as well as to the one obtaiged b

i i [ 12% in the whole i i - o
cnergy 1ange. sompatble wih the 10-15% unceriatiogaue {1 E:S:S 1leScopes (Aharonian et 2006). It s e
gy range, P that most of this uncertainty is due to the atmospheric varia

analysis and datC discrepancies reported in_Aleksic et al. ..
- tions.
(@éﬁ). The fect on the spectral indices was smaller than the
statistical uncertainty obtained with this data sample. eafe
mate the uncertainty on the flux normalization to be 18% at lows. Conclusions
energies € 100 GeV) and 11% in the energy range of a few
hundred GeV. At the highest energies,1 TeV, due to more The upgrade of the readout and one of the cameras of the
pronounced M@lata mismatches the systematic uncertainty ifMAGIC telescopes have significantly improved their perfor-
a bit higher, namely 16%. The systematic uncertainity on thenance. The trigger threshold for low zenith observations is
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Figure 23: Spectra of the Crab Nebula obtained with the lavitzesample for dierentS izecuts and with scaled MC: -10%, -5%, no scat&%, +10% and+25%
(see the legend header irfférent panels). The spectra are obtained Bithecuts of 50 phe (black dots), 100 phe (green full circles), (208 (red empty squares)
and 400 phe (blue asterisks). At the bottom, smaller sulelpamith the ratio between a spectrum with a gi®izecut and the reference one 60 phe) is shown.
As a reference, two historical Crab Nebula spectra (MA! .[(2008b), and H.E.S[S. Aharonian étlal. (2008 )ysotted with a dashed and solid line.

18



x10° _ tematic uncertainty on the flux normalization was estimated
be 11-18%, and on the spectral slop@15. The part of the
systematic uncertainty which can change from one observati
run to another is estimated to be about 11%.

Thanks to the improvementin the performance achieved after
the upgrade, the MAGIC telescopes have reached an unprece-
dented sensitivity. Since then, five new VhiEay sources have
already been discovered by MAGIC. Among them, 3C 58, is the
least luminous pulsar wind nebula so far detected in the VHE

008t Lo y-rays (Aleksit et di], 2014d).
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