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Abstract

The large number of top quarks produced in proton-proton (pp) collisions at the Large
Hadron Collider facilitates precision measurements of top-quark properties that are crucial
for testing the consistency of the Standard Model (SM) of particle physics. In particular,
differential measurements of the top-quark pair (tt) production cross section are essential
for comparison with state-of-the-art predictions of Quantum Chromodynamics (QCD)
within the SM and for searches for new physics phenomena beyond it. In this thesis,
normalised differential tt cross sections are measured at a pp centre-of-mass energy of√

s = 8 TeV. The analysed dataset is recorded by the CMS experiment and corresponds
to an integrated luminosity of 19.7 fb−1. The tt production cross section is measured
differentially as a function of eighteen kinematic quantities of the top quarks and their
decay products. The achieved precision of typically 3− 7 % allows to distinguish between
different QCD predictions for several of the analysed quantities. In particular, the measured
tt production cross section as a function of the top-quark transverse momentum and its
impact on different top-quark related measurements, also outside the scope of this work,
is discussed in detail. In addition, the top-quark mass is determined from the normalised
differential cross section as a function of the invariant mass of the tt system and one
additional jet. The obtained result is compatible with other measurements, including the
world-average top-quark mass, within the achieved precision of about 1.5 %.

Zusammenfassung

Die große Anzahl an Top-Quarks, die in Proton-Proton (pp) Kollisionen am Large Hadron
Collider erzeugt werden, ermöglicht es, die Eigenschaften des Top-Quarks detaillierter
zu untersuchen als jemals zuvor und damit die Konsistenz des Standardmodells (SM)
der Teilchenphysik zu testen. Insbesondere differentielle Messungen des Wirkungsquer-
schnittes zur Produktion von Top-Quark-Paaren (tt) sind hierbei relevant – zum einen
für Vergleiche mit aktuellen Vorhersagen der Quantenchromodynamik (QCD) innerhalb
des SM und zum anderen für Suchen nach Physik jenseits davon. In der vorliegenden
Arbeit werden achtzehn normierte differentielle Wirkungsquerschnitte zur tt-Produktion
bei einer pp-Schwerpunktsenergie von

√
s = 8 TeV gemessen. Der analysierte Datensatz

wurde vom CMS-Experiment aufgezeichnet und entspricht einer integrierten Luminosität
von 19.7 fb−1. Der tt-Produktionswirkungsquerschnitt wird differentiell als Funktion von
achtzehn kinematischen Größen der Top-Quarks und ihrer Zerfallsprodukte gemessen.
Die typische Präzision von 3− 7 % erlaubt es, für verschiedene Größen zwischen unter-
schiedlichen QCD-Vorhersagen zu unterscheiden. Insbesondere die gemessene Verteilung
des Transversalimpulses der Top-Quarks und der Einfluss auf andere Messungen im Zusam-
menhang mit Top-Quark-Paaren, auch außerhalb dieser Arbeit, werden im Detail diskutiert.
Weiterhin wird die Masse des Top-Quarks aus dem normierten differentiellen Wirkungs-
querschnitt als Funktion der invarianten Masse des tt-Systems und eines zusätzlichen Jets
bestimmt. Die gemessene Top-Quark-Masse ist innerhalb der erreichten Genauigkeit von
etwa 1.5 % mit anderen Messungen und dem Weltdurchschnittswert verträglich.
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Chapter 1

Introduction

Humankind has arrived at a very high level of knowledge, skills and possibilities. One
of the driving forces behind this overwhelmingly successful evolution has always been
curiosity. What are the principles of nature? What are we made of? Where do we
come from? These are some of the essential questions – born by curiosity, motivating
science and triggering progress.

Particle physics can be seen in exactly this tradition. Trying to answer fundamental
questions like ”What are the constituents of matter?” and ”How do they interact and
build up the world as we know it?” has brought modern particle physics to the edge
of knowledge and technology. The challenge of particle physics can be compared to a
big puzzle game. Standing within a pool of millions of pieces, scientists need a lot of
creativity and endurance as well as a bit of luck from time to time to make progress.
From the particle physics point of view, high energy experiments are a successful and
powerful tool to find new pieces of the puzzle, identify fitting parts and test ideas of a
larger picture.
”Daß ich erkenne, was die Welt Im Innersten zusammenhält” [1] was the maxim of
Johann Wolfgang von Goethes Faust already more than 200 years ago, summarising
nicely the topic of modern particle physics.

The knowledge collected in particle-physics experiments until now manifests itself in
the so-called Standard Model (SM) which is able to describe a large part of nature with
a fairly small number of fundamental building blocks and principles. Nevertheless, the
Standard Model itself cannot be the final answer as several key questions remain unan-
swered. How does gravity fit into this picture? What is the gravitationally interacting
dark matter that we know from astronomy? What is this mysterious dark energy that
leads to an accelerating expansion of the universe? All these questions remain unsolved
in the SM, suggesting that it is only a step forward but not the final destination.

The latest high energy physics experiments at the Large Hadron Collider (LHC)
at CERN, Geneva, were able to extend the SM by another missing piece – the Higgs
boson. This could answer the question for the origin of particle masses, embedding the
experimental fact that elementary particles possess mass in the theoretical concept of
the SM through the so-called ”Higgs Mechanism”. The discovery of the Higgs boson

1



2 Introduction

was doubtlessly the largest success of the LHC so far. Recognised in media around
the world, the eyes of the world were focused at CERN for at least one moment. The
discovery of the Higgs Boson facilitated the awarding of the physics nobel prize 2013 to
François Englert [2] and Peter W. Higgs [3] ”for the theoretical discovery of a mechanism
that contributes to our understanding of the origin of mass of subatomic particles, and
which recently was confirmed through the discovery of the predicted fundamental particle,
by the ATLAS and CMS experiments at CERNs Large Hadron Collider.” [4]

A bit outside the public focus, the LHC produced an incredible number of several
thousand publications with many new results, measurements with to date unmatched
precision, or world’s best exclusion limits for new physics theories. These results are
highly relevant to test the SM in all possible ways. It is widely accepted that the SM is
not the final word in particle physics. At least an extension or modification is needed.
Maybe the SM will reveal itself as an effective theory which is valid only at low energies
much smaller than the Planck scale of O(1019 GeVa). The challenge for theoretical
particle physics is to develop an improved theory that is able to reproduce the various
high precision predictions of the SM.
Several promising concepts have been developed, ranging from Supersymmetry (SUSY) [5]
and extra dimensions [6] up to string theory [7,8]. However, no final answer has been
found yet. Therefore, it would help to get some inspiration from experimental particle
physics. This could in principle happen in two ways. One possibility is to discover a
signature beyond the SM (BSM), either predicted by a new theory (e.g. SUSY) or
something completely unexpected (e.g. a new fundamental particle). Another possibility
is to probe the SM predictions with very high precision and to identify their limitations.
The LHC offers the chance to follow both strategies. With its large centre-of-mass en-
ergy, the high integrated luminosity and the high quality of the recorded data, the LHC
facilitates the research of the fundamental building blocks of nature, their properties
and dynamic interplay in unmatched precision and variety.

One of these fundamental building blocks is to our best knowledge the top quark.
Being not incorporated in stable matter, the top quark can only be studied in high
energy physics experiments. Understanding top-quark physics is highly relevant in
many aspects. Through its fast decay, the top quark gives direct access to the bare
quark and its dynamics which within the SM is described by the theory of Quantum
Chromodynamics (QCD). Therefore, investigating top-quark production in detail is a
precision test for perturbative QCD calculations. The experimental results might give
evidence for higher order effects as well as to potential new physics effects modifying
the production process. One possible scenario is a hypothetical new heavy resonance [9]
decaying into top-quark pairs.
With the discovery of the Higgs boson, the top quark has yet another key role. Due
to its large mass of approximately 173 GeV the top quark is expected to possess the
largest Yukawa coupling to the Higgs boson. Testing the interplay of Higgs boson and
top quark is therefore one of the most important ingredients to reveal whether the

aNatural units c = ~ = ε0 = 1 are used in this thesis. Consequently, energy, mass and momentum
possess the dimension of energy and are expressed in units of electron Volts ( eV) while the electric
charge is given in units of the elementary charge e.
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discovered Higgs boson is really the SM Higgs boson or e.g. just one out of several within
a BSM scenario. Furthermore, the precise measurement of the top-quark mass provides
insight to such fundamental questions as the stability of the electroweak vacuum [10]
and therefore the fate of our universe.
Hence, knowing the properties of the top quark with high precision is important to
improve our understanding about the essence of nature and is a direct gateway to
potential new physics phenomena.

Within the last years, top-quark physics has seen a drastic change. Discovered
in 1995 [11, 12] and previously produced only in the Tevatron experiments at Fermi-
lab (USA), the top quark was rediscovered by the LHC already with the first data.
Subsequently, the production of top-quark pairs [13] as well as of single top quarks [14,15]
has been observed. A large dataset of about 850,000 (4.8M) top-quark pair events
(tt) at

√
s = 7 TeV (8 TeV) has been recorded by the ATLAS and CMS collaboration

respectively. It allows a detailed study of the top quark, its production mechanism and
properties. The LHC is therefore a real Top Factory, facilitating an important step
towards precision measurements in the top-quark sector, which allow to push back the
boundaries of knowledge in this field of particle physics further than ever before.

The large available LHC data sample offers the possibility to investigate the tt
production cross section differentially as a function of many top-quark related kinematic
quantities. Such measurements are precision tests for perturbative QCD predictions,
are sensitive to potential new physics phenomena and can be used to extract funda-
mental parameters as the top-quark mass (mtop) or the strong coupling constant (αS).
Moreover, they are useful input in electroweak fits and to improve the precision of
Parton Distribution Functions.
In the past, first differential tt cross sections have been measured at the Tevatron by
CDF [16, 17] and D0 [18, 19] with large, predominantly statistical uncertainties of
typically 20% and a limited set of quantities. After pioneering studies with early LHC
data [20,21] (also within this thesis project), first normalised differential tt cross sections
are measured by the ATLAS [22] and CMS [23–27] collaborations (also within this work)
using the LHC datasets at

√
s = 7 TeV and 8 TeV. In contrast to the Tevatron results,

these measurements are performed for an extended list of quantities and are limited
predominantly by systematic uncertainties, achieving a typical precision of 5− 10%.

In this work, semileptonically decaying top quarks with one isolated lepton and at
least four jets out of which two jets are associated to b quarks are analysed. Within the
work of this thesis, a strategy for differential cross section measurements is developed,
contributing largely to first measurements with

√
s = 7 TeV CMS data, which are

published in [25, 28]. Furthermore, a preliminary result using approximately half of the
CMS dataset at

√
s = 8 TeV, which is based on this work, is published in [26]. Improv-

ing and extending these previous measurements, the analysis presented in this thesis
focuses on the full 2012 LHC proton-proton (pp) collision dataset at a centre-of-mass
energy of

√
s = 8 TeV recorded by the CMS experiment. This dataset corresponds to an

integrated luminosity of 19.7 fb−1. The large integrated luminosity and the high quality
of the data facilitate a differential cross section analysis with an improved precision and
to date unmatched richness of detail. Normalised differential tt cross sections 1

σ
dσ
dX

are



4 Introduction

measured as a function of eighteen different kinematic quantities X related to single
top quarks, the tt system and the observed final-state leptons and jets with a typical
precision of 3− 7%. An overview of all cross section quantities and the corresponding
phase space of the measurements is illustrated in Table 1.1.
In addition to the cross section measurements, the determination of the top-quark mass
from normalised differential cross sections is studied.

Object Kinematic Quantities
Phase Space of

the Measurement

tt System ptt
T, ytt, mtt

extrapolated
parton level

Top Quarks pt
T, pt

T (t̄t com),

plead t
T , psublead t

T , yt,

∆φ (t,̄t) = φt − φt̄

Lepton (e/µ) pl
T, ηl

visible
particle level

Jets Njets

B Jets pb
T, ηb

bb System mbb, pbb
T

Lepton-B Jet System mlb

tt + Additional Jet System ρS= 2·170 GeV
mttj

Table 1.1: List of all objects and their kinematic quantities for which normalised
differential cross sections are determined

.

The structure of this thesis is as follows: An overview of the SM is given in Chapter 2
and an introduction to top-quark physics in Chapter 3, followed by a description of the
experimental setup of the LHC experiment and CMS detector in Chapter 4. Details on
the analysis dataset and simulation tools are listed in Chapter 5 and object definitions,
data driven corrections and the event selection to obtain a high purity tt sample are
detailed in Chapter 6. Subsequently, the kinematic reconstruction of the top quarks
from the measured final-state objects with a constrainted kinematic fitting procedure
is discussed in Chapter 7. In Chapter 8 the calculation of the cross sections and the
definition of the visible particle level phase space and the extrapolated parton level
phase space is discussed. Furthermore, the applied regularised unfolding technique that
is used to correct for efficiency, acceptance and migration effects is introduced and
studied in Chapter 9. All systematic uncertainties are discussed in Chapter 10 and the
cross section results are presented in Chapter 11. The transverse momentum of the top
quarks reveals itself as not perfectly modelled by all SM predictions and is therefore
investigated in detail in Chapter 12. Using a measured normalised differential cross
section as input, the extraction of the top-quark mass is studied in Chapter 13. Finally,
conclusions are drawn and an outlook is given in Chapter 14.



Chapter 2

The Standard Model of Particle
Physics

In our understanding of nature to date, matter is composed of fundamental building
blocks. This idea dates back several thousand years to ancient philosophers but is
still valid and the key idea of modern particle physics. The interaction between these
fundamental building blocks of nature forms the world as we know it. Build up over
time and recently extended by the discovery of the Higgs boson, the Standard Model
(SM) of particle physics reflects humankinds best approach to describe the structure
and dynamics of nature. A short overview will be given in this chapter while a more
detailed introduction of the SM can be found e.g. in [23,29–33].

2.1 Phenomenological Overview and Particle Con-

tent

The key idea of the SM is that elementary particles are the fundamental building blocks
of nature. They are indivisible, point-like, structureless objects, characterised by their
intrinsic properties: mass, spin and the so-called quantum numbers, which describe the
dynamics of each particle. The SM is based on fermions with spin 1

2
and bosons with

integer spin.

The twelve fermions are ordered by their mass into three generations. Within each
generation, one distinguishes two quarks and the two leptons. Quarks are mainly
characterised by their (in contrast to the leptons) non-vanishing colour charge C. Three
linear independent colour states exist i.e. referred to as red, blue, green. Another
quantum number that characterises the particles is the elementary electrical charge
(Q). Quarks can have Q = +2

3
(up-type: up quark u, charm quark c, top quark t) or

Q = −1
3

(down-type: down quark, strange quark, bottom quark). Leptons can have
Q = +1 (electron, muon, tauon) or Q = 0 (neutrinos). In addition, an antiparticle exist
for each particle. Each antiparticle is characterised by inverted quantum numbers (e.g.
Qantiparticle = −1 ·Qparticle) but besides this identical properties (e.g. mass, spin) with

5
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respect to the particle as listed above. For particles with C 6= 0, the colour charge of
the corresponding antiparticle is give by the corresponding anticolour (antired, antiblue
and antigreen).

The elementary particlesa are dynamic objects which can interact with each other
depending on their quantum numbers. Within these interactions, particles can be
converted into different particles or form stable states of matter. These processes follow
several rules, e.g. energy, spin, momentum and charge conservation. The dynamics
of each particle is described by its properties. The lightest particles are stable while
single particles with larger masses are only short-lived. Therefore, the fermions of the
first generation are stable. In a simplified picture, they represent the tool kit to build
up stable matter. Up- and down-quarks form the proton (p=uud) and the neutron
(n=udd). Together with the electron, they are the building blocks of all atoms which
form more complex objects.
All particles of the SM, their spin, electrical charge, mass and interactions, which will
be detailed in the following, are summarised in Figure 2.1.

The SM describes three fundamental interactions: the electromagnetic, the weak
and the strong interaction. These interactions are described by the exchange of spin 1
gauge bosons. The strengths of the interactions depend on the related quantum number
of the participating particles, i.e. the specific charges g. Each interaction refers to one
specific quantum number.

All particles with an electrical charge (Q 6= 0) participate in the electromagnetic
(EM) interaction which is mediated by the massless and electrically neutral photon.
The EM interaction describes e.g. the dynamics of atoms.

The weak interaction is mediated by the heavy W and Z bosons and couples to all
particles carrying weak charge, i.e. all leptons, quarks and also the W and Z bosons
themselves. The W boson exists in two stages with electrical charge Q = +1 and Q = −1.
In contrast, the Z boson carries no electrical charge (Q = 0). The weak interaction
describes e.g. the decay of free neutrons. Its strength is suppressed by the relatively
large masses of the W and Z bosons (mZ = 91.2 GeV, mW = 80.4 GeV ≈ 157, 000 ·me)
for energy scales below these masses.

Furthermore, the weak interaction violates parity maximally. This means that its
behaviour is not symmetric under spatial point-reflections defined by the chiral symmetry.
The W bosons couples only to left-chiral particles and right-chiral antiparticles. The Z
boson couples with different strengths to left-chiral and right-chiral particles. Chirality
is a fundamental property of the elementary particles. The two different states of
chirality are for massless particles equal to the helicity, i.e. the projection of the spin
onto the momentum.

Another special property of the weak interaction is the coupling of the W bosons
to different fermion (flavour) types. The W-bosons couple either to a neutrino and a
charged lepton (e.g. W→ eνe) or to an up-type and a down-type quark (e.g. W− → ūd).

aIn this thesis, the expression particles refers to particles as well as antiparticles if not specified
differently.
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Usually, this involves only the flavours of the same generation. For quarks, also flavour-
changing couplings involving more than one generation are observed (e.g. W− → c̄d).
Mass and flavour eigenstates of quarks are not equal. The relation and therefore also the
probability for the mixing of different flavours is described by the Cabibbo-Kobayashi-
Maskawa (CKM) matrix:

CKM =

 Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 . (2.1)

In general, the CKM matrix can be parametrised by three mixing angles and one
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Figure 2.1: Overview of the elementary particles of the SM. The listed properties are
their electrical charge (Q), Spin (S) and measured mass (m). The possible colour states
of quarks and gluon are illustrated with coloured dots. The measured masses are taken
from [32]. The limits on the neutrino masses are concluded from the most precise
direct measurement for the electron neutrino and the negligible small mass differences
measured in neutrino oscillation experiments. The gluon mass is a theoretical value.
The curly brackets indicate the participating particles for the interactions and the
coupling to the Higgs boson.
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(CPb-violating) phase. The magnitudes of the single CKM elements are given by:

CKM =

 0.97427± 0.00015 0.22534± 0.00065 0.00351+0.00015
−0.00014

0.22520± 0.00065 0.97344± 0.00016 0.0412+0.0011
−0.0005

0.00867+0.00029
−0.00031 0.0404+0.0011

−0.0005 0.999146+0.000021
−0.000046

 . (2.2)

The quoted values are taken from a SM fit to all available measurements related to the
CKM matrix [32]. Large diagonal entries and small but non-zero off-diagonal entries
imply the preference of flavour-changing processes within one generation. Especially
the mixing of the third generation with the other two generations is suppressed.
The weak and the electromagnetic interaction can be described in the SM within a
unified electroweak theory.

The strong interaction between all particles carrying colour charge is mediated by
the massless gluon. Besides the quarks (antiquarks) which carry colour (anticolour),
the gluon itself carries colour and anticolour and exists in eight different colour states.

At high energies (=small distances), quarks and gluons behave like free particles
(asymptotic freedom). In contrast, the potential energy of the strong interaction field
increases for low energies (=large distances) until the stored energy is large enough to
create new particles out of the vacuum. Consequently, bare quarks and gluons cannot
be observed. The phenomena of confinement leads to the formation of colour neutral
states composed of several quarks (hadrons). In analogy to chromatics, colour neutral
states are built by combining either a quarks and an antiquark with the respective
anticolour or several quarks or antiquarks containing all three colours or anticolours.
Hence, free quarks or gluons will generate new colour charged objects until finally only
colour neutral hadrons remain. This process is called hadronisation. Hadrons composed
of three quarks are called baryons and hadrons composed of quark and antiquark are
called mesons. The most prominent example for a stable baryon is the proton.

In detail, the structure of hadrons is more complex. The dynamic between the two or
three valence quarks results in a constant gluon exchange between them. These gluons
can produce themselves gluons or virtual pairs of quark and antiquark (sea quarks)
which will finally annihilate and be reabsorbed by the valence quarks. Each gluon and
sea quark carries only a small amount of the total energy of the proton in comparison
to the valence quarks. The exact distribution of the proton energy to the underlying
elementary particles, which are in this context often called partons, is described by the
Parton Distribution Functions (PDFs). The PDFs are discussed in more detail in the
context of top-quark pair production at the LHC (Chapter 3.1).

In contrast to the gauge bosons, the Higgs boson is a spin 0 particle. Being the latest
discovered particle of the SM [34,35], it is the physical manifestation of the omnipresent
Higgs field that explains the masses of all elementary particles via the Higgs mechanism
(see Chapter 2.4). For fermions, the coupling strength for the interaction with the Higgs
boson scales linearly with the particle mass. Therefore, the coupling strength of the
top quark to the Higgs boson is the largest of all known SM particles.

bThe CP symmetry is defined as invariance under the combined charge and parity transformation.
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The discovery of the beforehand only theoretically motivated and predicted Higgs
boson is the latest success of the SM. It complements the extraordinary good description
of nature by the SM which has been experimentally verified in many measurements
and with high precision.

Nevertheless, the SM has its limitations as it cannot describe everything (yet).
Gravity, the fourth fundamental interaction known in nature, is currently not included
in the SM. Due to the size of the observed particle masses, the expected strength of
gravitational interactions between fundamental particles is negligible in comparison to
the other interactions and can be safely neglected at the currently achievable energy
scales. Moreover the mysterious dark matter which is observed in astronomy, e.g. via
rotation curves of stars, gravitational lensing effects or the movement of galaxy systems,
is not explained by the SM. Also other fundamental questions like the origin of the
mass hierarchy remain unanswered. As this thesis focuses on top-quark physics within
the SM, the limitations of the SM will not be detailed further.
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2.2 Lagrangian and Gauge Invariance

The mathematical principles of the SM are quantum field theories. Within this formu-
lation, all fermions are represented by quantised spinor fields and all gauge bosons by
quantised vector fields. All information is encoded in the Lagrangian density (L), which
is a scalar function of all particle fields. In analogy to classical mechanics, the equations
of motion are derived assuming a stationary action (δA = 0), where the action A is
defined as the time integrated Lagrangian density:

A =

∫
L dt. (2.3)

Interactions are introduced by the principle of local gauge invariance of L under
specific gauge transformations. These gauge transformations (U) are unitary local
transformations for the fermion spinors (Ψ):

Ψ→ Ψ′ = UΨ. (2.4)

Local gauge invariance means that the action A(L) remains unchanged for the trans-
formed fields Ψ′ for every space-time point x:∫

L (U(x)Ψ) dt =

∫
L (Ψ) dt. (2.5)

This is the case if the Lagrangian density remains unchanged up to a total derivative.
Fulfilling these requirement leads to the introduction of additional terms in L which
are interpreted as interaction terms. The choice of U leads to the different interactions.
The coupling constants α for each interaction is related to the corresponding charge g
(see Chapter 2.1) of the interactions:

α ∝ g2. (2.6)

Finally, the dynamics of the SM arises from the postulation of local gauge invariance
under U(1)⊗SU(2)⊗SU(3) transformations.

Within the U(1)Y⊗SU(2)L symmetry, the electromagnetic and weak interaction are
described in a unified theory. The SU(2)L affects only the left-chiral parts of fermion
states. This leads to the observed parity-violating nature of the weak interaction.
Therefore, the SM fermions are arranged in left-chiral (index ”L”) doublets and right-
chiral (index ”R”) singlets of the SU(2) flavour space, e.g. for the first generation
fermions: (

νe

e

)
L

, eR,

(
u
d

)
L

, uR, dR. (2.7)

The U(1)Y symmetry is defined in the space of the weak hypercharge (Y), which is
constructed from the electromagnetic charge and the third component of the weak isospin
quantum number (T3

c). From the combination of the U(1)Y and SU(2)L symmetries, all

cFor the doublet representation of the fermions, T3 is ± 1
2 while T3 is zero for all right-chiral

fermions.
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properties of the weak and electromagnetic interaction are derived, e.g. the physically
measurable photon and Z boson are obtained as superpositions of one gauge boson of
each gauge symmetry.

Finally, the SU(3)C symmetry in the colour space (C) is described by the theory of
Quantum Chromodynamics (QCD) and characterises the strong interaction.

It is one of the large successes of the SM that the at first sight complex and different
interactions can be naturally derived from L by the common and simple assumption of
local gauge invariance.
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2.3 Perturbation Theory and Renormalisation

An important observable in particle physics is the cross section σ. It is a measure for
the probability with which a specific physics process (e.g. gg→ tt) occurs. In principle,
σ can be derived interpreting the Lagrangian density. However, the exact calculation
involves infinitly many contributions.

As not all contributions are equally relevant and not all contributions can be taken
into account, an approximation for the calculation of σ is needed. Using perturbation
theory for such calculations, the solution for σ is expanded in orders of the coupling
constant α. The single terms of the expansion can be illustrated using Feynman
diagrams.

t

t̄

g

g

g
t

t̄

g

g g

g t

t̄

q

q̄

g

g

Figure 2.2: Exemplary Feynman diagrams for the process gg → tt in the s-channel:
LO contribution (tree level, left) and higher order contributions with a real emission
(additional gluon from initial state radiation, middle) and a virtual loop correction (qq
loop, right).

In this illustration, the leading order (LO) contribution represents the most simple
process (e.g. Figure 2.2 left) while higher orders correspond to processes that involve
additionally produced particles (e.g. Figure 2.2 middle) or loops (e.g. Figure 2.2 right).
For α� 1 the perturbative expansion of σ holds and calculating only the first terms of
the expansion will give a good approximation for the result.

One conceptional problem is that splitting up the calculation in this perturbative
expansion leads to divergences appearing in the calculation of separate contributions, i.e.
of virtual loop contributions. These divergences would cancel with other contributions
if all orders of the expansion would be taken into account. To allow the calculation
of finite solutions at any order of perturbation theory, a renormalisation procedure is
needed.

This procedure involves the introduction of a renormalisation scale µR which equals
a cut-off scale for the considered momenta in the calculation of the loop contributions.
The remaining divergences are absorbed in the redefined (renormalised) quantities, e.g.
coupling constants. As a consequence of this renormalisation, the coupling constants
become µR depended. The renormalised coupling constants α(µR) are the measurable
observables. Their value is finite and divergences occur only in the non-physical, bare
parameters of the Lagrangian density. Typically, µR is identified with the typical energy
or momentum scale of the process, e.g. the momentum transfer Q or the invariant mass
m of a produced particle.

The renormalised strong coupling constant (αS(µR = Q2)) of QCD is given at leading
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order by:

αS

(
Q2
)

=
12π

(33− 2nf) ln Q
2

Λ
2
QCD

, (2.8)

Λ2
QCD = µ2 exp

( −12π

(33− 2nf)αS(µ2)

)
. (2.9)

Here, µ denotes a reference scale and αS(µ) the value at this reference scale, e.g.
αS(m2

Z) ≈ 0.118 [32]. Furthermore, nf denotes the number of quark flavours contributing

to the virtual loops and depends on the energy scale as only quarks with
(
2mq

)2 ≤ Q2

contribute.

A common semi-classical interpretation of the running couplings is given by a simple
picture. The physical couplings α(Q2) are not predicted by the underlying theory of the
SM and have to be measured. The charge determines the measured coupling strength α.
Every particle can create via loop processes additional particles which carry themselves
charge. This leads to a screening of the bare charge. When measuring α, the energy
scale Q2 is a measure of the probed distance. The effective charge ’seen’ in the process
and therefore also the measured value for α depends on the probed distance. For small
differences (large Q2) more of the bare charge is seen. Therefore, different values of α
are measured for different values of Q2.

As nf is maximally six, αS decreases for larger values of Q2. For Q2 →∞ this results
in the previously discussed asymptotic freedom and the validity of perturbation theory
on short scales. In contrast, αS becomes large for Q2 → Λ2

QCD (O
(
ΛQCD

)
≈ 100 MeV)

where perturbation theory is not applicable anymore and the process of hadronisation
starts.
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2.4 Electroweak Symmetry Breaking and Particle

Masses

Understanding the mechanism that generates the masses of the known SM particles
is one of the most important issues in modern particle physics. The introduced Higgs
mechanism [2, 3, 36] is vitally discussed as the discovery of the Higgs boson at the
LHC [34,35] allows a deeper insight than ever before.
A more detailed summary of the Higgs mechanism can be found e.g. in [32,37] and only
a short overview of the SM Higgs mechanism will be given in the following.

In the SM without Higgs mechanism, the Z and W± bosons would be massless as
any other gauge boson, but their masses are measured with high precision, e.g. by the
LEP experiment [38]. Simply adding mass terms for the Z and W± bosons directly to
the Lagrangian density is not possible without violating gauge invariance. Therefore,
the Higgs mechanism is introduced by postulating a self-interacting complex doublet of
scalar fields Φ. The Higgs potential V(Φ) is given by:

V(Φ) = µ2Φ†Φ + λ
(

Φ†Φ
)2

. (2.10)

The two parameters µ and λ describe the shape of the potential. For µ2 < 0 and λ > 0,
the potential has the shape of a Mexican hat and the minimum energy state is not at 0

but has a vacuum expectation value of v =
√
−µ2 · λ−1.

This breaks the U(1)Y⊗SU(2)L electroweak symmetry spontaneously. The non-vanishing
vacuum expectation value v ≈ 246 GeV is the scale of electroweak symmetry breaking
(EWSB).

As a consequence of the introduced Higgs field, three massless Goldstone bosons are
generated, which are absorbed to give masses to the Z and W± bosons. Furthermore,
the masses of the SM fermions are described by Yukawa interactions with the Higgs
doublet. To explain non-zero neutrino masses as concluded from the observed neutrino
oscillations [39, 40], it is possible that the Higgs mechanism plays a role but is not
entirely responsible for the generation of their masses. Either other mechanisms are
needed in addition or right-chiral neutrinos and left-chiral antineutrinos must exist,
which cannot be observed due to the parity-violating nature of the weak interaction.

Besides the previously discussed three massless Goldstone bosons, one degree of
freedom of the complex doublet Φ remains. It manifests itself in a new fundamental
scalar particle, the Higgs boson. The mass of the Higgs boson is given as:

mH =

√
λ

2
v (2.11)

and thus a free parameter of the SM. To date LHC results measure the Higgs boson
mass to be 125.9± 0.4 GeV [32]. The coupling of the Higgs boson to other fermions
is described by Yukawa interactions and the coupling strength is proportional to the
fermion masses. Furthermore, the Higgs boson couples also to the SM bosons and to
itself. The coupling strength between Higgs boson and other bosons V is proportional
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to m2
V. The coupling strength of the Higgs boson self coupling is proportional to m2

H

and therefore to λ, which is consequently called the Higgs self-coupling parameter.
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Chapter 3

Top-Quark Phenomenology

Among all known particles of the SM, the top quark plays a special role. The main
reason is its mass of mtop ≈ 173 GeV which is larger than for all other elementary
particles currently known.

Within the SM, the existence of a third quark generation was theoretically motivated
to explain CP violation in 1973 [41]. After its postulation the direct experimental
discovery of the top quark took 20 years. The a priori unknown and large mass of
the top quark necessitated a collider experiment with at this time unmatched high
centre-of-mass energy (

√
s).

In 1995, the Tevatron experiments CDF [11] and D0 [12] at Fermilab (USA) managed
to observe the direct production of top-quark pairs in proton-antiproton (pp̄) collisions
at
√
s = 1.8 TeV with a five sigma significance. After the discovery of the top quark,

the Tevatron collider was the only tool allowing the study of top quarks for more than
15 years.

Since 2010, top quarks are also produced in pp collisions at the LHC. The LHC
datasets recorded at a centre-of-mass energies of

√
s = 7 TeV (2010-2011) and

√
s =

8 TeV (2012) contain about 850, 000 and 5, 000, 000 top-quark pairs per experiment
respectively.
The analysis presented in this thesis is based on pp LHC collision data at

√
s = 8 TeV.

An overview of top-quark phenomenology will be given in the following. A more detailed
overview on top-quark physics can be found e.g. in [42,43].

Top-quark production in hadron collider machines with focus on the production
of top-quark pairs in pp collider experiments is discussed in Chapter 3.1. The decay
of the top quark and the observable final states of top-quark pairs are detailed in
Chapter 3.2. The top-quark mass is discussed in Chapter 3.3 while the relevance of
the top quark in consideration of the Higgs discovery and physics beyond the SM is
detailed in Chapter 3.4.

17
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3.1 Production Mechanisms at Hadron Colliders

The majority of the top quarks which are studied in hadron collider experiments is
produced in pairs (one top quark and one antitop quark) but also the production of
single top quarks can be observed. Other processes like the production of two top-quark
pairs is very rare and will not be discussed further.

3.1.1 Top-Quark Pair Production

The production of top-quark pairs in pp and pp̄ collider experiments is characterised by
the strong interaction. The initial state allows for quark-antiquark (qq̄) annihilation
and gluon-gluon (gg) fusion production modes in LO. The corresponding Feynman
diagrams are shown in Figure 3.1. At NLO, top-quark pairs can also be produced from
quark-gluon initial states. For higher order processes with additionally produced real
quarks or gluons one differentiates between initial state radiation (ISR) and final state
radiation (FSR). ISR involves the initial state partons and FSR the final state top
quarks or their decay products.

t
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t

t̄

g

g

g

t

t̄

g

g

t

t̄g

g

Figure 3.1: Feynman diagrams of LO top-quark pair production from the quark-
antiquark initial state (top left) and from the gluon initial state (top right, bottom).

The total tt production rate for a pp collider experiment is given by the total inclusive
cross section σpp→tt. In the regime of asymptotic freedom, σpp→tt can be factorised in
the partonic cross section σ̂ij→tt and the PDFs. The partonic cross section describes
the perturbatively calculated hard process (e.g. ij = gg → tt) at small distances (see
Chapter 2.3) while the long-distance effects of the partons inside the hadrons are
described by the PDFs. Both energy regimes are separated by the factorisation scale
µF. A typical choice of µF is the energy transfer of the hard process (Q), which will be
used in the following.

Using the factorisation theorem, σpp→tt is given by the convolution of the partonic
cross section with the PDFs fi(x,Q), involving an integration over all momentum
fractions x1 and x2 of the two partons of the initial state and a sum over all possible
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initial state partons i and j:

σp1p2→tt =
∑

(i,j)∈(g,q,q̄)

1∫
0

1∫
0

(
σ̂ij→tt

)
· fp1

i (x1,Q) · fp2
j (x2,Q) · dx1dx2. (3.1)

In general, the total inclusive cross section σpp→tt depends on the factorisation scale µF,
the renormalisation scale µR (see Chapter 2.3), the strong coupling constant αS(µR),
the partonic centre-of-mass energy

√
ŝ and the top-quark mass (mtop). For

√
s = 8 TeV,

the total inclusive cross section is in the order of σpp→tt = 245.8 pb [44], mainly
depending on the choice of the scales (here µF = µR = mtop), the top-quark mass (here
mtop = 173.3 GeV), and the PDFs (here MSTW2008nnlo).

The PDFs describe the number density of gluons and all specific quark types as
function of the proton momentum fraction x they carry for a given energy scale Q. In
Figure 3.2, the PDFs for an energy scale in the order of top-quark production are shown.
In a simplified picture, the three valence quarks of the proton (uud) carry x = 1

3
of the

proton momentum. The presence of additional gluons and quarks (see Chapter 2.1)
leads to a more complicated situation. In processes of large energy transfers Q, more
gluons and sea quarks can be resolved (see Chapter 2.3) and dominate the PDFs for low
values of x. PDFs have been measured experimentally e.g. in deep-inelastic scattering
processes at the electron-proton collider HERA [45].
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Figure 3.2: Parton Distribution Functions (PDFs) of the proton. The PDFs for the
valence quarks (uv, dv), sea quarks (S) and the gluons (g) are shown as function of
the proton momentum fraction x for an energy scale of Q = 100 GeV. The values
correspond to the HERAPDF1.5 NLO PDF set. The figure is taken from [46].

For pp collider experiments like the LHC, the predominant tt production mechanism
is via gg fusion (about 90%). The qq̄ annihilation production mode is suppressed in
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comparison to pp̄ collider experiments because antiquarks occur only as sea quarks.

As the top quark is the heaviest known SM particle, a higher minimal centre-of-mass
energy

√
s for its production is needed in comparison to other particles. The minimal

energy needed for the production of a top-quark pair is
√

ŝ = 2 ·mtop ≈ 345 GeV. The
centre-of-mass energy of the colliding hadrons (e.g. protons) is related to the partonic
centre-of-mass energy

√
ŝ via the proton momentum fractions x1 and x2 of the two

initial state partons: √
ŝ =
√

x1x2s. (3.2)

3.1.2 Single Top-Quark Production

In addition to the previously discussed production of top-quark pairs, also single top
quarks can be produced in hadron colliders. The production cross section for these
processes is lower because the production mechanism involves the weak interaction, i.e.
Wtb vertices. The possible LO Feynman diagrams (s-channel, t-channel and tW-channel)
are shown in Figure 3.3.
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Figure 3.3: Feynman diagrams of the LO production of single top quarks in hadron
colliders: s-channel (top,right), t-channel (top,left) and tW-channel (bottom).

In the t-channel, the top quark is created by a fusion of a b quark and a virtual W
boson. This channel is the predominant production mode for single top quarks at the
LHC with

√
s = 8 TeV. The charge of the initial state quark determines if a top quark

or an antitop quark is produced. For a pp collider, up quarks dominate the PDFs of
the valence quark. Therefore, the production of top quarks (σpp→t,t−channel ≈ 56.4 pb)
is preferred over the production of antitop quarks (σpp→t̄,t−channel ≈ 30.7 pb) [47].

In the s-channel, a W boson creates either a top and an antibottom quark or an
antitop and a bottom quark. This depends on the charge of the W boson, which is
determined by the charge of the initial state quarks. Therefore, the same argumentation
as for the t-channel holds and the production of top quarks (σpp→t,s−channel ≈ 3.8 pb) is
preferred over the production of antitop quarks (σpp→t̄,s−channel ≈ 1.8 pb) [47].

In the tW-channel, the top (antitop) quark is produced in association with a W boson.
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This production mode involves a gluon and a sea bottom (anti)quark in the initial state.
Therefore, the cross section is charge-symmetric (σpp→t̄,tW−channel = σpp→t,tW−channel ≈
11.1 pb) [47].

3.1.3 Kinematic Quantities for Leading Order tt Production

The kinematic quantities of the top quarks and the tt system from top-quark pair
production are measured within this thesis. Therefore, a short overview of these
quantities and their connection to the underlying production mechanism in pp collisions
is given in the following. A more detailed discussion can be found in [23]. For the
production of top-quark pairs at LO, no additional partons occur in the partonic final
state. For simplicity, only this case will be discussed further.

The invariant mass of the tt system (mtt) is at LO equal to the centre-of-mass energy
of the partonic interaction:

mtt
LO =

√
ŝ ≥ 2 ·mtop. (3.3)

Therefore, mtt is a measure of the momentum fractions of the initial state partons and
the pp centre-of-mass energy.

As the exact energy and momentum of the initial state partons from the proton is
unknown, it is beneficial for all momenta to differentiate between a longitudinal and
transverse component. The longitudinal component is chosen along the axis of the
initial proton flight direction (z-axis). The initial momentum value depends on the
PDFs of the initial state partons.
In contrast, the momentum of the initial state partons in the plane transverse to the
z-axis can be considered as zero. Therefore, momentum conservation can be applied for
this component and particle detectors are optimised for the measurement of transverse
momenta.
The longitudinal momentum pz is typically expressed by the rapidity y using the total
Energy E:

y =
1

2
ln

(
E + pz

E− pz

)
. (3.4)

Rapidity differences are invariant under Lorentz transformations.

The rapidity of the tt system (ytt) describes its boost in longitudinal direction and is
at LO determined by the ratio of the proton momentum fractions (x1, x2) of the initial
state partons.

Ett
LO = Eparton1 + Eparton2

=
√
s (x1 + x2) (3.5)

ptt
z,LO = pparton1 − pparton2

=
√
s (x1 − x2) (3.6)
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Using Equation 3.4 to 3.6 results in:

ytt
LO =

1

2
ln

(
Ett

LO + ptt
z,LO

Ett
LO − ptt

z,LO

)

=
1

2
ln

(
x1

x2

)
. (3.7)

The transverse momentum of the tt system (ptt
T) is a measure of the recoil against

additionally produced particles and therefore vanishes at LO:

ptt
T,LO = 0. (3.8)

Consequently, the produced top quarks are at LO back-to-back in the plane that is
transverse to the axis of the initial pp collision. Consequently, the difference in azimuthal
angle of the two top quarks in this plane (∆φ (t,̄t)) equals at LO π:

∆φ (t,̄t)LO = π. (3.9)

The transverse momentum of the top quarks in the tt rest frame (pt
T (t̄t com)) depends

on the scattering angle (θ∗) in the tt rest frame and the magnitude of the top-quark
momentum (ptop):

pt
T (t̄t com) = ptop · sin θ∗. (3.10)

For the LO process the magnitude of the top-quark momentum is given by the top-quark
mass and the partonic centre-of-mass energy:

ptop
LO =

√
(Etop

LO)2 − (mtop)2

Etop
LO =

1

2

√
ŝ

−→ ptop
LO =

√
1

4
(
√

ŝ)2 − (mtop)2. (3.11)

The top-quark transverse momentum in the detector rest frame (pt
T) is a convolution

of pt
T (t̄t com) and ptt

T. For tt production at LO pt
T and pt

T (t̄t com) are equal.
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3.2 Top-Quark Decay

3.2.1 Decay of Single Top Quarks

The decay of the top quark is characterised by the weak interaction. According to the
CKM matrix (see Equation 2.1 and 2.2), the top quark decays almost exclusively into a
W boson and a bottom quark (Vtb ≈ 1).

The top-quark decay is special due to the large top quark mass. The top quark is
besides the Higgs boson the only (currently known) particle which can decay into a real
W boson. Furthermore, the large mass leads to a large value of the decay width (Γt):

Γt ∝ m3
top (3.12)

≈ 1.3 GeV

which results in a very short lifetime (τt) of:

τt =
1

Γt

(3.13)

≈ 5 · 10−25s.

This is even a factor of approximately ten smaller than the time scale at which
hadronisation takes place (see Chapter 2.3):

τHad ∝
1

ΛQCD

(3.14)

≈ 3 · 10−24s.

Thus, top quarks decay too fast to build colour neutral objects and offer therefore the
unique possibility to study bare quarks. Hence, top-quark properties are perturbatively
calculable and can be directly studied experimentally. For example, all spin information
of the top quark is transmitted to its decay products and therefore experimentally
accessible.

3.2.2 Top-Quark Pair Final States

The different tt final states are characterised by the decay of the two W bosons. Each
W boson can decay either leptonically into a lepton and the corresponding antineutrino
or hadronically into a quark and an antiquark. Considering the mass of the W boson
and neglecting the flavour mixing, two different hadronic final states and three leptonic
final states are possible for each W-boson.

The final state of the tt system is then named fully hadronic (both W bosons decay
hadronically), dileptonic (both W bosons decay leptonically) and semileptonic (one W
boson decays hadronically and one leptonically). The possible flavour compositions
of the final state are illustrated in Table 3.1. The measured numbers for the relative
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abundance (called branching ratios (BRs)) are taken from [32] and assume lepton
universality. Counting all possible final states for the LO picture, neglecting flavour
mixing but considering the factor of three for quarks because of the three possible colour
states, the probability is 6

9
for a hadronic W-boson decay and 1

9
for each of the three

possible leptonic W-boson decays. This results at LO in an expected BR of 36
81

for the
fully hadronic and the semileptonic final state and a BR of 9

81
for the dileptonic final

state.

W+-boson decay︷ ︸︸ ︷
ud̄, cs̄ e+νe µ+νµ τ+ντ

W
−

-b
o
so

n
d
e
ca

y


ūd, c̄s 45.7 % 7.3 % 7.3 % 7.3 %

e−ν̄e 7.3 % 1.2 % 1.2 % 1.2 %

µ−ν̄µ 7.3 % 1.2 % 1.2 % 1.2 %

τ−ν̄τ 7.3 % 1.2 % 1.2 % 1.2 %

Table 3.1: BR of all possible tt final states, characterised by the decay of the two W
bosons. The quoted BRs correspond to the measured values in [32], assuming lepton
universality. The blue entries correspond to the e/µ+jets final state studied in this
thesis.

The decay of the top quarks can be calculated using the same techniques as for the
partonic production cross section. In principle, production and decay should be treated
simultaneously. Although the absolute value of the top-quark width is large, its relative
size with respect to the top-quark mass is small:

Γt

mtop

∝ 1

m2
top

(3.15)

≈ 0.0075.

This allows the application of the narrow width approximation, i.e. the separation of
the process into an on-shell top-quark production and the subsequent decay.

3.2.3 Characteristics of the Semileptonic tt Final State

The final state investigated within this thesis is the semileptonic final state with one
muon or electron (in the following called `+jets, e/µ+jets or simply signal). About
30% of all top-quark pairs are decaying into this final state. A Feynman diagram for
the semileptonic decay without additional radiation is shown in Figure 3.4.

The final state objects of the LO decay are one lepton (e or µ) and one corresponding
neutrino, two b quarks and two light quarks (u and d or s and c flavour). In higher
orders, additional particles can be produced, e.g. via FSR of the light and b quarks. For
simplicity, this case will not be considered further and only the LO scenario is discussed
in the following. The invariant mass of the two light jets and the invariant mass of the
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Figure 3.4: LO Feynman diagram for a semileptonic tt decay.

lepton and the neutrino form the W-boson mass of 80.4 GeV. Moreover, the invariant
mass of the W boson and the associated b-flavoured quark form the top-quark mass.
Invariant masses are used experimentally as constraints for the reconstruction of the
top quarks from the measured detector objects.

The final state muon or electron is directly measured by the particle detectors. In
contrast, the neutrino is only detected indirectly via a momentum imbalance in the
transverse plane (Emiss

T ). As discussed in Chapter 3.1.3 the initial state momentum in
the plane transverse to the initial flight direction of the protons is zero. Therefore, also
the sum of all transverse momenta of the final state objects is zero if all particles are
correctly detected. In the case of one neutrino, the measured transverse momentum
imbalance (Emiss

T ) equals the transverse momentum of the neutrino.

Due to confinement (see Chapter 2.1) all final state quarks result in a bunch of colour
neutral hadrons. Experimentally, the kinematics of each quark can be determined by
clustering all its decay products into one object (called jet). The concept of a jet is
illustrated in Figure 3.5. Furthermore, jets stemming from b quarks can be identified
using the flight distance of the B-hadrons before their further decay, which is in the
order of cτ = 500µm.

QCD processes beyond LO in perturbation theory can lead to additional partons in
the final state, which result in additional jets. One kinematic quantity involving these
additional jets is the distribution of the invariant mass of the tt pair and an additionally
produced jet (mttj). From this, the dimensionless observable ρS is constructed using a
scale m0 in the order of mtop:

ρS =
2 ·m0

mttj

, m0 = 170 GeV. (3.16)
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Figure 3.5: Sketch of proton-proton collision with a parton (quark or gluon) in the final
state, resulting in a collimated spray of particles, a jet. Taken from [48] and modified.

The measured distribution of ρS is expected to be sensitive to the top-quark mass [49].

Other physics processes that can mimic the e/µ+jets final state are the production of
leptonically decaying W or Z bosons accompanied by additional jets, the production of
QCD multi-jet final states or the production of single top quarks. Another background
process are tt events that are decaying into a different final state.

The e/µ+jets final state is a good compromise between BR and experimentally
manageable background processes.
In comparison, the dileptonic final state has an intrinsic lower background contribution
but a smaller BR and the fully hadronic final state has a larger BR but suffers from a
large QCD multi-jet background.
Semileptonic final states with a τ -lepton are experimentally challenging because in
contrast to a muon or electron the τ -lepton decays fast and has to be reconstructed from
its decay products. Moreover, the decay of τ -leptons result in additionally produced
neutrinos that make this final state particularly complicated.

Another advantage of the e/µ +jets final state in contrast to the dileptonic final
state is that the tt event topology can be reconstructed from the measured final state
objects. The method for the event reconstruction used in this thesis is discussed in
Chapter 7. Besides the z-component of the neutrino momentum, all final state objects
can be directly or indirectly measured. The missing component can be compensated by
the introduction of kinematic constraints, e.g. for the W-boson mass (m(`ν) ≡ mW).
In comparison, all final state objects are directly measured in the fully hadronic final
state but the presence of four indistinguishable light quarks results in an intrinsically
higher number of possible jet assignments to the underlying top quarks.
The difficulty for an event reconstruction in the dileptonic final state is that the kinematic
system is kinematically underconstrained due to the two neutrinos for which only the
sum of their transverse momenta is measured as Emiss

T . Therefore, additional constraints
need to be introduced for the reconstruction of the top quarks in the dileptonic tt final
state.
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3.3 The Top-Quark Mass

Its large mass leads to many unique properties of the top quark like the short lifetime
or the large coupling to the Higgs boson. Within this thesis, the measurement of the
top-quark mass from differential cross sections is studied and therefore, a short overview
about the definition of the top-quark mass and its relevance for the stability of the
electroweak vacuum will be given in the following. A more detailed overview can be
found in [43,50,51].

3.3.1 Definitions

Different concepts for the definition of the top-quark mass exist and especially the
relation of the measured top-quark mass to the theoretical mass definitions is frequently
under discussion.

Pole Mass

Using the Feynman Rules, an internal fermion line within a Feynman diagram is
described by a propagator. For massive fermions, this propagator has a pole at m− i

2Γ
.

The real part of this complex pole is called the pole mass (or on-shell mass).

MS Mass

Within perturbation theory (see Chapter 2.3), particle masses can be accurately defined
for high energies (short distances) involving a renormalisation procedure. The most
common renormalisation scheme is the modified minimal subtraction (MS) scheme [52].
The MS mass (or short-distance mass) defined within the perturbative expansion, is a
well-behaved parameter from the theory point of view.

The relation between the top-quark MS mass and the top-quark pole mass can be
exactly calculated and is in the order of 6%:

mMS
top ≈ mpole

top − 10 GeV. (3.17)

Experimental and Monte-Carlo Mass

Within the most precise top-quark mass measurements, the (experimental) mass of
the top quark is constructed from the invariant mass of its decay products. In first
approximation, the experimental mass can be identified with the pole mass. The
difference between the two definitions arise from non-perturbative QCD effects within
the hadronisation process and are expected to be in the order of 1 GeV. A more detailed
discussion can be found in [53].

Typically, these top-quark mass analyses use predictions of Monte-Carlo (MC) event
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generators, which are detailed in Chapter 5.3. Therefore, the measured mass equals in
principle the top-quark mass parameter as defined in the used MC event generator.

3.3.2 Stability of the Electroweak Vacuum

As described in Chapter 2.4, the SM Higgs mechanism involves a Mexican Hat potential
with a non-vanishing vacuum expectation value for the ground state. The minimum of
this potential characterises the stability of the electroweak vacuum. The key question is
if this minimum is global for all energy scales. If this is not the case, the universe can
possibly change its state from the local to the global minimum via a phase transition
through quantum tunnelling. In this context, three scenarios are commonly discussed:

• stable: the minimum of the Higgs potential is global

• metastable: the probability for quantum tunnelling is larger than the age of the
universe

• unstable: the probability for quantum tunnelling is smaller than the age of the
universe

The scenario of an unstable electroweak vacuum is hard to understand as the
existence of our universe would be really by chance. Therefore, this scenario is commonly
interpreted as indicator for new physics beyond the SM that is needed to modify the
prediction and therefore also the interpretation.

The stability of the electroweak vacuum can be parametrised by the experimentally
accessible masses of the top quark and the Higgs boson.
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Figure 3.6: Illustration of the stability of the electroweak vacuum as a function of the
top-quark mass, the W-boson mass and the Higgs-boson mass. Taken from [10].

As illustrated in Figure 3.6, the measured values correspond to a metastable scenario
close to the stability region and no final conclusion can be drawn with the current
experimental precision. A stable electroweak vacuum allowing the validity of the SM
up to the Planck scale of O(1019 GeV) is possible, albeit the measured masses differ
from this region by more than two standard deviations.
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3.4 The Top Quark and its Relevance for Higgs

Physics and Physics Beyond the Standard Model

After the discovery of the Higgs boson, top-quark physics is even more relevant than
before. Besides the already discussed role of the top quark for the stability of the
electroweak vacuum, the large mass of the top quark implies the largest yukawa coupling
to the Higgs boson for all (known) SM particles. The Higgs boson production via gg
fusion involves e.g. a top-quark loop. Moreover, measuring the coupling between the
Higgs boson and the top quark is an important step to test if the Higgs boson has
exactly the properties as predicted by the Higgs mechanism within the SM.

New physics can manifest itself directly in tt final states. A common scenario is a
hypothetical new particle decaying into a pair of top quarks. Such a scenario would e.g.
result in a resonance of the invariant mass of the top-quark pair. Possible resonances
are predicted by technicolour models [54–56], axigluon models [57] or Kaluza-Klein
excitations [58–60] in extra-dimensional models [6, 61]. Furthermore, different BSM
scenarios can lead to changes of the tt kinematics, e.g. for ∆φ (t,̄t) [62].

Due to their complex final state, top-quark pairs are an important SM background
process for many BSM searches. Event topologies with several leptons, high Emiss

T or
high jet activity are possible. Therefore, the precise knowledge of the tt production
process and the properties of the experimentally observed final states is important.
Especially supersymmetric (SUSY) extensions of the SM [63] involve the top quark
in many ways. In some SUSY models, the top quark can decay into a charged Higgs
boson instead of the W boson. In other scenarios, its Supersymmetric partner decays
into the top quark and an undetectable stable neutralino, resulting in a tt final state
with additional Emiss

T .
Consequently, differential tt cross section measurements are an important tool to
understand this SM process and constrain possible implications on BSM searches.
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Chapter 4

Experimental Apparatus

All measurements presented in this thesis are performed with pp collision data of the
Large Hadron Collider (LHC) recorded by the Compact Muon Solenoid (CMS) detector.
Detailed descriptions of the LHC and the CMS detector can be found in [64] and [65],
respectively. A short overview about the LHC is given in Chapter 4.1 and the CMS
detector is briefly introduced in Chapter 4.2.

4.1 The Large Hadron Collider

The LHC is the world’s most powerful (human-built) accelerator to date. It offers the
possibility to study proton as well as heavy ion collisions at high centre-of-mass energies
and high rates.
Being located near Geneva in the border region of France and Switzerland, the LHC
is operated by the European Organization for Nuclear Research CERNa. The LHC
collider ring of 27 km circumference is located in a tunnel 100 m below the ground and
embedded in the CERN accelerator complex (see Figure 4.1).

In the following, only the pp operation mode will be discussed. Protons are created
by ionising Hydrogen. They are pre-accelerated to an energy of 450 GeV in several steps
before they are injected into the LHC, where they are accelerated further and finally
brought to collision. For the pre-acceleration, linear accelerators (LINACs), the Proton
Synchrotron (PS) and the Super Proton Synchrotron (SPS) are used.

Within the LHC ring, the proton beams revolve clockwise and anticlockwise in two
evacuated beam pipes. Superconducting magnets are used to focus and guide the
beams. Within the beams, protons are grouped in bunches. Moreover, superconducting
radio-frequency cavities are used for further acceleration. Liquid helium cooling is used
to achieve temperatures of 1.9 K, which are needed for superconductivity.
When the final beam energy is reached, the protons are brought to collision. Being
designed for a centre-of-mass energy of

√
s =14 TeV for pp collisions, the LHC was

aThe acronym CERN is derived from its previous name Conseil Européen pour la Recherche
Nucléaire.

31
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Figure 4.1: Overview of the CERN accelerator complex with the LHC, its pre-
accelerators and main experiments. Taken from [66].

operated at centre-of mass energies of up to
√

s = 7 TeV in 2010 and 2011 and up to√
s = 8 TeV in 2012. Higher centre-of-mass energies (

√
s ≥ 13 TeV) are envisaged for

the next operation periods scheduled for 2015.

Six main experiments are located around the LHC ring. Each experiment consists of
a particle detector located at one of the four collision points:

• ALICE (A Large Ion Collider Experiment) [67]

• ATLAS (A Toroidal LHC ApparatuS) [68]

• CMS (Compact Muon Solenoid) [69]

• LHCb (Large Hadron Collider beauty experiment) [70]

• LHCf (LHC forward) [71]

• TOTEM (TOTal Elastic and diffractive cross section Measurement) [72]

The four major experiments are ALICE, ATLAS, CMS and LHCb. ALICE is dedi-
cated to heavy-ion physics and the investigation of the quark-gluon plasma. LHCb
is specialised on physics with hadrons originating from bottom quarks. ATLAS and
CMS are multi-purpose experiments, designed for SM physics measurements, the Higgs
discovery and Higgs physics, as well as for various new physics searches (e.g. SUSY).
The two smaller experiments LHCf and TOTEM are dedicated to forward physics and
the measurement of the total inelastic cross section of pp collisions.
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The most important parameter of the LHC besides the centre-of-mass energy is
the instantaneous luminosity (L), which is a measure of the pp interaction rate. L is
determined by the parameters of the machine:

L =
NbfNp,1Np,2

A
. (4.1)

Here, Nb is the number of proton bunches, f is the bunch collision frequency (11 kHz),
Np,1 and Np,2 are the number of protons within the colliding bunches, and A is the
so-called beam profile. A depends e.g. on the transverse and longitudinal bunch sizes
and the beam crossing angle.

The time-integrated luminosity (Lint =
∫
Ldt) is a measure of the size of the recorded

dataset and correlates the number of expected events (NX) from a physics process X to
its total inclusive cross section σpp→X:

NX = Lint · σpp→X. (4.2)

The LHC design values are L = 1034cm−2s−1 with Np = 1.15 ·1011 protons per bunch
and Nb = 2808 bunches per beam, separated by 25 ns, which corresponds to a bunch
crossing rate of 40 MHz. In the 2012 pp data-taking period at

√
s = 8 TeV, a maximum

instantaneous luminosity of L(2012,max) = 7.7 · 1033cm−2s−1 was reached using a
setup with 1374 bunches per beam separated by 50 ns [73] and 1.6− 1.7 · 1011 protons
per bunch. The integrated luminosity delivered by the LHC is 23.3 fb−1 from which
21.8 fb−1 have been recorded by the CMS detector. The evolution of the integrated
luminosity over time for 2012 is shown in Figure 4.2.

Figure 4.2: Evolution of the integrated luminosity over time for the 2012 proton-proton
data-tacking period at a centre-of-mass energy of

√
s = 8 TeV. Shown are the integrated

luminosity as delivered by the LHC and the integrated luminosity recorded by the CMS
detector. Taken from [74].
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4.2 The Compact Muon Solenoid Experiment

The Compact Muon Solenoid (CMS) detector is located 100 m underground. It has the
typical cylindrical, onion-like structure of high energy physics particle detector with
several subdetectors placed around one nominal interaction point where the two proton
beams of the LHC are brought to collision. The CMS detector is radially symmetric
around the direction of the beams (beamline) and symmetric along the beamline in
both directions of the interaction point.
Different technological concepts are used to identify the final state particles resulting
from the (pp) collisions (hadrons, photons, muons, electrons) and measure their energies,
charges and trajectories.

A schematic overview of the CMS detector is shown in Figure 4.3.
The subdetectors are arranged such that a good coverage of the solid angle is achieved.

Figure 4.3: Overview of the subdetectors of the CMS-detector. Taken from [75].

Closest to the nominal interaction point, the silicon-tracking system with an inner pixel
detector and several strip detectors is installed to measure the trajectories of charged
particles. The electromagnetic calorimeter (ECAL) is intended to absorb electrons
and photons and measures their energies. Similar, the hadronic calorimeter (HCAL) is
designed to absorb and measure the energy of hadrons. Surrounding the inner tracking
system and the calorimeters, a superconducting solenoid generates a magnetic field
of 3.8 T and bends the particle tracks so that their charge and momentum can be
derived from the trajectory. Around the solenoid, several muon chambers are installed
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to distinguish muons, which are not absorbed by the calorimeters, from other particles.
Altogether, the CMS detector has a length of 28.7 m, a diameter of 15.0 m and a total
weight of about 14,000 t. A brief survey for the single subdetectors is given in the
Chapters 4.2.1 to 4.2.4 while a more detailed description of the CMS detector can be
found elsewhere [76].

The right-handed coordinate system used for physics analysis is determined by the
radial design of the detector. The origin of the coordinate system is at the centre of the
detector, i.e. at the nominal interaction point. The x axis points radially inwards to
the centre of the LHC ring, the y axis vertically upwards and the z direction is chosen
along the anticlockwise beamline.
The transverse (x,y or r,φ) plane is (as discussed in Chapter 3.1.3) used to express
many momentum related quantities such as pT or the total momentum imbalance Emiss

T .
The azimuthal angle φ is measured in the transverse plane with respect to the x axis.
Furthermore, the polar angle θ, which is measured in the (y,z) plane with respect to
the z axis, is usually expressed by the pseudorapidity η:

η = − ln

(
tan

(
θ

2

))
. (4.3)

The pseudorapidity is for massless particles (for which E=p) equal to the rapidity
discussed in Chapter 3.1.3:

η =
1

2
ln

p + pz

p− pz

(4.4)

(m=0)
=

1

2
ln

E + pz

E− pz

(Eq.3.4)
= y.

Furthermore, angular distances are usually expressed as ∆R =
√

∆φ2 + ∆η2.

4.2.1 Tracking System

The tracking system [77, 78], often referred to as tracker, is intended to measure the
trajectories of charged particles as precise as possible. It is one of the most important
parts of the CMS detector and consists of semi-conducting silicon as active material.
Due to ionisation, traversing charged particles create electron-hole pairs in the (pixel
or strip) semiconductor device, resulting in an electronic signal which is interpreted
as hit. From several hits the particle trajectory is reconstructed. Extrapolating the
reconstructed tracks to the nominal interaction point, primary and potentially also
secondary vertices are reconstructed. In addition, the bending magnetic field of the
solenoid allows for the determination of the particle momenta and the signs of the
particle charges.

The whole tracker has a sensitive area of approximately 210 m2 and is therefore the
to date largest silicon tracker of all particle physics experiments. It has a length of
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5.8 m with a radius of 1.1 m and covers the range of |η| ≤ 2.5. Due to the decreasing
particle flux with increasing distance from the nominal interaction point, the tracker is
divided into different parts. An overview of the tracker is shown in Figure 4.4.
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Figure 4.4: Schematic cross section through the CMS tracker in the (r,z) plane. Taken
from [79] and modified.

Silicon Pixel Detector

The pixel detector is the inner-most subdetector of CMS, constructed from 66 million
silicon pixels of 100× 150 µm2 size and arranged in 1440 modules. Three concentric
cylindrical barrel layers surround the nominal interaction point and four discs close
the barrel ends. The 53 cm long barrel layers are located at 4.4, 7.3 and 10.2 cm
radial distance from the nominal interaction point while the endcap discs are located
at longitudinal distances of 34.5 cm and 46.5 cm. The high granularity of the pixel
design results in a high hit-reconstruction efficiency of typically above 99% and a typical
spatial hit resolution of about 10 µm in transverse and 20 − 40 µm in longitudinal
direction [80].

Silicon Strip Detectors

The pixel detector is surrounded by the strip detector which consists of 9.3 million
silicon strips, arranged in 15,148 modules. The strip detector is subdivided into the
tracker inner barrel and discs (TIB,TID) and the tracker outer barrel and endcaps
(TOB,TEC).
The TID and TIB are composed of four radially arranged layers of strips parallel to
the beamline and three endcap discs at each side. These strips have a pitch size of 80
to 141 µm and a length of 10 cm. The occupancy is typically about 3% and the (r,φ)
resolution is typically 13− 38 µm in the TIB [80].
The TOB consists of six layers, surrounding TIB and TID and the TEC is composed of
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nine discs at each side, bordering the other tracking subdetectors. Here, strips with 97
to 184 µm pitch size and 25 cm length are used. An occupancy at the percent level and
a typical (r,φ) resolution of 18 to 47 µm is achieved in the TOB [80].
The inner two layers of TIB and TOB, the inner two rings of TID and TEC and the fifth
ring of the TEC have in addition a strip module mounted back-to-back with a stereo
angle of 100 mrad. This allows measuring the longitudinal coordinate in the barrel
and the radial coordinate in the discs. The achieved single-point resolutions of this
measurements are about one order of magnitude worse than the one in the transverse
direction [80].

4.2.2 Calorimeters

Electromagnetic Calorimeter

The CMS electromagnetic calorimeter (ECAL) [81] is built from lead tungstate (PbWO4)
crystals with a short radiation lengthb of X0 = 0.89 cm where electromagnetic showers
are induced. As the CMS ECAL is a homogeneous calorimeter, the crystals act as
absorber and scintillator. The corresponding scintillation process is fast. About 80% of
the light is emitted within 25 ns with wavelengths of 420-430 nm. This scintillation
light is detected by avalanche photodiodes (APDs) or vacuum phototriodes (VPTs). A
cooling system enables the operation at a stable temperature to ensure equal rates of
the detected photo electrons. On average, a signal of 4.5 photo electrons is detected for
a particle depositing an energy of 1 MeV.

The ECAL is subdivided into the ECAL barrel (EB) calorimeter, the ECAL end-
cap (EE) calorimeters and the ECAL preshower (ES) detectors. The cylindrical EB
calorimeter is located at a distance of 1.3 m from the beam pipe and covers the range
of |η| < 1.479. An EE calorimeter disc is located on both sides of the EB calorimeter
extending the range to |η| < 3.0. Furthermore, an ES detector is located in front of
each EE calorimeter disc, covering the range 1.653 < |η| < 2.6. An overview of the
layout of the CMS ECAL is shown in Figure 4.5.

The EB calorimeter consists of 61,200 crystals with a high granularity of 0.0174×
0.0174 in (η,φ). This corresponds to 22× 22 mm2 at the front face. The length of the
EB calorimeter crystals is 230 mm corresponding to 25.8 X0. In order to avoid particles
passing trough the cracks between the crystals, they are tilted by 3◦ with respect to
the radial direction towards the nominal interaction point. APDs are used for the light
detection.

Each EE calorimeter has 7,324 crystals with a front-face cross section of 28.6 ×
28.6 mm2 and a length of 220 mm corresponding to 24.7 X0. Similar to the EB
calorimeter, the crystals are slightly tilted with respect to the direction of the nominal
interaction point. VPTs are used for the light detection.

The ES detector in front of each EE is a two-layer sampling calorimeter with high

bThe radiation length X0 is defined as the length after which a traversing electron has reduced its
initial energy E0 to 1

e E0 due to bremsstrahlung.
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Figure 4.5: Schematic cross section of one quarter of the electromagnetic calorimeter of
the CMS detector in the (y,z) plane. Taken from [65].

spatial resolution. It is used for an improved discrimination between single photons
and neutral pions decaying into two photons. Each ES detector consists of a 3 X0 thick
lead absorber and silicon strip sensors.

The relative energy resolution for electrons (as measured with test beams [82]) is:(
σ(E)

E

)2

=

(
2.8%√
E[GeV]

)2

+

(
12%

E[GeV]

)2

+ (0.3%)2 . (4.5)

The first term describes stochastic effects of the shower development, the second term
parametrises electronic noise and the last term contains remaining effects such as
inter-channel miscalibration.
Consequently, the achieved energy resolution for 30 GeV (80 GeV) electrons is 0.72%
(0.46%).

Hadronic Calorimeter

The design of the CMS hadronic calorimeter (HCAL) [83] is driven by the space
restrictions between the ECAL and the solenoid.
The HCAL is subdivided into the hadronic barrel (HB), hadronic endcap (HE), hadronic
outer (HO) and hadronic forward (HF) calorimeters. The HB calorimeter surrounds
all inner detector systems previously discussed and fills up the space between EB
calorimeter and the solenoid. An HE calorimeter is located at both ends of the HB
calorimeter between the EE calorimeter and the endcaps of the return yoke. The HB
calorimeter covers a range of |η| < 1.4 while the HE calorimeter covers the region
1.3 < |η| < 3.0. In addition, the HF is located close to the beam pipe at a distance
of 11.2 m from the nominal interaction point and covers the range 3.0 < |η| < 5.2.
Furthermore, the HO calorimeter is located between solenoid and muon system to catch
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particles not absorbed by the HB calorimeter.
An overview of the CMS HCAL layout is shown in Figure 4.6.

Figure 4.6: Schematic cross section of one quarter of the hadronic calorimeter of the
CMS detector in the (y,z) plane. Taken from [84].

The HB and HE calorimeters are sampling calorimeters built of alternating layers of
non-magnetic brass as absorber (the first and last layer is made of steel) and plastic
scintillator as active material. The brass absorber plates have a thickness of about 5 cm
in the HB calorimeter and 8 cm in the HE calorimeter and an interaction lengthc of
ΛI = 16.4 cm. The scintillation layers have a thickness of 3.7 mm (9 mm for the most
inner layer). Within the scintillator modules, wavelength-shifting fibers are embedded.
Hybrid photodiods (HPDs) are used to detect the shifted scintillation light.
The calorimeters are segmented in towers of size 0.087× 0.087 in (η, φ), pointing with
their axes radially to the interaction point. One HCAL tower matches 5 × 5 ECAL
crystals. For |η| ≥ 1.6 a lower granularity (larger tower size) is chosen. In all cases, one
HCAL tower matches a specific array of ECAL crystals, e.g. 5× 5 ECAL crystals in
the most inner region.
The HE calorimeter has a sufficient effective depth of about 10 ΛI. Due to the limited
space for the HB calorimeter, an effective depth of only 5.8 ΛI is achieved for |η| = 0.
The ECAL adds about 1 ΛI .

The HO calorimeter uses the solenoid itself and partly additional steel as absorber in
combination with some scintillator layers. It extends the effective depth in the central
detector region to at least 11.8 ΛI (for |η| = 0).

The HF calorimeter is an iron and quartz-fiber calorimeter. Quartz fibers with a
diameter of about 600− 800 µm are aligned parallel to the beamline and embedded
in a steel absorber structure. Charged shower particles generate Cherenkov lightd in

cThe nuclear interaction length ΛI is defined as the mean distance travelled by a hadronic particle
before undergoing an inelastic nuclear interaction.

dCherenkov radiation is electromagnetic radiation emitted by charged particles traversing a dielectric
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the fibers which is detected by photomultipliers. Half of the fibers run through the full
length of the iron absorber (165 cm) while the other half starts at a depth of 22 cm
from the front face. This allows the distinction between hadronic and electromagnetic
(EM) showers because EM showers typically deposit most of their energies fast, i.e.
within the first centimeters of the absorber.
The fibres are bundled in towers of 0.175× 0.175 in (η,φ) except for the towers with
highest |η| where a lower granularity is chosen.

The performance of the HCAL is measured with test beams. For example, the energy
resolution for single pions is found to be approximately 120%√

E[GeV]
in the HB [85].

4.2.3 Solenoid Magnet and Return Yoke

A central feature of the CMS detector is the world’s largest superconducting solenoid
to date, providing a homogeneous magnetic field of 3.8 T. This is about 100,000 times
stronger than the magnetic field of the earth. This results in a bending of all charged
particles that travel through CMS (with pT 6= 0), enabling the determination of the
particle momenta from the measured tracks.
Furthermore, the tracker and the main parts of the calorimeters are placed inside the
magnetic coil to minimise the absorbing material. Consequently, it is relatively large
(6 m inner diameter, 12.5 m length).
The magnetic flux is returned using a massive iron yoke. This steel return yoke makes
up the largest part of the total weight and consists of five wheels around the solenoid
and two endcaps.

4.2.4 Muon System

In contrast to other particle types, muons traverse the tracker and calorimeters without
significant energy loss. Therefore, the CMS muon system [86] is placed outside the
solenoid for the identification of muons. The additional information of the muon system
improves also the measurement of the tracker-based muon momentum. Furthermore,
the unique detector signature of muons is often used for triggering (see Chapter 4.2.5).

The CMS muon system consists of three different types of gaseous muon detectors
which are embedded in the return yoke. Depending on the expected particle flux, drift
tube chambers (DTs) or cathode strip chambers (CSCs) are used in the endcap or
barrel region complemented by resistive plate chambers (RPCs). The DTs cover the
range |η| < 1.2 while the CSCs are used at 0.9 ≤ |η| < 2.4. In addition, the RPCs cover
the range |η| < 1.6. An overview of the CMS muon system is shown in Figure 4.7.

The expected particle flux in the barrel region facilitates the usage of DTs. DTs and
RPCs are combined in muon stations. Four layers of muon stations are located in the
barrel region. Each station has eight DTs which are aligned parallel to the beam line
and provide a measurement in the (r,φ) plane. The three inner stations have in addition

medium at a speed greater than the phase velocity of light in this medium.
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Figure 4.7: Schematic cross section of one quarter of the muon system of the CMS
detector in the (r,z) plane. Taken from [65].

four radial aligned DTs, providing a measurement in the longitudinal z direction.

The higher particle flux in the endcap regions necessitates the usage of CSCs. Parallel
and radial oriented strips with respect to the beam line provide measurements in (r,φ)
and η. Up to four muon stations with CSCs and RPCs are located in the endcap
regions.

In CMS, muon trajectories are typically reconstructed combining the information of
the tracker and the muon system (see Chapter 6.1 and 6.4). The related measurement
of the muon momentum is significantly improved by the long lever arm of the muon
system for high pT values. The achieved relative muon resolution using tracker and
muon system is typically about 1− 3% [87] for 20 GeV ≤ pT ≤ 100 GeV, worsening for
larger values of |η| and pT.

4.2.5 Particle Identification and Trigger System

Combining the information of several subsystems, physics objects like muons or electrons
are reconstructed. The simplified signature for all detectable particle types are illustrated
in Figure 4.8 while their exact definition and reconstruction procedure is discussed in
Chapter 6.
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Figure 4.8: Principle of particle identification in CMS using all subdetectors. A
schematic cross section through the CMS detector in the (r,φ) plane is shown. Taken
from [88].

Reconstructed particles are e.g. used to identify events of interest used for the analysis
input. In the first step, it has to be decided if the event is recorded. The high granularity
of the CMS detector results in an amount of about 1 MB of raw information per event.
Given the high bunch-crossing rate of 20 MHz (for 2012 pp collisions), the resulting
data from all collisions is too large to be stored. Only data in the order of 100-300 Hz
can be recorded. Therefore, CMS uses a two-step trigger system [89] for a fast and
efficient online selection. Different triggers are developed to identify event signatures of
interest, e.g. with high activity in the central detector region, reconstructed leptons or
missing transverse energy, which are finally stored. These triggers are developed for
specific analysis types (Higgs analysis, top-quark analysis, etc).

The first trigger step are hardware-based level-1 (L1) triggers. L1 triggers involve
only the fast processable information of the calorimeters and the muon system (with
reduced granularity) to limit the time of the trigger decision to 3.2 µs. Simplified and
therefore fast algorithms are used to build primitive particle candidates and simple event
quantities like e.g. the global energy sum. This reconstruction procedure is done first
locally and regionally in the individual detector systems. Subsequently, the information
from all subsystems is merged and an event is selected if certain thresholds, e.g. related
to the event activity or high energetic objects, are passed.

In the second trigger step software-based high-level triggers (HLT) are used. In
contrast to the L1 triggers, the more complicated information is used in this final
trigger step. This involves also the reconstruction of more complex (physics) objects
like muons or jets using more sophisticated algorithms. The involved physics objects
are similar to the ones used for the offline analysis. For a fast (< 50 ms per event)
and efficient performance, the reconstruction of more complex objects, that involve
time consuming algorithms, is limited to detector regions marked as interesting by the
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L1 input triggers. Typically, HLT requirements involve one or several physics objects
(electrons, muons, jets) with minimum pT, η and identification or isolation requirements.
Also HLT triggers with global event requirements like minimum Emiss

T or minimum

HT =
Njets∑

jet i=0

pT(jet i) exist. Events fulfilling the requirement of at least one HLT path

are recorded for further offline analysis. To reduce the stored information further, some
trigger paths with high rates are prescaled and only a fraction on the events passing
these trigger criteria are recorded.

Although the total event rate is reduced by a factor of about 105 by the trigger
system, the total amount of data which needs to be stored is still high. For design
luminosity, the data of all LHC experiments which has to be stored is about 700 MB per
second, summing up to about 107 GB within one year. Therefore, a complex and highly
advanced data acquisition system (DAQ) [90] as well as a high-performant computing
infrastructure [91] is needed for the further data analyses.
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Chapter 5

Data and Simulation

5.1 Software Framework

The official CMS software (CMSSW), version 5.3.11 [92], is used for the analysis of data
and simulated samples. In particular, the Top-Quark Analysis Framework (TQAF) [93]
is used for the kinematic reconstruction of the tt events.
Detector conditions and object calibrations like e.g. alignment constants or Jet Energy
Corrections (JEC) are summarised within the Global Tag (GT). For this thesis, the
following GTs are used:

• Data: FT 53 V21 AN5
• Simulation: START53 V27

All analysis specific software is bundled in the common software package of the top-
quark analysis groups of DESY and the University of Hamburg called ”TopAnalysis” [94]
which is documented in [95].

5.2 Dataset and Trigger Choice

For this thesis, the full dataset of pp collisions at
√

s = 8 TeV centre-of-mass energy
recorded in 2012 by the CMS detector is considered. This dataset corresponds to an
integrated luminosity of L = 19.7± 0.5 fb−1 [96].
To speed up the analysis process, sub-datasets with complete offline reconstruction,
muon and electron signatures in the detector and reduced event content are used. More
precisely, the following single-lepton sub-datasets from the data-reprocessing campaign
of 22nd January 2013 for the offline reconstruction are considered for the analysis:

• /SingleMu/Run2012A-22Jan2013-v1/AOD

• /SingleMu/Run2012B-22Jan2013-v1/AOD

• /SingleMu/Run2012C-22Jan2013-v1/AOD

• /SingleMu/Run2012D-22Jan2013-v1/AOD

• /SingleElectron/Run2012A-22Jan2013-v1/AOD

45
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• /SingleElectron/Run2012B-22Jan2013-v1/AOD

• /SingleElectron/Run2012C-22Jan2013-v1/AOD

• /SingleElectron/Run2012D-22Jan2013-v1/AOD

To ensure the full functionality of all detector components, all CMS datasets are checked
within a two-step (online and offline) Data Quality Monitoring (DQM) validation
process [97]. The certified list of good runs from the DQM process are collected in the
following JSON file [98] which is used for the analysis:

• Cert 190456-208686 8TeV 22Jan2013ReReco Collisions12 JSON

As first, basic selection step the lepton-related trigger paths are chosen as analysis
input:

• SingleMu datasets: HLT IsoMu24 eta2p1 v∗
• SingleElectron datasets: HLT Ele27 WP80 v∗
The chosen trigger paths are unprescaled for the complete data-taking period and

contain only a loose online selection applied to trigger objects to identify an electron with
pT > 27 GeV and some basic identification characteristics or a muon with pT > 24 GeV,
|η| < 2.1 and a minimal isolation requirement. Therefore, the desired events with
semileptonically decaying tt pairs with an electron or muon in the final state are
selected with high efficiency and other processes are suppressed already from the
beginning on.

5.3 Monte-Carlo Simulations

Monte-Carlo (MC) simulations model the complete chain of a physics process from the
production over the decay, fragmentation and hadronisation process up to the finally
measured signal in the detector. Therefore, they are a powerful tool for all data analyses
to test different analysis setups, study the expected performance and finally compare
the MC expectation to the measured result in data – either at reconstruction level or
within a theoretically well defined generator level phase space.

5.3.1 Principles of Event Generation

The chain of MC simulation starts with the hard-scattering process where the desired
final state is produced from the initial partons, e.g. gg→tt. This calculation is
factorised into the perturbatively calculated Matrix Element (ME) of the process and
the integration over the PDFs to address all possible initial partonic states. In general,
the number of additionally produced partons from the calculation of the hard-scattering
process is limited due to the computational speed and the complexity of the calculation.
The next step of the simulation is the Parton-Shower (PS) process. Within the PS,
additional Initial- and Final-State Radiation (ISR/FSR) is modelled to approximate
higher order corrections not addressed in the ME. Furthermore, the PS models the
evolution of the partons down to scales of αS ≈ 1 using the DGLAP equations [99–101].
At these scales, the process of non-perturbative hadronisation starts.
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If different tools are used to simulate ME and PS, a matching procedure is applied to
avoid double counting of parton emission in the overlapping phase space between ME
calculation and PS simulation.
Within the hadronisation and fragmentation process, the formation of colour neutral
baryons and mesons is described using phenomenological models which are tuned to
data. Additionally, also the decay of short lived-particles and resonances is simulated.
The treatment of the Underling-Event (UE) activity, which is caused by the so called
beam remnants a, is done within data driven tunes. Finally, the physics final state is
passed to a detailed detector simulation describing the interaction of the particles with
the detector material and resulting in the ultimately measured digital signature which
is used as input for the object reconstruction for every physics analysis. The whole
chain of MC simulation is illustrated in Figure 5.1.
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Figure 5.1: Illustration of the different steps of a physics process modelled within a
Monte-Carlo event simulation for a QCD process. Taken from [88, 102, 103], merged
and modified.

aBeam remnants are the remaining constituents of the initially colliding particles (here protons)
which are not involved in the initial partonic state of the considered physics process and result
in additional final-state particles or can lead to multi-parton interactions.
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5.3.2 Simulated Samples

Several MC predictions are used within this thesis to optimise the performance of the
analysis, address systematic uncertainties and compare the obtained data result with
different theoretical approaches and approximations of the underlying perturbative QCD
calculations. All simulated samples are generated within the official CMS Summer12
MC production campaign [104].

Events with top-quark pairs as well as the production of W and Z bosons with
additional jets and events with tt pairs accompanied by an additional vector boson
(W,Z,γ) are simulated with the MadGraph event generator [105] (v5.1.5.11), involving
MEs for 2 → n processes at tree-level with up to n=9 particles in the final state.
Therefore, additional hard radiation (dominantly from gluons)is already treated in
the matrix element of the hard-scattering process and for tt events the production
of up to three additional real partons is considered. These events are interfaced to
pythia [106] (v6.426) for the PS, involving the simulation of ISR and FSR, a transverse-
momentum-ordered shower evolution and the modelling of the fragmentation and
hadronisation process using the Lund String model. The kT based MLM matching
algorithm [107] is used to avoid double counting of parton emission in ME and PS.
In the following, the expression ”tt (events)” refers only to the simulated tt processes
without an additional vector boson. For these tt events, the MadSpin [108] package
was used to incorporate spin correlation effects. Additionally, tau decays are handled
by tauola [109] (v27.121.5).
Moreover, the production of single-top-quark and antitop quark events is generated in
the s-, t- and tW-channel with the powheg event generator [110–112] (v1.0 r1380),
which provides MEs at full NLO perturbative QCD precision and passed to pythia for
parton showering.
Events with two vector bosons (VV, i.e. WW, WZ, ZZ) are simulated with pythia
only, providing a ME description at LO and additional PS. Also the process of QCD
multijet production is simulated using only pythia. For the muon final state, multi-jet
events with p̂t > 20 GeVb are simulated. A pre-selection requires the presence of at
least one muon on generator level with pT(µ) > 15 GeV. This cut on generator level
has an efficiency of εgen = 0.00037. For the electron final state, two different filters
have been used to enrich the QCD multi-jet samples with events including electrons.
On the one hand the BCtoE filter preselects events with electrons from the decay
of hadrons with b or c quarks. On the other hand the EMEnriched filter preselects
events in which final-state particles might be reconstructed as electrons. In both cases
there are three different samples for p̂t from 20 to 30, 30 to 80 and 80 to 170 GeV,
which all have different pre-selection efficiencies (εEMgen = 0.0101, 0.0621, 0.1539 and

εBCEgen = 0.00058, 0.00225, 0.0109).

In addition, for certain systematic variations (e.g. the matching threshold between
ME and PS, the choice of the hard-scattering scale (Q2) etc.) specific samples from the
Summer12 production cycle are used.

bThe variable p̂t refers to the transverse momentum of the outgoing partons of the 2→2 hard-
scattering process in their rest frame simulated by pythia before parton showering.
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In particular, additional tt signal samples are used for comparison with the data,
involving also the mc@nlo [113, 114] (v3.41) and the powheg-box (v1.0) event
generators for ME calculation at full NLO perturbative QCD precision. Moreover,
herwig [115] (v6.520) is alternatively used for parton showering, the simulation of ISR
and FSR with a transverse-momentum-ordered shower evolution and the modelling of
the fragmentation and hadronisation process using the cluster model. Moreover, the
low-statistics MadGraph+pythia samples without MadSpin are used in several
parts of the analysis as independent test sample.
An overview about all details for the used generators can be found in Table 5.1.
To model the underlying event activity, the Z2* tune [116] is used for pythia and the
AUET2 tune [117] for herwig. Moreover, the jimmy tool (v4.31) [118,119] is used for
herwig to generate multiple parton scattering.
For the Parton-Density Functions (PDFs), the CTEQ6 [120] and CT10 [121] PDF sets
are used.

Generator
Version

used
PDF set for matrix-
element calculation

Underlying-
event tune

MadGraph 5.1.5.11
CTEQ6L1 Z2*

(+MadSpin)

powheg-box (tt) 1.0
CTEQ6M (with pythia)

-
CT10 (with herwig)

powheg-box
1.0 r1380 CT10 -

(single-top-quarks)
mc@nlo 3.41 CTEQ6M -
pythia 6.426

- Z2*
+tauola 27.121.5
herwig 6.520

- AUET2
+jimmy 4.31

Table 5.1: Details of the Monte-Carlo event generators and simulation tools used for the
generation of the official CMS Summer12 Monte-Carlo production campaign samples,
which are used within the analysis.

For all considered physics processes, the assumed pp production cross section at√
s = 8 TeV, the corresponding MC event generators for ME calculation as well as for

the PS and the number of generated events are listed in Table 5.2 for the central sample
and in Table 5.3 and Table 5.4 for all samples addressing systematic variations.

.

All event yields from the MC prediction are normalised to the integrated luminosity
in the first step. For this normalisation the expected pp production cross sections at√

s = 8 TeV from theory calculations are used.
The cross-section for tt production corresponds to the latest perturbative QCD calcula-
tion at NNLO+NNLL accuracy [44] while the ones for single-top-quark and antitop-
quark production correspond to a perturbative QCD calculation at approximate NNLO
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Central MC Samples

Physics Process /
MC sample

Matrix-
Element

Generator

Parton-
Shower

Generator
NMC Events

Generated σ [pb]

tt
MadGraph

pythia 62,131,965 245.8
+MadSpin

tt + γ MadGraph pythia 1,719,954 1.8
tt + W MadGraph pythia 196,046 0.2
tt + Z MadGraph pythia 210,160 0.2

W→ lν MadGraph pythia 57,709,905 36,257.0
Z/γ∗ → l+l−

MadGraph pythia 30,459,503 3,503.0
(mll > 50 GeV)

t (s-channel) powheg pythia 259,961 3.8
t (t-channel) powheg pythia 3,758,227 56.4
t (tW-channel) powheg pythia 497,658 11.1
t̄ (s-channel) powheg pythia 139,974 1.8
t̄ (t-channel) powheg pythia 1,935,072 30.7
t̄ (tW-channel) powheg pythia 493,460 11.1

QCD mu enr. pythia pythia 21,484,602 134,680.0
QCD EM enr., p̂t 20-30 pythia pythia 35,040,695 2,914,860.0
QCD EM enr., p̂t 30-80 pythia pythia 33,088,888 4,615,893.0
QCD EM enr., p̂t 80-170 pythia pythia 34,542,763 183,295.0
QCD BCtoE , p̂t 20-30 pythia pythia 1,740,229 167,388.0
QCD BCtoE , p̂t 30-80 pythia pythia 2,048,152 167,040.0
QCD BCtoE , p̂t 80-170 pythia pythia 1,945,525 12,982.0

WW pythia pythia 10,000,431 54.8
WZ (mll > 12 GeV) pythia pythia 10,000,283 33.2
ZZ (mll > 40 GeV) pythia pythia 9,799,908 8.1

Z’−→tt (mZ
′ =103 GeV,

MadGraph pythia 104,043 5.0
ΓZ

′ =102 GeV)

Table 5.2: Detailed list of the considered physics processes (first column), the correspond-
ing Monte-Carlo simulation (second to fourth column) and the assumed pp-production
cross section σ for

√
s = 8 TeV (last column). Moreover, mZ

′ refers to the assumed
mass and ΓZ

′ to the assumed width of the resonance Z’. All MC samples are generated
within the official Summer12 production cycle of CMS.

precision [47]. In addition, the cross sections for the production of a tt pair and a W
boson [122] or Z boson [123] were calculated at NLO QCD accuracy while the one for
the production of a tt pair and an additional photon [124] was calculated by multiplying
the result obtained from WHIZARD [125] with an NLO k-factor [126].
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Furthermore, the production cross sections of the QCD multijet samples are derived at
LO precision by pythia and include the pre-selection efficiency on generator level as
described above.
Moreover, the production cross sections for vector bosons (accompanied by additional
jets) have been derived at (N)NLO precision using MCFM [127] or FEWZ [128,129] and
are taken from [130]. Additionally, the quoted production cross section for Z/γ∗ → l+l−

corresponds to mll > 50 GeV and the ones for WZ and ZZ to mll > 10 GeV. For the
Z’−→tt process, which is used for pseudo data closure tests only, a relatively large cross
section of 5 pb is used for a conservative estimation of the potential impact of such an
event signature.
Finally, the simulation of the CMS detector is done by Geant4 [131,132] followed by the
standard chain of data reconstruction: simulation of detector hits, signal digitisation
and object reconstruction.

tt Systematic MC Samples

tt MC Sample
Matrix-Element

Generator

Parton-
Shower

Generator
NMC Events

Generated

alternative generator powheg pythia 21,675,970
alternative generator mc@nlo herwig 32,852,589
alternative generator powheg herwig 27,684,235

increased
decreased

}
ME-PS matching

threshold
MadGraph pythia 37,083,003
MadGraph pythia 34,053,113

increased Q2 scale MadGraph pythia 41,908,271

decreased Q2 scale MadGraph pythia 39,286,663
mtop =178.5 GeV MadGraph pythia 24,359,161
mtop =175.5 GeV MadGraph pythia 40,244,328
mtop =173.5 GeV MadGraph pythia 26,489,020
mtop =171.5 GeV MadGraph pythia 24,439,341
mtop =169.5 GeV MadGraph pythia 39,518,234
mtop =166.5 GeV MadGraph pythia 27,078,777

Table 5.3: Detailed list of all tt Monte-Carlo samples incorporated to address systematic
uncertainties within the analysis. All Monte-Carlo samples are generated within
the official Summer12 production cycle of CMS. All listed samples generated with
MadGraph use the MadSpin package.

.
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Single-Top-Quark Production, Systematic MC Samples

– with increased Q2 scale

MC Sample
Matrix-Element

Generator
Parton-Shower

Generator
NMC Events

Generated

t (s-channel) powheg pythia 1,998,845
t̄ (s-channel) powheg pythia 999,812
t (t-channel) powheg pythia 1,945,116
t̄ (t-channel) powheg pythia 979,898

t (tW1-channel) powheg pythia 1,492,816
t̄( tW1-channel) powheg pythia 1,492,534
t (tW2-channel) powheg pythia 455,270
t̄ (tW2-channel) powheg pythia 497,676
t (tW3-channel) powheg pythia 442,237
t̄ (tW3-channel) powheg pythia 497,376

– with decreased Q2 scale

MC Sample
Marix-Element

Generator
Parton-Shower

Generator
NMC Events

Generated

t (s-channel) powheg pythia 1,945,749
t̄ (s-channel) powheg pythia 999,849
t (t-channel) powheg pythia 1,951,907
t̄ (t-channel) powheg pythia 979,359

t (tW1-channel) powheg pythia 1,493,130
t̄ (tW1-channel) powheg pythia 1,493,101
t (tW2-channel) powheg pythia 496,818
t̄ (tW2-channel) powheg pythia 497,682
t (tW3-channel) powheg pythia 453,233
t̄ (tW3-channel) powheg pythia 497,674

Table 5.4: Detailed list of all Monte-Carlo samples for single-top-quark production in-
corporated to address systematic uncertainties within the analysis. The tW-production
channel is slitted in three subsamples (tW1-tW3). All Monte-Carlo samples are gener-
ated within the official Summer12 production cycle of CMS.

.
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5.3.3 Pile-Up Modelling

At the high LHC luminosity, there is a high probability that one single bunch crossing
may produce several separate events. These events are called Pile-Up (PU) events. As
the detector a priori cannot distinguish the signal-like event which fired the trigger
and the additionally produced pile-up events, the measured signal in the detector
is a combination of both. Especially within reconstructed jets, additional particles
produced in PU events are clustered and a special treatment is therefore necessary (see
Chapter 6.4.2).
For the 2012 pp collision data at

√
s = 8 TeV used for this analysis an average number

of about 20 PU interactions per event is expected. Therefore, the correct modelling of
the underlying PU distribution as well as the correction of the measured objects for
pile-up effects are essential for every LHC data analysis.

While generating the MC predictions, PU events are added following the description
in [133]. However, this admixture is only generic and the PU distribution differs from
the one actually estimated from collision datac which is shown in Figure 5.2.
Thus, individual PU event weights are calculated taking the generic PU distribution
from simulation and the measured PU distribution from pp collision data as input [136].
Following the official PU correction prescription allows to weight each MC event such
that the finally obtained PU distribution of the MC prediction and the one from
data coincide. The simulated PU distribution is shown in Figure 5.3 before (left) and
after (right) applying the correction. In order to verify the correctness of the PU
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Figure 5.2: Reference pile-up distribution extracted from 2012 proton-proton collision
data at

√
s = 8 TeV.

correction procedure the distribution of reconstructed primary vertices between data
and MC prediction is compared. This quantity is directly related to the number of PU

cThe PU distribution from data can be estimated following the method and tools described
in [134,135].
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Figure 5.3: Initial pile-up distribution for Monte-Carlo samples before (left) and after
(right) applying the official PU correction prescription. Both distributions are normalised
by their integral.

interactions. As illustrated in Figure 5.4 the distributions agree reasonably for both
tested selection steps of the analysis– before and after requiring the events to contain
b-tagged jets. The distributions are individually normalised by their integral to focus
on the description of the shape.
The hatched uncertainty band in Figure 5.4 illustrates the assumed uncertainty on the
PU modelling. Following the official recommendation [137] a ±5% variation of the total
inelastic pp cross-section which CMS determines to be 69.4 mb is performed to address
this uncertainty.
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Figure 5.4: Normalised distribution of the reconstructed primary vertices for the
combined e/µ+jets tt final state with (left) and without (right) requiring the events to
contain b-tagged jets. The PU correction prescription is applied to the Monte-Carlo
prediction. The hatched band corresponds to the uncertainty of the pile-up modelling.
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Chapter 6

Object Definition and Event
Selection

As discussed in Chapter 3, the tt events desired for the analysis are initially accompanied
by a large amount of other physics processes with partially much larger production
cross sections (see Table 5.2).
The expected signature for semileptonic tt final states within the detector is one lepton,
missing transverse energy from one neutrino and four jets stemming from two light
quarks and two b quarks. Therefore, the following event selection is applied to suppress
other physics processes and select a high purity tt sample:

• exactly one isolateda high energetic muon or electron
−→ to suppress QCD multijet events

• no other loosely isolated muons or electrons
−→ to suppress Z/γ∗+jets events

• at least four high energetic jets
−→ to suppress W-boson+jets events

– at least two jets associated to b quarks
−→ to suppress all background processes with light flavour content

– at least two jets not associated to b quarks
−→ needed for the full event reconstruction

The applied selection of top-quark pairs follows with the common reference selection
for the semileptonic decay channel as recommended by the Top Physics Analysis Group
(TopPAG) described in [138]. Minor modifications ensure equal kinematic acceptances
for the selected muon and electron samples. For the kinematic event reconstruction of
the top quarks at least two jets not associated to b quarks are needed to reconstruct
the hadronically decaying W boson.

aMuons and electrons are phenomenologically named ”isolated” if they are produced by the decay
of a Z or W boson and not within the cascade of a jet. Experimentally, the isolation of a muon
or electron is defined by the amount of energy deposited around the lepton track.

57
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6.1 Particle Flow and General Concepts

In order to reconstruct physics objects from the measured detector signals, several
reconstruction steps have to be applied.

Within the track reconstruction procedure the various hits in the different parts of
the CMS tracker system are combined using a combinatorial track finder [139] which is
based on a Kalman Filter [140]. The result of this iterative procedure is a collection of
reconstructed tracks which is used further on e.g. to identify vertices.
For each event, a Primary Vertex (PV) corresponding to the pp interaction point is
demanded, which is reconstructed from a minimum of four tracks within a longitudinal
distance of |z| < 24 cm along the beam direction and a distance of ρ < 2 cm to the
nominal interaction point (beam spot) in the transverse interaction plane. Because of
the spread of the individual protons in the colliding bunches, beamspot and PV are not
identical. In case of several reconstructed vertices, the one with the highest p2

T sum of
all associated tracks is considered as PV. Secondary vertices are e.g. used to identify
jets originating from b quarks.
Tracks not originating from the selected primary vertex or its associated secondary
vertices are considered as PU events (see Chapter 5.3.3) and are discarded from the
analysis. This step is called Charged Hadron Subtraction (CHS).

Single particles are then reconstructed combining reconstructed tracks and vertices,
energy deposits in the calorimeters and signals in the muon chambers. All objects used
throughout this analysis are reconstructed using the Particle-Flow (PF) algorithm for
event reconstruction [141]. The PF technique attempts to maximise the amount of
detector information used for the object reconstruction and treats the event as a whole.
The aim of the PF algorithm is the individual reconstruction of every stable particle,
considering muons, electrons, photons, charged and neutral hadrons. These particles
are called PF candidates. An illustration of the PF concept can be found in Figure 6.1.
In general, the PF algorithm consists of the following steps [142]:

• clustering of energy deposits in the calorimeters

• track reconstruction and extrapolation of the tracks to the calorimeters

• muon identification

• electron pre-identification

• linking of topologically connected elements

• particle identification and reconstruction

The CMS detector is especially suitable for the application of the PF technique due to
its high-performance silicon tracker, the good separation power of the high magnetic
field, the high granularity of the ECAL and the hermeticity of ECAL and HCAL.
Moreover, the list of individual particles from the PF procedure is then successively used
to build jets, to determine the missing transverse energy, to reconstruct and identify
tau leptons from their decay products and to identify b jets. It has been proven that
especially the performance of jets, Emiss

T and the isolation of charged leptons can be
significantly improved using the PF algorithm.

To avoid the overlap of jets and leptons, so-called Top Projections are used, i.e.
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Figure 6.1: Illustration of the particle-flow concept to reconstruct every individual muon,
electron, photon, charged and neutral hadron from a maximum of detector information.
Taken from [143].

loosely isolated PF electrons and muons are excluded from the jet clustering step. This
follows the prescription of the PF2PAT algorithm described in [144].

6.2 Muons

In general, muons in CMS are reconstructed from a track in the inner tracker and/or in
the muon system as detailed in [87].
Due to the unique signature in the muon system, the low interaction with the detector
material and the superior resolution of the tracking system, the muon is one of the
objects that can be reconstructed best in CMS.

6.2.1 Signal Muon Selection

For the tt muon+jets final state, every event is required to contain exactly one offline
reconstructed muon with pT > 33 GeV and |η| < 2.1. The cut on |η| is chosen to stay
within the plateau region of trigger efficiency and scaling factor to avoid introducing
large uncertainties while the pT value is chosen to be synchronous with the electron
definition.

Moreover, the muon is required to pass the Global Muon requirement as described
in [145]. For a good identification and a precise determination of the momentum, certain
track quality requirements are applied. Therefore, the muon is required to have hits on
more than five layers of the inner tracking system including at least one valid hit in the
pixel detector. Furthermore, the muon is requested to have at least one valid hit in the
muon system. The global muon track should be matched to the outer track segments
of at least two stations of the muon system and the χ2/ndofb for the global track fit

bThe abbreviation ndof is commonly used for the number of degrees of freedom.
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should be less than 10. To assure that the muon originates from the initial pp collision,
the two-dimensional impact parameter dB with respect to the beam spot is required to
be smaller than 0.02 cm and the distance between the z position of the origin of the
muon track and the z component of the primary vertex is required to be smaller than
0.5 cm.

In order to exclude leptons produced in semileptonic decays of hadrons within a
jet, an isolation criteria is imposed. A relative lepton isolation IPF

rel (∆Rmax, lep) is
calculated. It is defined as the summed pT of all neutral and charged PF hadrons and
PF photons within an opening cone of ∆Rmax around the selected lepton lep divided
by the pT of the lepton itself:

IPF
rel (∆Rmax, lep) =

∑
∆R<∆R

max

pcharged hadrons
T + pneutral hadrons

T + pγT

plep
T

. (6.1)

For muons, a cone of ∆Rmax=0.4 is chosen. To remove the contribution of particles
from PU interactions, only charged hadrons from the PV are considered (see CHS
in Chapter 6.1). As neutral particles do not have a track and therefore cannot be
assigned to a vertex, the summed pT of the photons and neutral hadrons is corrected
by subtracting half of the summed pT of charged particles assigned to PU interactions.
This is a good estimate because on average about 2

3
of the particles produced in a

particle interaction are charged hadrons.
Finally, a muon is considered to be isolated if IPF

rel (∆Rmax=0.4, lep=µ)<0.12.

6.2.2 Additional Muon Veto

As only exactly one muon is expected in the tt semileptonic final state, events with
additional muons are vetoed. For these PF muons, looser identification and isolation
criteria are imposed.

All veto muons are required to be identified as Global or Tracker muons as described
in [145] with a minimal transverse momentum of pT > 10 GeV in the central region
|η| < 2.5 of the detector. Furthermore, a minimum isolation of IPF

rel (∆R=0.4)<0.2 is
required.

6.3 Electron Selection

The basic reconstruction of electrons in CMS is based on the hits in the tracking
system and the energy deposits in the ECAL as detailed in [146]. Consequently, the
identification of electrons is more difficult than for muons as the distinction from other
particles is more complicated.
Furthermore, the lower mass of the electron leads to a sizeable amount of emitted
photons from bremsstrahlung produced from interaction with the tracker material.
This has to be considered within the reconstruction process to re-assign the radiated
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photons and take into account potential kinks in the reconstructed electron trajectory.
Technically, this is done using a Gaussian Sum Filter algorithm [147].
To distinguish electrons from other particles, an MVA-based pre-identification is applied
within the PF procedure using shower shape, track quality and kinematic variables
as well as a criteria for the momentum-energy matching between the tracker and the
ECAL, which is dominated by bremsstrahlung effects.

6.3.1 Signal Electron Selection

For the tt electron+jets final state, the event is required to contain exactly one recon-
structed electron with ET > 33 GeVc and |η| < 2.1. The cut on |η| is chosen to be
synchronous with the muon definition while the ET cut is chosen to stay within the
well described plateau region of the trigger efficiency.

Moreover, the electrons with an ECAL supercluster in the eta range of 1.4442 to
1.5660, corresponding to the transition region of the barrel and end-cap calorimeter,
are not taken into account. Additionally, the electron track should point back to the
interaction point and the impact parameter dB is required to be smaller than 0.02 cm
with respect to the beam spot. The distance between the longitudinal position of the
track origin and the primary vertex is required to be smaller than 0.5 cm. Furthermore,
a multivariate electron identification algorithm is used, which is e.g. constructed from
shower shape variables and finally the value of the MVA electron ID is required to
be above 0.5. In addition, electrons stemming from photon conversion are rejected.
They are identified by missing hits in the layers of the inner tracking system and by a
conversion veto [148].

Similar to the muon channel, an isolation requirement is imposed to veto electrons
produced in non-prompt decays. Following the definition in Equation 6.1, a minimum
relative isolation within a cone of ∆Rmax=0.3 around the electron trajectory is derived.
An electron is finally considered as isolated, if IPF

rel (∆Rmax=0.3, lep=e)<0.1.

6.3.2 Additional Electron Veto

To suppress background processes with multi-lepton final states, events with additional
loosely isolated electrons are vetoed.
Hence, events do not pass the event selection if they contain additional electrons with
ET > 20 GeV, |η| < 2.5, an MVA electron ID value above 0 and and an isolation of IPF

rel

(∆Rmax=0.3, lep=e)< 0.15.

c At energies of at least a few GeV used within the analysis, momentum (p) and energy (E) are
essentially identical while they differ in principle for energy regimes around the particle mass m.
The general relation is: E2 = p2 + m2.
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6.4 Jets

From the semileptonic tt event topology, at least four quarks are expected in the
final state. Due to QCD confinement (see Chapter 3.2.3), initially produced partons
and gluons finally result in a collimated bunch of particles measured in the detector.
Collecting these particles produced by a parton or gluon from the hard scattering
process in the shower evolution and hadronisation process (see Chapter 5.3) in one jet
is one of the most challenging tasks of the object reconstruction.

Within the PF algorithm, jets are clustered from the reconstructed PF candidates.
For this analysis, loosely isolated leptons (as defined for the electron and muon vetoes)
are excluded from the particle list for clustering.
The clustering itself is done using the infrared and collinear save sequential anti− kT
clustering algorithm as detailed in [149]. A recombination parameter of R = 0.5
representing the size of the final jet cone is chosen.

6.4.1 Jet Calibration

The four-momentum of the initial parton or gluon is reflected by the sum of the four-
momenta of all jet constituents. However, the momentum of the reconstructed jets does
not correspond to the true particle-level energy obtained from gen jets clustered from
stable particles on generator level. The main reasons for this difference are the non-
uniform and non-linear response of the calorimeter, energy losses from particles outside
the jet area or undetected neutrinos or additional clustered particles e.g. from PU
interactions. Hence, a calibration of the measured raw jet momenta is needed [48, 150].

These Jet Energy Corrections (JECs) are centrally derived by the CMS JetMET
Physics Analysis Group [151] using MC predictions as well as data from di-jet, Z+jet
and γ+jet samples [152,153]. CMS follows a factorised approach involving the following

Reconstructed 
Jets

L1 L2L3 L2L3Residual
Calibrated

 Jets

absolute
MC (p

T
,)

applied corrections for   data   &   MC

PU (p
T
, ,A,) relative (p

T
,)

PU (p
T
, ,A,)

Figure 6.2: Illustration of the factorised approach of Jet Energy Calibration in CMS.

correction steps as illustrated in Figure 6.2:

• L1 (data&MC): pT and η dependent correction for the contribution of underlying
PU processes using the concept of jet areas [154, 155] with the median of the
energy density (ρ) and the jet area (A)

• L2L3 (data&MC): pT and η dependent corrections to compensate for the non-
linear and non-uniform response of the calorimeters, derived from MC predictions,
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corrected to generator jet leveld

• L2L3Residual (data only): correct for remaining differences of data with
respect to MC predictions, derived from the MC prediction to data ratio

For this analyis, jets have been calibrated up to the absolute Jet Energy Scale (JES)
of L3 in simulation and L2L3Residual in data using the official Summer13 V4 CMS
JECs as detailed in [156]. Furthermore, the jet energy resolutione is found to be slightly
larger in data than in simulation. Therefore, the energy of the reconstructed jets in
simulation is smeared accordingly to match the data using the JER-SFs detailed in
Table 6.1.

jet η range JER-SF

0.0 < ηjet < 0.5 1.052+0.063
−0.062

0.5 < ηjet < 1.1 1.057+0.057
−0.056

1.1 < ηjet < 1.7 1.096+0.065
−0.064

1.7 < ηjet < 2.3 1.134+0.094
−0.092

ηjet > 2.3 1.288+0.200
−0.199

Table 6.1: Scale factors for the jet energy resolution to be applied to the resolution
obtained from simulation as provided by the CMS JetMET Physics Analysis Group.

6.4.2 Jet Selection

Events are requested to contain at least four high energetic jets in the central region of
the detector by imposing pjet

T > 30 GeV and |ηjet| < 2.4.
To reject fake jets from instrumental noise or other particle signatures, common PF
jet identification requirements are applied to the selected jets. These requirements are
minimalistic and based on the composition of the reconstructed jet:

• charged hadron energy fraction > 0

• neutral hadron energy fraction < 0.99

• electron energy fraction < 0.99

• photon energy fraction < 0.99

• multiplicity of charged particles > 0

• number of clustered PF candidates > 1

dGenerator level jets are obtained from applying the same cluster algorithm as for reconstruction
level jets on the stable particles of the event. In this context, stable particles are all generated
particles of the event with a lifetime, which is long enough to transverse or leave a signal in the
detector.

eIn general, the resolution of a quantity x is defined as the width of the relative response distribution
xreco−xtrue

xtrue
of the reconstructed value xreco over the true value xtrue. More details on the definition

and determination of the jet energy resolution can be found in [33].
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6.5 Identification of b Jets

The majority of the events produced in pp collisions contain jets in the final state,
while the presence of jets originating from b quarks is much less frequent. Therefore,
identifying those jets initiated from b quarks is a powerful tool to separate events from
tt production with at least two expected final-state b jets from other physics processes.
The semileptonic tt final state involves also two non-b jets. For the full kinematic
reconstruction of the event, the information of the b jet identification procedure is
used to assign the reconstructed jets to the underlying top quarks initially produced.
Therefore, events are required to contain at least two jets identified as b jets and two
jets identified as non-b jets.

6.5.1 Principles

The procedure of b-jet identification (often called b-tagging) is based on the lifetime,
mass and the decay of the B hadrons which are formed from the final-state b quark
within the hadronisation process. With τB ≈ O(1ps) lifetime, B hadrons can travel
a short distance (typically ≈ O(1mm)) before decaying. Therefore, the tracks of the
decay products, which are finally measured in the detector, are extrapolated back to
this point, forming a secondary vertex (displaced from the primary one). Hence, the
identification of b jets as illustrated in Figure 6.3 is based on reconstructed secondary
vertices and track related information such as the impact parameter with respect to
the primary vertex. Also the relatively large mass of the B hadron in comparison to
other particles in the shower and the possible decay into leptons can be used in the
b-tagging procedure.

Figure 6.3: Illustration of the detector signal of a reconstructed b jet. Lxy denotes
the flight distance of the B hadron in the transverse plane from the primary to the
secondary vertex where it decays and creates tracks with a large impact parameter d0

with respect to the primary vertex. Taken from [157].
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Differences between data and simulation are corrected, using per jet SFs for the
b-tag and mistag efficiencies provided by the CMS B Tag & Vertexing Physics Object
Group (BTV POG) [158]. The conversion of these per jet SFs into an per event SF is
explained in detail in Chapter 6.7.

6.5.2 B-Jet & Light-Jet Selection

Within the analysis the Combined Secondary Vertex (CSV) algorithm as detailed in [159]
is used for b-jet identification. The CSV algorithm combines information about impact
parameter significance of tracks, the reconstructed secondary vertex and jet kinematics
in an MVA approach [160] into one discriminator value bdisc.

Jets with a b-jet discriminator value of bdisc > 0.679 are identified as b jets. This
value refers to the medium working point of the algorithm (CSVM), which implies that
only about 1.5% of the light jets are on average misidentified as b-jets while the average
identification efficiency of b jets is about 65%. Following the tt final-state topology,
events are requested to contain at least two jets (as defined in Chapter 6.4.2) identified
as b jets.

Furthermore, events are only considered for the analysis if they in addition contain
at least two jets identified as non-b jets by inverting the discriminator criteria. This
additional selection step was introduced to differentiate between events where the kine-
matic reconstruction is not successful because no light jets are found for the association
with the hadronically decaying W boson and events where the kinematic reconstruction
is not converging due to the incompatibility with the kinematic constraints.

6.6 Missing Transverse Energy

The undetected neutrino of the tt semileptonic final state leads to a momentum
imbalance of all measured particles in the transverse plane. The negative vectorial sum
of the momenta of all PF candidates in the transverse plane is referred to as missing
transverse momentum ~Emiss

T and its magnitude as missing transverse energy Emiss
T :

~Emiss
T = −

∑
all PF

candidates i

~p i
T (6.2)

Emiss
T = |~Emiss

T |. (6.3)

~Emiss
T is a measure for the neutrino momentum in the transverse plane and therefore

used in the kinematic event reconstruction (see Chapter 7) while no explicit event

selection requirement is imposed. The reconstruction of ~Emiss
T is very sensitive to object

mismeasurements, instrumental noise or detector malfunctions. Several corrections are
applied during the ~Emiss

T computation as detailed in [161, 162], leading to resolutions
of typically 20 GeV. For the analysis, ”type-0” and ”type-1” corrected Emiss

T is used,
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involving a PU correction and the propagation of the jet energy corrections (see
Chapter 6.4.1).
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6.7 Data-Driven Corrections

In order to use the maximal knowledge as input of the analysis, several correction
factors are applied to the plain simulation:

• W→x Branching Ratio (BR) correction

• PU correction (official CMS procedure)

• trigger and lepton selection efficiencies (customised study on data)

• JEC (official CMS corrections)

• b-jet identification (official CMS scale factors)

Some of these scale factors (SFs) are directly provided from the corresponding Physics
Object Group (POG) while others follow official prescriptions.

Branching Ratio .

The BR for the decay of the W bosons which is used in the plain MadGraph+pythia
tt prediction is of LO accuracy. The BR values for the W-boson decay as measured in
data from the Particle Data Group (PDG) [32] are used to correct the different tt final
states accordingly. The observed effect and an associated uncertainty are completely
negligible.

Pile-Up .

The generic PU distribution in the simulation is corrected according to the one observed
in data. The method is detailed in Chapter 5.3.3 and finally, good agreement between
data and simulation is found within uncertainties.

Trigger and Lepton Efficiency .

Trigger and Lepton efficiencies have been determined individually for each final state
using the common Tag-and-Probe (T&P) method. The strategy and technical imple-
mentation is taken from [23] and applied to the

√
s = 8 TeV dataset. The advantage of

this customised determination of the efficiencies is that the applied lepton definition is
identical to the one used for the event selection (see Chapter 6.2.1 and 6.3.1). Further-
more, the efficiencies can be determined differentially for any quantity necessary and
in any binning. This is important as for the determination of normalised differential
distributions a differential understanding of the efficiencies is needed.

The T&P method uses a sample of high purity leptons from Z→ll decays. From
a sample with at least two oppositely charged lepton candidates in the considered
kinematic phase space, one of them (tag lepton) is demanded to satisfy all the lepton
selection criteria and to have fired the trigger. Furthermore, the second lepton candidate
is only required to fulfill the basic PF object reconstruction. It is finally accepted
as a probe lepton with a low misidentification probability if the combined invariant
mass of the two leptons lies within 15 GeV around the Z boson mass of 91 GeV. From
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this, relative efficiencies ε for a certain selection S with respect to previously applied
selections S ′ are determined with the cut-and-count method:

εS[S
′
] =

Nprobe

S⊗S
′

Nprobe

S
′

. (6.4)

Here, Nprobe

S
′ denotes the number of probe leptons passing the pre-selections S′ and

Nprobe

S⊗S
′ the number of leptons passing in addition selection S.

Moreover, the lepton efficiencies and scale factors are determined in a factorisation
approach. Starting from probe leptons fulfilling the basic PF object reconstruction
(labeled reco), the lepton selection (including identification and isolation cuts) and
trigger requirements are applied subsequently:

εl[reco] = εsel[reco] · εtrig[sel⊗reco] (6.5)

SFl =
εdata

l[reco]

εMC
l[reco]

. (6.6)

Following the factorisation approach, the final scale factors SFl(p
l
T, η

l) = ε(data)
ε(MC)

for
trigger and lepton selection efficiency are multiplied i.e. by taking all probe leptons
before any trigger and lepton selection as denominator and taking the leptons that pass
these requirements as the numerator.

In 2012, single-lepton triggers without prescale are available for the complete
data-taking period. For the semileptonic muon (electron) final state, the trigger
HLT IsoMu24 eta2p1 v∗(HLT Ele27 WP80 v∗) is applied to data and the MC predic-
tion. The lepton selection criteria are defined in Chapter 6.2.1 for the muon and in
Chapter 6.3.1 for the electron. The finally obtained T&P efficiencies and SFs for trigger
and lepton selection are shown in Figure 6.4 for the muon and in Figure 6.5 for the
electron. Both SFs are determined double differentially as a function of pl

T and ηl of the
lepton. Statistical uncertainties of the determined efficiencies refer to Clopper-Pearson
confidence intervals [163].

In general, reasonably flat SFs in the order of 0.98 ± 0.03 are obtained. Only a
moderate η dependence is observed for the muon and a moderate pT dependence for
the electron. Only the SFs for the kinematic region with electrons below pT = 35 GeV
shows larger discrepancies. For 30 GeV ≥ pT(electron) < 33 GeV a large η(electron)-
dependency for the SF of the trigger efficiency is observed. To avoid large uncertainties,
a minimum requirement of pT > 33 GeV is used for electrons within the analysis.
Further details and one-dimensional projections of the two-dimensional efficiencies as
function of pl

T and as function of ηl can be found in Appendix A.
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Figure 6.4: Combined trigger and lepton selection efficiency as obtained from a tag-and-probe study for
the muon in the MC prediction (top) and the data (middle) as a function of pT and η of the muon. The
resulting data over MC scale factor is shown in the bottom. Taken from [164].
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Figure 6.5: Combined trigger and lepton selection efficiency as obtained from a tag-and-probe study for
the electron in the MC prediction (top) and the data (middle) as a function of pT and η of the electron.
The resulting data over MC scale factor is shown in the bottom. Taken from [164].
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B-Jet identification .

The efficiency for b-jet identification and light-jetf misidentification is found to be
different in data and simulation by the CMS BTV POG [159, 165]. Per jet SFs
parametrised as a function of pT and η of the jet for the kinematic range |η| <2.4 and
pT > 20 GeV are available. The SF for the b-jet identification efficiency per jet for the
CSVM algorithm is measured to be between 0.94 and 0.97 with uncertainties of 2-4%
as a function of the jet pT in the range of 30− 500 GeV.
The conversion of the per jet SFs into an per event SF follows a prescription which was
also used for the analysis of differential tt cross sections with the CMS dataset recorded
at
√

s = 7 TeV [23,25].

In the first step, the efficiencies for b-jet identification are estimated from the MC
prediction separately for each flavour (εb, εc and εl) as a function of the jet pT and
|η| from the default tt signal sample (see Chapter 5.3.2) after the full lepton and jet
selection without b-jet identification requirements. The number of simulated events in
this sample is large enough to ignore the statistical uncertainty.

The corrected b-jet identification efficiencies (εi,corr) can then be calculated by
applying the provided SFs for the different jet flavors (SFi):

εi,corr = SFi · εi,sim , i ∈ b, c, l. (6.7)

Following the recommendation, the SF for b-jet identification is also used to correct the
efficiency for c-jet misidentification with twice the quoted uncertainty. Furthermore,
the SF for light-jet misidentification is measured to be between 0.95 and 1.45 with
uncertainties of 8-15% as function of jet pT in different jet η ranges.

Moreover, an event selection efficiency for at least two jets identified as b jets
(ε≥2 b jets) is calculated for each MC event. As shown in Equation 6.8, this is done by

subtracting from 1 the efficiency that no jet (1st row) or only one b-jet (2nd row), c-jet
(3rd row) or light-jet (4th row) is identified as b-jet:

ε≥2 b jets = 1 −
Nb∏
i

(1− εb,i)
Nc∏
j

(1− εc,j)
Nl∏
k

(1− εl,k) (6.8)

−
Nb∑
h

εb,h

Nb∏
i 6=h

(1− εb,i)
Nc∏
j

(1− εc,j)
Nl∏
k

(1− εl,k)

−
Nc∑
h

εc,h

Nb∏
i

(1− εb,i)
Nc∏
j6=h

(1− εc,j)
Nl∏
k

(1− εl,k)

−
Nl∑
h

εl,h

Nb∏
i

(1− εb,i)
Nc∏
j

(1− εc,j)
Nl∏

k 6=h

(1− εl,k).

Moreover, ε≥2 b jets depends on the specific event, like on the number of b, c and l jets

fHere, ”light jets” indicate jets originating from gluons or quarks of the u, d and s flavor.
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(Nb,Nc,Nl). Additionally, εb, εc and εl are assumed to depend on pT and |η|, so that
Equation 6.8 is individually evaluated for each event.

Finally, an event weight (SF≥2 b jets) is calculated from the ratio of selection efficiency
with and without data to simulation SFs applied:

SF≥2 b jets =
ε≥2 b jets(SFi · εi,sim)

ε≥2 b jets(εi,sim)
, i ∈ b, c, l. (6.9)

SF≥2 b jets is separately calculated for each simulated event and after the b-jet selection
step used as an event weight to the simulation.

As the misidentification rate (≈1% for the chosen CSVM working point) and the
corresponding SFs are in the order of one, the two non-b jets are expected not to be
misidentified as b-jets. Therefore, any correction related to the light jet identification
step is negligible. The majority of events vetoed in this selection step, is expected to
possess a light jet outside the kinematic acceptanceg.

Combination of Corrections .

While the JECs are directly applied to the jets by adapting their four momenta, data
to simulation scale factors are derived for all other data-driven corrections. Following a
factorisation approach, these SFs are multiplied for each event:

SFevent = SFBR · SFPU · SFl · SF≥2 b jets. (6.10)

The ultimately obtained result (SFevent) is applied as event weight to the simulation.

gThe phase space defined by the pT and η requirements of one or several objects is called kinematic
acceptance.
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6.8 Cutflow and Expected Event Composition

After applying all relevant corrections to the MC predictions, the event selection as
defined in Chapter 6.2.1 to 6.5.2 is applied step by step and the selected number of events
in data is compared to the prediction from simulation. The obtained ”cut-flow” for the
individual muon and electron semileptonic final states is shown in Table 6.2 for the
lepton and jet selection, b-jet and light-jet selection. Furthermore, the number of events
with a successful kinematic event reconstruction and the number of well reconstructed
events fulfilling an additional 2% requirement on the minimal χ2-probability of the
event reconstruction (as explained in Chapter 7) are listed as well.

The prediction from simulation is obtained by normalising the MC prediction to
the recorded luminosity using the theoretical cross sections discussed in Chapter 5.3.2.
For each selection step, the corresponding correction factors for the MC prediction as
detailed in Chapter 6.7 are taken into account.

Final State µ+jets e+jets `+jets combined

Selection Step NData NMC NData NMC NData NMC
NData

NMC

≡ 1 lepton
+ ≥ 4 jets

290,557 273,396 316,567 283,416 607,124 556,811 1.090

+ ≥ 2 b jets 68,818 64,187 65,686 61,471 134,504 125,658 1.070
+ ≥ 2 light jets 64,899 61,022 62,060 60,300 126,959 121,323 1.046
+ kinematic reco 56,492 52,964 53,586 50,493 110,078 103,456 1.064

+ χ2-prob.≥2% 26,843 25,741 24,927 24,369 51,770 50,110 1.033

Table 6.2: Number of events obtained after lepton and jet selection, b-jet and light-jet
selection, after a successful kinematic reconstruction of the full event (kinematic reco)
and a quality requirement on the minimal χ2-probability of the event reconstruction.
The prediction from simulation (NMC) includes pile-up correction, branching ratio and
jet energy corrections as well as trigger and lepton selection efficiency corrections and,
after b-jet selection, also b-tag efficiency scale factors and is compared to the result in
data (NData).

After the b-jet and light-jet selection step, 64899 (62060) events are selected in data
compared to 64187 (61471) expected events from the simulation in the muon (electron)
final state. A successful kinematic reconstruction assuming a semileptonic tt event
topology as needed to access the top-quark kinematics and discussed in Chapter 7 is
possible for 85% (87%) of those events in simulation (data) for both final states. After
requiring a minimum χ2-probability of 2% for the obtained kinematic solution to enhance
well reconstructed tt events, a total number of 51770 data events is used as input for
the analysis. In this final selection step, the agreement between the number of selected
events in data and simulation is at the level of about 3%. This small discrepancy is fully
covered by systematic uncertainties. A more detailed discussion about the agreement
of the total rate between data and simulation is given in Chapter 11.1.
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The predicted event composition is derived from the expected events in simulation
and is listed for different selection steps in Table 6.3. After the requirement of two

Final State µ+jets e+jets
Physics
Process

pre-
tagged

tagged kin-reco prob
pre-

tagged
tagged kin-reco prob

tt signal
51 81 82 88 47 81 82 88(e/µ prompt)

tt other 7 12 11 7 7 12 11 7
Single Top Q.

3 4 4 2 3 4 4 2
(s-,t-&tW-channel)

tt +V 1 1 1 1 <1 1 1 1
W+Jets 31 2 2 1 27 2 2 1
Z+Jets 4 <1 <1 <1 5 1 <1 <1
QCD 1 <1 <1 <1 9 <1 <1 <1
Diboson 1 <1 <1 <1 <1 <1 <1 <1

Table 6.3: Expected relative event composition [%] as obtained from the simulation
after the lepton and jet selection (pre-tagged), after b-jet requirement (tagged), after
successful kinematic event reconstruction (kin-reco) and after a quality requirement
on the minimal χ2-probability of the event reconstruction (prob). The prediction from
simulation includes pile-up, branching ratio and jet energy corrections as well as trigger
and lepton selection efficiency corrections and, after b-jet selection, also corrections for
the b-jet identification efficiencies.

identified b jets, the expected relative event composition is similar for both decay
channels. For the final selection step, the expected composition of events used for the
analysis comprises about 95% events originating from tt pair production. About 88% of
the selected events are expected to originate from tt events with a prompt semileptonic
decay into muon or electron which are treated as signal events (”tt signal”). About 7%
of the selected events originate from other tt decay modes (”tt other”).
Additionally, the composition per decay mode of the tt other events is shown in Figure 6.6.
The majority of these events involve τ leptons in the decay chain. Therefore, additional
neutrinos are involved, resulting in a more complex final state and a difference in the
reconstructed distributions. Hence, these events are treated as background. The same
argumentation holds for the production of tt pairs which are additionally accompanied
by a vector boson.

Furthermore, the largest remaining background contribution from non-tt events
stems from the production of single top quarks (≈2%) while the expected contribution
of all other processes is expected to be around 3%. The remaining single-top-quark
events are mainly from the tW-channel production mode (≈80%) while only few events
are produced in the t-channel (≈17%) or the s-channel (≈2%).

Due to the combination of a large cross section and a similar final state, QCD multijet
events and events with W bosons have been the most important background processes
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for semileptonic tt analyses. Here, those backgrounds are efficiently suppressed by
the applied selection criteria: QCD multijet events already by requiring an isolated,
high-energetic lepton and events with W bosons by the requirement of at least two
identified b jets.

As illustrated in Table 6.3, the kinematic event reconstruction has almost no influence
on the expected event composition. In contrast to this, the requirement of a minimal
χ2-probability suppresses all events not originating from the tt signal.

The finally expected purity of 95% events from tt pair production is a demonstration
of the possibilities offered by the large LHC dataset. The dataset recorded at

√
s = 8 TeV

allows for a tight event selection resulting in an expected purity of tt events which is
even larger than for the dileptonic final state [25], which has intrinsically much lower
background contributions.
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Figure 6.6: Expected event composition of the selected non-signal tt events from final
states other than semileptonic with prompt muon or electron as obtained from the
MadGraph+pythia MC prediction for the final selection step including a quality
requirement on the minimal χ2-probability of the event reconstruction.
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6.9 Control Plots

To verify the understanding of the applied selection criteria, the shapes of the Mad-
Graph+pythia MC prediction are compared to data for several basic kinematic
quantities for the ”combined” `+jets final state (see Figure 6.7 to 6.12).

The combination of the semileptonic electron and muon final states is done by adding
the selected event yields respectively. All further steps of the analysis use exactly this
combined `+jets final state as input. Before adding the event yields, all corrections as
discussed in Chapter 6.7 are applied for the corresponding selection step.

Furthermore, the tt contribution is scaled to the in-situ measured total inclusive
cross section individually for each selection step to ensure the same number of events in
data and simulation.

Within the hatched uncertainty band for the simulation, the main uncertainties are
taken into account:

• tt modelling uncertainties
– ME-PS matching scale uncertainty
– hard scattering Q2 scale uncertainty
– hadronisation uncertaintyh

• experimental uncertainties
– JES uncertainty
– JER uncertainty
– b-tag SF uncertainty (also shape effects)

A detailed discussion about the uncertainties and their precise definition can be found
in Chapter 10. For all evaluated uncertainty sources, only the effect on the in-situ
scaled shape of the tt component is considered for the control plots. Moreover, the
provided data over MC ratios and the corresponding uncertainties are obtained from
linearly rescaling the number of data events by the number of events from the MC
prediction in each bin.

Furthermore, all plots shown are after the selection step of requiring at least two
identified b jets. Quantities related to the lepton are shown in Figure 6.7, quantities
related to jets in Figure 6.8 to 6.10, quantities related to b jets in Figure 6.11 and the
missing transverse energy in Figure 6.12.

In general, good agreement between the shapes obtained from data and predicted
by the simulation is found at the ≤ 10% level and mostly within the uncertainties.
However, all momentum-related distributions (e.g. pT (jet), pT (lepton) or Emiss

T ) are
observed to be slightly softer in data than in simulation. This observation will be
discussed in detail in Chapter 12 and is assumed to be an effect of the modelling of the
top quark transverse momentum which propagates through the decay to the final-state
leptons, neutrinos and jets. Furthermore, a small difference for the pseudorapidity of

hThe hadronisation uncertainty is defined as the difference between the predictions of the
powheg+pythia and the mc@nlo+herwig predictions as detailed in Chapter 10.
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the jets and leptons is observed. In data, the reconstructed jets and leptons appear to
be slightly less central. This might be a hint for higher order contributions which are
not modelled in the MadGraph+pythia prediction but e.g. in the powheg+pythia
prediction which shows an improved consistency with the data. The visible dips in the
barrel region around ηl = ±0.25 are due to the gaps between the wheels of the yoke,
which result in a lower reconstruction efficiency for muons [166].

Moreover, an equally good agreement for the separate electron and muon final states
is observed. As no difference between the final states is expected or observed and they
both contribute approximately the same number of events to the combined control
plots, no separate plots are shown.
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Figure 6.7: Transverse momentum (a), relative isolation (b) and pseudorapidity (c) for
the selected lepton (e/µ) after lepton selection, jet selection and b-jet identification in
the combined `+jets channel. All correction factors are applied to the simulation.
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Figure 6.8: Multiplicity (a), transverse momentum (b), relative isolation (b), pseudora-
pidity (c), and the scalar sum of all jet pT (d) for all selected jets after lepton selection,
jet selection and b-jet identification in the combined `+jets channel. All correction
factors are applied to the simulation.
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Figure 6.9: Variables for jet identification: charged electromagnetic fraction (a), neutral
electromagnetic fraction (b), charged hadronic fraction (c), neutral hadronic fraction (d)
and number of charged particles for all selected jets after lepton selection, jet selection
and b-jet identification in the combined `+jets channel. All correction factors are
applied to the simulation.
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Figure 6.10: Transverse momentum (pT) for the four jets with highest (a), second (b),
third (c) and fourth (d) highest pT for all selected jets after lepton selection, jet selection
and b-jet identification in the combined `+jets channel. All correction factors are applied
to the simulation.
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Figure 6.11: CSV b-tag discriminator for all selected jets (a) and resulting jet mul-
tiplicity (b) and transverse momentum of the identified b jet with highest (c) and
second highest (d) pT after lepton selection, jet selection and b-jet identification in the
combined `+jets channel. All correction factors are applied to the simulation.
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simulation.
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Chapter 7

Kinematic Reconstruction of the tt
Event Topology

To access the kinematics of the top quark itself, a full interpretation of the event
topology is needed. This kinematic reconstruction involves assigning the reconstructed
lepton and jets to the initial particles from the tt decay and finally obtain the top-quark
four momentum as sum of the four momenta of its measured final state objects.

In the semileptonic decay channel (without additional jets), the final state comprises
four jets, two of them initiated from b quarks of the top-quark decays and two from the
hadronically decaying W boson. Additionally, in approximately 50% of all events further
jets (e.g. from ISR/FSR) are passing the jet selection as described in Chapter 6.4.2
which increases the number of possible jet assignments. Another challenge is the a priori
unmeasured neutrino of the leptonic W-boson decay. Assuming momentum conservation
in the transverse plane, its x and y component is associated to the measured momentum
imbalance (~Emiss

T ). Hence, only the z component of the neutrino momentum remains
unmeasured.

A commonly used method at Hadron colliders for the event reconstruction and inter-
pretation of tt events is a kinematic fit. Its principles are explained in Chapter 7.1. The
performance of the event reconstruction is essential for every high precision differential
cross section measurement as function of the top-quark and top-quark pair quantities.
Therefore, an improved strategy in comparison to the CMS analysis of differential top
cross sections at

√
s = 7 TeV [23] is developed in Chapter 7.2 and its performance

in data is tested in various ways in Chapter 7.3. Finally, the obtained distributions
for all quantities are used as input for the calculation of differential cross sections are
presented in Chapter 7.4.
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7.1 Kinematic Fitting

The technical tool, used to perform the event interpretation is a kinematic fit as
explained in [167] and implemented in the KinFit package [168].

All measured four momenta of the selected lepton and the selected five jets with the
highest transverse momentum are given as input to the kinematic fit. Furthermore,
the missing transverse momentum is associated with the transverse momentum of the
neutrino while the z component of the neutrino momentum is set to 0 as initial value.
To reduce the number of possible jet combinations only jets identified as b jets are
considered as b quarks and only jets identified as non-b jets are considered as light
quarks in the association of the reconstructed objects to the decay products of the
semileptonic top-quark decay. The permutation of the two light jets is irrelevant because
they are both assigned to the same W boson. Thus, in case of exactly four selected jets
the only ambiguity left is the permutation of the two b jets.

Within the fitting procedure, the kinematic properties of the input objects (lepton,
neutrino and jets) are changed to fulfill certain topological constraints. At least one
constraint is necessary to solve the kinematic equations due to the unmeasured neutrino
pz. Further constraints help to find the correct jet assignment and to improve the
resolution of the measured object kinematics within the fitting procedure. All constraints
applied involve the reconstructed top-quark and W-boson masses:

• W-boson mass constraints
– mreco

W = m(jj)
= m(lν) ≡ 80.4 GeV

• top-quark mass constraints

– either: mreco
top = m(lνb) ≡ m(jjb) = free

– or: mreco
top = m(lνb)

= m(jjb) ≡ 172.5 GeV

The invariant mass of the light jets as well as the invariant mass of the lepton and the
neutrino are required to form exactly the W-boson mass of 80.4 GeV. Furthermore,
mass constraints for the reconstructed top-quark masses are used. This is done either
by requiring equal reconstructed masses for the top and antitop quark– leaving the
actual value of the mass free or by forcing the reconstructed top-quark mass to a fixed
value. Additionally, it was studied that including a width in the mass constraints has
an negligible effect on the result of the fit. All constraints are illustrated in Figure 7.1.

The technical implementation of the kinematic fit minimises a likelihood function (L ):

L = (∆~y)t ·COV−1y · (∆~y)︸ ︷︷ ︸
A

+ 2 ·
#constraints∑

k=1

λk · fk︸ ︷︷ ︸
B

(7.1)

∆yi = yfit
i − yinput

i . (7.2)
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Figure 7.1: Illustration of the topological constraints for the reconstructed W-boson and
top-quark masses used for the event interpretation of the semileptonic tt final states
with one prompt muon or electron.

which is constructed from the initial (superscript ”input”) and fitted (superscript ”fit”)
kinematic properties (i=pT, η, φ) of the input objects (y=lepton, neutrino, two b jets
and two non-b jets), their covariance matrix (COVy) and the applied constraints (fk)
which are implemented using Lagrangian Multipliers (λk). Moreover, the constraints
are constructed such that fk=0 means they are perfectly fulfilled, e.g. f1=mreco

W -80.4 GeV.
Therefore, a small numerical value for expression B in Equation 7.1 means that the
applied constraints are well fulfilled.

As covariance matrix, a diagonal matrix with the object resolutions (resy) on the
diagonals is used: (

COVy

)
ij

= δijresyi
. (7.3)

Therefore, expression A represents the amount of change to the kinematics of the input
objects relative to their resolutions. Consequently, input objects with poor resolutions
(in this case the neutrino and the jets) are on average changed by larger values than
input objects which are measured more accurately (like the lepton).
The resolutions of all reconstructed final-state objects are obtained from a tt simulation
relative to their parton level truth values. Details are given in Chapter 7.3.1. A small
numerical value for A indicates solutions with minimal changes to the input objects.

Consequently, minimising the Likelihood function L in Equation 7.1 leads to a
solution where the constraints are fulfilled best and the kinematics of the input objects
are only minimally changed according to their resolutions.
In order to find the minimum of the likelihood L , a linearisation approach and an
iterative solving is performed (see [167] for details) so that finally the constraints
are nearly exactly fulfilled. Finally, the kinematic fitting procedure is considered as
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successful if a solution is found within 500 steps of the iterative solving routine while
the convergence criteria are a maximum absolute change of 0.00005 for A between the
last two iterations and a maximum absolute value of 0.0001 for B.

Depending on the number of selected jets, several jet assignments are possible and
therefore multiple solutions per event can be obtained. To choose the most likely correct
one, an estimator for the goodness of the fit is used. For this purpose, the compatibility
of the obtained solution with the assumed tt topology is quantified. Here, the assumed
tt topology is reflected by the constraints. Therefore, the difference between the initial
and fitted object kinematics relative to the resolution is evaluated. Top like events
are expected to require only a minimal change if all the relevant final state objects
are reconstructed and the correct jet assignment is chosen as they naturally form
the W-boson and top-quark mass. To quantify this compatibility, expression A in
Equation 7.1 is interpreted as a χ2 expression and simplifies to:

A
7.1
= (∆~y)t ·COV−1

y · (∆~y)
7.3
=
∑

i

(
yfit

i − yinput
i

resy

)2

= χ2. (7.4)

Moreover, the χ2 is converted into a χ2-probability (prob) with values between 0 (bad
solution) and 1 (good solution):

prob(χ2, n) =

inf∫
χ
2

t
n
2
−1 · exp(− t

2
)dt

2
n
2 ·

inf∫
0

t
n
2
−1 · exp(−t)dt

. (7.5)

Here, n is the number of degrees of freedom that depends on the number of constraints
and the number of unmeasured parameters. For the constraints with equal (fixed)
top-quark mass, n is 2 (3).

Finally, the fitted object kinematics of the lowest χ2 (=highest χ2-probability) jet
assignment is used as input for all differential cross section measurements. Thereby, the
correction of the input parameter kinematics within the fitting procedure helps limiting
systematic uncertainties, e.g. the momentum of the light jets is automatically calibrated
by the W-boson mass constraint. This is an advantage of the semileptonic over the
dileptonic final state which is kinematically underconstrained due to the two neutrinos.
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7.2 Optimisation of the Kinematic Reconstruction

The event reconstruction is one of the key points of this analysis. If the jets are wrongly
associated to the top quarks, an arbitrary wrong solution is obtained. Therefore, the
choice of different constraints and configurations for the kinematic fit is studied and an
improved strategy with respect to previous analyses is developed.

7.2.1 Expected Jet Assignment as Quality Criteria

In order to quantify the performance of the chosen setup of the kinematic fit, the
assignment of the reconstructed jets from the solution with the minimum χ2 is compared
to the correct assignment.

Determining the correct jet assignment comprises the difficulty of associating the
reconstructed and selected b and light jets to the original b and light quarks of the
underlying top-quark decay. This association is done using a jet-parton matching
algorithm where every jet is associated to every parton within ∆R(jet,parton)<0.3.
Only events with an unambiguous result for all partons are considered as successfully
matched. This assures that the matching result is correct for most of the events but
the algorithm does not find a solution in up to 50% of all cases.

These unmatched events originate for example from cases where one of the jets from
the tt decay is not selected (e.g. because it is outside the kinematic acceptance or
not passing the jet identification criteria), cases where two quarks from the tt decay
are merged in one single jet because of a boosted event topology or cases where one
parton from the tt decay results in two or more reconstructed jets due to FSR or
misreconstruction. For all these scenarios, a correct reconstruction of the top quarks is
not possible using the kinematic fitting procedure.
On the other hand, the matching can fail also for correct solutions if the result is
ambiguous because jets are close-by or if ∆R(parton,jet)>0.3.

Possible permutations when comparing the jet assignment from the kinematic fit to
the result of the jet-parton matching algorithm are:

• all jets correctly assigned (ok)

• b jets interchanged (bb)

• for more than four selected jets:
wrong four out of the five jets with the highest transverse momentum chosen
(wrongj)

• at least one of the jets from the tt decay is not among the five jets with the
highest transverse momentum (jmis)

• cyclic permutation of two or three jets (blepq, bhadq, bbqlep, bbqhad)

• all jets are wrongly assigned (bbqq)

The ordering of the listed particles in the abbreviations for the cyclic jet permutations
specifies which jets are interchanged:

• blepq : leptonic b jet and one light jet interchanged
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• bhadq : hadronic b jet and one light jet interchanged

• bbqlep: light jet assigned as leptonic b jet, leptonic b jet as hadronic b jet and
hadronic b jet as light jet

• bbqhad: light jet assigned as hadronic b jet, hadronic b jet as leptonic b jet and
leptonic b jet as light jet

It was found that using the five instead of only the four jets with the highest
transverse momentum in the fitting procedure results in about 20% more correct jet
assignments and reduces the cases where one jet from the tt decay is missing by a factor
of almost four. Using six or more jets does not improve the result further but enhances
cases where the wrong jets are chosen.
Furthermore, it was found that using the information of the b-jet identification for the
jet-quark assignment reduces all permutations involving a b jet and a non-b jet by
up to 70%. For the typical setup of the kinematic fit with five jets as input and the
b jet information as it was already used in the CMS analysis of differential top cross
sections at

√
s = 7 TeV [23,25], the major contributions to events without correct jet

assignment are events without matching and events with the two b jets interchanged.
In the following, an improved strategy is developed to reduce both cases.

7.2.2 The Double Kinematic Fit

Assigning the b jets correctly turns out to be the main challenge of the jet assignment
if all relevant jets from the tt decay are reconstructed and selected. One solution is to
constrain the reconstructed value of the top-quark mass, e.g. using mreco

top ≡ 172.5 GeV
as constraint reduces solutions with interchanged b jets by approximately 50%.

On the other hand, the choice of the mass value can bias those differential distribu-
tions which are very sensitive to the top-quark mass, leading therefore to an additional
uncertainty.

In contrast to the CMS analysis of differential top cross sections at
√

s = 7 TeV [23,25],
the value of the top-quark mass is used as a constraint in an improved event interpreta-
tion. To use the knowledge of the true top-quark mass without depending on its exact
value, an approach with two sequential fitting steps in the following called ”Double
Kinematic Fit” is performed.

The first kinematic fit is applied in order to choose the best jet assignment. Per-
mutations are tested using the selected five jets with the highest transverse momen-
tum. Besides the W-boson mass constraint, a fixed top-quark mass constraint of
mreco

top = 172.5 GeV is used to suppress permutations with interchanged b jets. Finally,

only the jet assignment with the minimum χ2 is chosen as input for the second fit.

All kinematic properties for the differential cross section calculation are determined
in the second kinematic fit. As input, the jet assignment from the first fit is used while
all four momenta of the input objects (including the ones of the jets) are obtained
from the reconstruction step before the first fit. Besides the W-boson mass constraint,
only equal reconstructed top- and antitop-quark masses are required, leaving the actual
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value of mreco
top free. Therefore, the obtained kinematic distributions will depend only

weakly on the choice of the value for the mtop constraint of the first fit.

Finally, the obtained χ2 and kinematics of the second kinematic fit are used in the
further analysis. This is consistently done for the top quarks as well as for the input
objects. The Double Kinematic Fit is needed for the top-quark reconstruction but
also improves the resolution for the final state objects (especially the jets) due to the
constraints.

7.2.3 Minimum χ2-Probability Requirement

Signal events (e/µ+jets tt final states) with correct jet assignment naturally fulfill the
applied W-boson and top-quark mass constraints. Hence, the obtained average value
for the χ2-probability of the kinematic reconstruction (as defined in Equation 7.5) is
expected to be higher than for background events or signal events with a wrong jet
assignment. Figure 7.2 shows the expected shape of the χ2-probability distribution for
tt signal events with correct jet assignment, all other tt signal events and tt non-signal
events. A clear separation of correctly assigned signal events can be observed.
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Figure 7.2: Relative shape of the χ2-probability distribution for the minimum χ2

solution as obtained from the double kinematic fit event reconstruction procedure for
simulated tt events. Three different type of tt events are studied: signal events (`+jets
final state) with correctly assigned jets (”tt SG, correct jet assignment”), other signal
events (”tt SG, other”) and non-signal tt events (”tt BG”). The black line indicates
the probability value of 2% used as selection criteria to enhance correctly reconstructed
events.

Consequently, a minimum χ2-probability requirement is introduced to enhance the
fraction of good reconstructed events. Finally, this results in limited migration effects
for the cross section quantities (see Chapter 8.4).
On the other hand, choosing larger values of the minimal χ2-probability will reduce the
statistics in data too much. This results in larger statistical uncertainties, especially in

the tails of steeply falling distributions like mtt.
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In order to find the best minimal χ2-probability requirement as a compromise of a high
efficiency and a high fraction of correctly reconstructed signal events, the significance for
correct reconstructed signal events relative to all reconstructed tt events is optimised:

significance =
sig√

sig + bkg

sig = Ntt SG
correct jet assignment

bkg = Ntt SG
wrong jet assignment + Ntt SG

no jet−parton matching + Ntt BG.

As the fraction of non-tt background events is already fairly small after the b-jet
identification (see Chapter 6.8), only tt events are involved to optimise the χ2-probability
requirement. The expected significance and selection efficiency as determined from the
tt simulation for different choices of the minimal χ2-probability requirement is shown
in Figure 7.3 for the Double Kinematic Fit.
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Figure 7.3: Left: Significance for correctly reconstructed tt signal events relative to all
reconstructed tt events. Right: Efficiency for tt signal events with correct jet assignment
(black), other tt signal events (red) and tt non-signal events (blue) as expected from
simulation for different requirements of the minimal χ2-probability. The finally chosen
value of 2% is marked with a red line in the left figure.

As optimal value, a minimal χ2-probability requirement of 2% is found which
corresponds to a maximum χ2 requirement of 7.82. The value of 2% turns out to be
independent of the choice of the top-quark mass constraint for all studied scenarios
(equal mass, fixed mass and Double Kinematic Fit), while all numbers quoted in the
following refer to the Double Kinematic Fit.

Only few correctly reconstructed events are vetoed while events with wrong jet
assignment as well as non-signal events are efficiently suppressed. The efficiency of the
χ2-probability>2% requirement is about 50% for all tt events, 87% for signal events
with correct jet assignment, 36% for all other tt signal events and 31% for all non-signal
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tt events. The separate efficiencies for all jet assignments of the tt signal events are
shown in Figure 7.4.
Events without jet-parton matching are effectively suppressed and the expected fraction
of signal events with correctly assigned jets is raised to over 50% while the expected
ratio of tt signal events over tt non-signal events is increased from 7 to 12.
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Figure 7.4: Expected efficiency for all jet assignments of tt→e/µ+jets events for the
minimal χ2-probability requirement of 2%.

Furthermore, the relative composition of tt background events before and after the
minimal χ2-probability requirement is shown in Figure 7.5. Dileptonic tt events are
suppressed more efficiently and therefore, the most important decay channel among the
non-signal tt events is the τ+jets channel.

In summary, the requirement of a minimal χ2-probability is an efficient method
to convert the larger statistics of the

√
s = 8 TeV dataset into an enhancement of

well-reconstructed events. This results in limited migration effects, which is needed in
order to improve a systematically limited differential measurement.
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Figure 7.5: Expected relative composition of the non-signal tt events before (blue) and
after (red) a minimal χ2-probability requirement of 2% for the combined e/µ+jets final
state. The ”e+j BG” and ”µ+j BG” contributions are in the respective other final
state.
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7.2.4 Comparison of Different Top-Quark Mass Constraints

The expected jet assignment for tt signal events has been studied for three different
top-quark mass constraints with and without a minimal χ2-probability requirement as
introduced in Chapter 7.2.3:

• equal top-quark mass constraint with free mass value

• fixed top-quark mass constraint of 172.5 GeV

• Double Kinematic Fit approach

The expected number of events for the data luminosity for all three scenarios is separately
shown for all possible jet assignments in Figure 7.6. All abbreviations for the different
jet permutations are introduced in Chapter 7.2.1. The best performance in terms
of a high fraction of solutions with correct jet assignment is obtained with the fixed
top-quark mass approach. Especially the most important permutation where the two
b jets are interchanged, is significantly reduced in comparison to the equal top-quark
mass constraint. However, the performance of the double kinematic fit approach is only
slightly worse compared to the fixed top-quark mass constraint and can reduce events
with interchanged b jets by roughly the same amount.

Additionally, the minimum χ2-probability requirement reduces the number of events
without solution for the jet-parton matching efficiently. Those events are expected to
originate mostly from events without correct reconstruction (see Chapter 7.2.1).
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Figure 7.6: All jet assignments of reconstructed tt signal events for different choices of
the top-quark mass constraint in the kinematic fit with and without the requirement
of a minimal χ2-probability. The number of events from the simulation is normalised
according the data luminosity using the total inclusive cross section σNNLO+NNLL

tt .
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Thus, the Double Kinematic Fit with the requirement of the minimal χ2-probability,
which is finally chosen as event reconstruction for this thesis, shows an improved
performance in comparison to the setup with an equal top-quark mass constraint
which was used for my previous CMS analyses of differential top cross sections [25,26].
The absolute number of events with interchanged b jets is reduced by a factor of
approximately three and the absolute number of events without jet-parton matching
by a factor of approximately 3.5 while the absolute number of correctly reconstructed
events is approximately the same. As illustrated in Figure 7.7, the relative number of
events with correctly assigned jets is raised from about 25% to over 50%.
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Figure 7.7: Expected relative composition for the performance of the jet assignment with
the equal top-quark mass constraint as used for previous CMS analyses of differential top
cross sections (blue) and with the Double Kinematic Fit and a minimal χ2-probability
requirement of 2% as used for this thesis (red).
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7.2.5 Top-Quark Mass-Constraint Value in the Double Kine-
matic Fit

The to date experimental precision of top-quark mass measurements is in the order of
one GeV or even below [169–175] and the obtained result is between 172 and 175 GeV.
This is very close to the value of 172.5 GeV which is used for mgen

top in the simulated tt
MC samples. Therefore, the mass constraint for the first step of the Double Kinematic
Fit is also chosen to be mreco

top ≡ 172.5 GeV.
Potential differences between the true top-quark mass in data and the assumed top-
quark mass for the simulation are addressed by a systematic uncertainty assigned to
the choice of the top-quark mass for the simulation in the procedure of the differential
cross section calculation.

The key idea of the Double Kinematic Fit is based on the assumption that the result
as obtained from the event interpretation and reconstruction does not depend on the
exact choice of the top-quark mass constraint because the value of 172.5 GeV is only
used for the jet assignment in the first step. To test this assumption, the expected
prediction for all reconstructed differential distributions used as input for the cross
section measurements as derived from the default tt simulation with mgen

top = 172.5 GeV
is compared for different values of the top-quark mass constraint.
It was found that for a kinematic reconstruction with simple fixed top-quark mass

constraint, mbb and pbb
T are the most sensitive distributions. They reveal changes of

up to 5% for a variation of one GeV (≡ 0.6%) in the value of the mreco
top constraint. In

contrast, when using the Double Kinematic Fit a negligible dependency on the value
of typically less than 2% is observed. The results for the Double Kinematic Fit are
shown in Figure 7.8 to 7.10. The dashed error bars denote the statistical uncertainty
of the simulation for the default value of the top-quark mass constraint. Furthermore,
the top-quark and tt system quantities used for differential cross section measurements
are found to be in general more robust regarding the choice of the top-quark mass
constraint value.

Moreover, it was checked that the reconstructed shape of the ρS distribution (defined
in Equation 3.16) does not depend strongly on the choice of the exact value for the
top-quark mass constraint. This is of essential importance for a potential extraction
of mtop as studied in Chapter 13. A small dependency (as observed for the last
bin) is not a problem for the concept of the measurement. The sensitivity of the
reconstructed distribution on the true top-quark mass might be reduced but is still
present. Consequently, the extracted result will be less precise but the measurement
itself is still valid. Additionally, the observed effect is small in comparison to the total
uncertainty. This is discussed in more detail in Chapter 13.

Overall, a negligible dependence for the reconstructed distributions compared to the
uncertainties of the measurement is found for reasonable variations in the order of a
few GeV. Only for mass constraint values far beyond the known precision on mtop, a
sizeable effect on the reconstructed distributions is observed because then the correct
jet assignment is effectively suppressed by the wrong constraint value.
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Figure 7.8: Reconstructed distributions for the momentum (pb
T) and pseudorapidity of

the b jets (top), the invariant mass (mbb) and transverse momentum (pbb
T ) of the b-jet

pair associated to the tt system (middle) and the jet multiplicity (Njets) as predicted
for different choices of the mtop constraint (mconstr

top ) by ±1, ±2 and ±4 GeV around
the default of 172.5 GeV in the Double Kinematic Fit for tt signal events. In addition,
the ratio to the default value of mconstr

top is shown. The dashed error bars denote the
statistical uncertainty of the simulation for the default value of mconstr

top .
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Figure 7.9: Reconstructed distributions for the transverse momentum (pl
T) and pseudo-

rapidity (ηl) of the lepton (top row) and the transverse momentum (pt
T) and rapidity

(yt) of the top quark as well as the transverse momentum of the top quark in the tt
rest frame (pt

T (t̄t com)) (middle and bottom row) as predicted for different choices of
the mtop constraint (mconstr

top ) by ±1, ±2 and ±4 GeV around the default of 172.5 GeV
in the Double Kinematic Fit for tt signal events. In addition, the ratio to the default
value of mconstr

top is shown. The dashed error bars denote the statistical uncertainty of
the simulation for the default value of mconstr

top .
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Figure 7.10: Reconstructed distributions for the invariant mass (mtt), transverse

momentum (ptt
T) and rapidity (ytt) of the tt system as well as ρS as predicted for

different choices of the mtop constraint (mconstr
top ) by ±1, ±2 and ±4 GeV around the

default of 172.5 GeV in the Double Kinematic Fit for tt signal events. In addition,
the ratio to the default value of mconstr

top is shown. The dashed error bars denote the
statistical uncertainty of the simulation for the default value of mconstr

top .
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7.3 Applying the Double Kinematic Fit in Data

Ensuring a detailed understanding of the performance of the Double Kinematic Fit
event interpretation and reconstruction procedure in data, various control distributions
are compared between data and simulation.

If not explicitly specified, the expected contribution from events of non-tt processes
for all control plots is normalised to the expected luminosity using theory cross sections
(see Chapter 5.3.2). In contrast, the tt contribution is scaled to the in-situ measured
total inclusive cross section to ensure the same number of events in data and simulation.
Within the uncertainty bands for the simulation, the effect of the main uncertainties on
the shape of the tt distribution is taken into account:

• tt modelling uncertainties
– ME-PS matching scale uncertainty
– hard scattering Q2 scale uncertainty
– hadronisation uncertainty

• experimental uncertainties
– JES uncertainty
– JER uncertainty
– b-tag SF uncertainty (also shape effects)

The details for these uncertainties are explained in Chapter 10. All Figures are shown
for the combined e/µ+jets final state.

7.3.1 Resolution and Kinematic Shift of the Input Quantities

The resolutions of the input objects determine their individual contributions to the
χ2-expression (Equation 7.4) and are therefore an important ingredient for the obtained
solution.

The resolution of each quantity represents the average difference between the mea-
sured reconstruction level object (lepton, jets, missing transverse energy) and the initial
parton (lepton, quarks, neutrino). Different object resolutions are used for b jets and
light jets while an effectively infinite large resolution is chosen for the unmeasured
neutrino component.

The quantities pT, η and φ are chosen to parametrise the resolution. All resolutions
are derived double differentially as function of pT in intervals of η at reconstruction
level. A tt simulation is used for the determination of the resolutions. The results can
be found in [176]. As they were already used in the previous analysis at

√
s = 7 TeV,

they are discussed in more detail in [23]. No update is needed as no relevant changes of
the resolutions at

√
s = 8 TeV are expected due to the very similar object definitions.

Moreover, the exact choice for the resolution parameters does not matter to first ap-
proximation. As data and simulation are treated identical, differences in the fitting
procedure should cancel in case of a good simulation.

More important than the exact choice of the values used for the covariance matrix of
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the event reconstruction is the intrinsic modelling of the input object resolutions in the
simulation. A difference in the jet energy resolution between the selected jets in data
and simulation would e.g. lead to different results and consequently wrong differential
cross sections as the assumed reconstruction efficiency and the minimum χ2-probability
selection efficiency are different. To verify that this is not the case, the absolute change
(xfit-xreco) in pT, η and φ due to the fit is compared between data and simulation for
all input objects. These distributions are directly sensitive to the modelling of the
resolutions and their size reflects also the relative value for the resolution, e.g. lepton
quantities are expected to be changed only minimally as their resolution is best among
all input objects.

Typical magnitudes for the kinematic shift of all input objects are extracted from
the average absolute change and summarised in Table 7.1. As expected, the momentum
of the jets (due to their relatively large resolution) and the quantities of the neutrino
are shifted most.

quantity x
Average value for

〈∆xfit〉=〈|xfit-xreco|〉
plepton

T 10−2 GeV
pνT 15 GeV

pb jet
T 10 GeV

plight jet
T 15 GeV

ηlepton 10−7

ην 1

ηb jet 10−3

ηlight jet 10−2

φlepton 10−8

φν 0.1

φb jet 10−3

φlight jet 10−2

Table 7.1: Average absolute difference between initial xreco and final xfit value of all
kinematic properties x of the input objects for the Double Kinematic Fit as obtained
from data.

The distribution for the absolute shift ∆xfit for the kinematic properties (pT, η,
φ) of all measured final-state objects (lepton, neutrino, two light jets, two b jets) for
for data and simulation is shown in Figure 7.11 and 7.14. Good agreement between
data and simulation within uncertainties in the order of 5-10% is observed for all
quantities. Non-Gaussian tails in the resolutions and wrong jet assignments in the
Double Kinematic Fit can result in non-symmetric distributions for several quantities.
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Figure 7.11: Absolute shift ∆x=xfit-xreco of the kinematic quantities x=pT, η, φ for the
lepton within the Double Kinematic Fit event reconstruction procedure. The hatched
band corresponds to the main experimental and tt model uncertainties of the simulation.
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Figure 7.12: Absolute shift ∆x=xfit-xreco of the kinematic quantities x=pT, η, φ for
the neutrino within the Double Kinematic Fit event reconstruction procedure. The
hatched band corresponds to the main experimental and tt model uncertainties of the
simulation.
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Figure 7.13: Absolute shift ∆x=xfit-xreco of the kinematic quantities x=pT, η, φ for the
b jets within the Double Kinematic Fit event reconstruction procedure. The hatched
band corresponds to the main experimental and tt model uncertainties of the simulation.
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Figure 7.14: Absolute shift ∆x=xfit-xreco of the kinematic quantities x=pT, η, φ for
the light jets within the Double Kinematic Fit event reconstruction procedure. The
hatched band corresponds to the main experimental and tt model uncertainties of the
simulation.
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7.3.2 Reconstructed W-Boson and Top-Quark Mass

The reconstructed masses of the top quark and the W boson are important control
distributions to assure a good understanding of the Double Kinematic Fit and the
validity of the input object kinematics in data.

The value for the reconstructed mass of the W boson, which is obtained from the
two associated light jets, is used as a constraint in the Double Kinematic Fit. Therefore,
the obtained value after the fit is fixed. Nevertheless, it is valuable to study the
reconstructed W mass before the fit, e.g. by using the jet association from the fit but the
jet kinematics as obtained beforehand. This is also done for other top-quark analyses
like CMS top-quark mass measurements [169,174] that use this distribution to calibrate
the JES in-situ.

Good agreement between data and simulation is observed for the reconstructed
mass of the W-boson within one sigma of the JES and JER uncertainty as shown in
Figure 7.15. This assures that the JES as derived centrally by CMS is also valid for the
phase space of this analysis.
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Figure 7.15: Reconstructed W-boson mass for events with a successful event interpreta-
tion using the Double Kinematic Fit and a minimal χ2-probability requirement of 2%.
The association of the reconstructed jets to the W boson is obtained from the event
interpretation while the jet kinematics is taken from the reconstruction, e.g. before the
Double Kinematic Fit. The hatched uncertainty band for the simulation contains JES
and JER uncertainties.

Furthermore, the obtained top-quark mass mtop as obtained from the second fit of

the Double Kinematic Fit approach and after a minimal χ2-probability requirement
of 2% is compared between data and simulation in Figure 7.16. Good agreement
within the systematic uncertainties in the order of 5-10% is observed, assuring a good
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understanding of the event reconstruction and input objects.
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Figure 7.16: Reconstructed top-quark mass for the Double Kinematic Fit and a min-
imal χ2-probability requirement of 2%. The hatched band corresponds to the main
experimental and tt model uncertainties of the simulation.
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7.3.3 χ2 and χ2-Probability

The most important control distributions for the kinematic event reconstruction are the
χ2 distribution for the final kinematic solution and the corresponding χ2-probability
distribution.

Figure 7.17 shows both distributions for data and simulation as obtained from the
Double Kinematic Fit for the best solution. Agreement between data and simulation is
found within one sigma of the main uncertainties which are shown as hatched band for
the simulation. The absolute agreement is in the order of 5-10%.
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Figure 7.17: χ2 (left) and χ2-probability (right) as obtained from the Double Kinematic
Fit event interpretation and reconstruction for the best solution.

In the ideal case, the χ2-probability distribution would be flat for signal events.
However, due to background events, signal events with wrong jet association (see
Chapter 7.2.1), non-Gaussian tails in the resolutions and experimental cuts, a rise
towards lower χ2-probabilities is observed. The flatness of the χ2-probability distribution
for high probabilities (& 0.3) and the good agreement between data and simulation
justify the modelling and the choice of resolutions.
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Furthermore, a minimum χ2-probability of 2% (
∧
= maximum χ2 of 7.824) is required

to enhance well-reconstructed events as discussed in Chapter 7.2.3. To assure a good
understanding, the efficiency of this selection step is monitored as function of the cross
section quantities in Appendix B. Good agreement between simulation and data is
found within uncertainties. Therefore, no corrections are required. The same holds for
the reconstruction efficiency of the Double Kinematic Fit itself.

As shown in Figure 7.18, the agreement of 3% between the total number of events
observed in data and predicted by the simulation (using the tt production cross section
at NNLO+NNLL accuracy) improves when requiring a higher value for the minimum
χ2-probability. For P(χ2)>20% or higher, the agreement is at the level of 1% and for all
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Figure 7.18: Observed ratio of the total number of events observed in data and
predicted by the simulation as function of the minimal χ2-probability requirement. The
simulation is normalised to the integrated luminosity using theoretical cross sections.
For the expected by far dominant tt component, the perturbative QCD calculation at
NNLO+NNLL accuracy [44] is used. The uncertainties are statistical uncertainties of
the selected number of events in data only.

requirements of P(χ2)>45% or higher, the data over prediction ratio is approximately
constant (0.99).

As already studied in Chapter 7.2.3, the majority of the events that are vetoed
with a higher minimum χ2-probability requirement are expected to originate from
non-signal tt events (mainly involving τ leptons) and signal events where at least one
jet from the tt decay is not correctly reconstructed and selected. Therefore, one possible
explanation for the improved agreement with data for higher values of the minimum
χ2-probability requirement is the difficulty in modelling those poorly reconstructed
events. For example, events passing the kinematic reconstruction although one jet from
the tt decay is not selected involve always an additional jet. Therefore, the modelling of
these events depends much more on the chosen theory parameters of the simulation such
as the amount of additional radiation. As suggested by the high fraction of up to 50%
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of successfully reconstructed events without jet-parton matching (see Chapter 7.2.1),
this is a quite common scenario. Supporting this hypothesis, the jet multiplicity is
found to be described best for events with large probability values.
Furthermore, this would also explain the small difference for the absolute efficiency of
2% for the applied minimum χ2-probability requirement in data and simulation, which
results in a 3% improved ratio between the observed number of events in data and the
predicted number of events by the simulation.

In summary, good agreement between data and simulation is observed for all tests
performed for the Double Kinematic Fit event interpretation and reconstruction and
remaining differences between data and simulation are covered by the main uncertainties
in all cases. As those uncertainties are propagated through the cross section calculation,
they will also be reflected in the final result. Consequently, an additional contribution
to the uncertainties due to the minimal χ2-probability requirement is expected. This
contribution is found to be smaller than the reduction of the uncertainties due to the
limited migration effects. Therefore, the total uncertainty is finally reduced due to
the improved kinematic reconstruction with the Double Kinematic Fit the minimum
χ2-probability requirement.
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7.4 Reconstructed Cross Section Quantities

Finally, the kinematic quantities as extracted from the Double Kinematic Fit after
a minimum χ2-probability requirement are used as input for the determination of
differential cross sections.

All obtained cross section quantities are shown in Chapter 7.4.1 for the top quarks
and tt system and in Chapter 7.4.2 for the jets, b jets and lepton. Those distributions as
obtained after the full event selection and kinematic reconstruction before any further
step of the analysis is in the following referred to as event yield.

The normalisation of the single physics processes from the simulation is done as
described in Chapter 7.3 using theory cross sections and also the hatched uncertainty
bands of the simulation comprises the main uncertainties as described previously.
Therefore, the event yields illustrate the compatibility of the shape for the kinematic
distributions between data and simulation within the expected major uncertainties.
Consequently, the event yields are already a preview for the agreement between data and
the prediction of MadGraph+pythia for the final differential cross section results.

7.4.1 Top-Quark and Top-Quark-Pair-System Quantities

In Figure 7.19, the event yields for the transverse momentum (pt
T) of both top quarks

is shown (a) in the detector rest frame, (b) in the tt rest frame (pt
T (t̄t com)) and

separated for the top quark with highest pT (plead t
T , c) and the top quark with lowest

pT (psublead t
T , d) of each event in the detector rest frame.

Furthermore, the event yields for the rapidity (yt) of both top quarks (left) and the

difference in the azimuthal angle (∆φ (t,̄t) = φt − φt̄) between them (right) are shown
in Figure 7.20.

Additionally, Figure 7.21 shows the event yield for (a) the transverse momentum (ptt
T),

(b) the rapidity (ytt) and (c) the invariant mass (mtt) of the top-quark-pair system as
well as (d) the quantity ρS which is derived from the invariant mass (mttj) of the tt
system and an additional jet with transverse momentum above 50 GeV (ρS=2·170 GeV

mttj
).

In general, reasonable agreement between data and simulation is observed. The
uncertainties of the simulation are of the order O(10%). A trend towards lower values
in data is consistently observed for all transverse momentum distributions related to
individual top quarks. Additionally, the rapidity of the individual top quarks tends to
be slightly less central for data than predicted by MadGraph+pythia. The agreement
between data and MC prediction is discussed in detail for the final differential cross
sections with the full uncertainties.
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Figure 7.19: Reconstructed event yields for the combined semileptonic muon and
electron final states for the top-quark transverse momentum for both top quarks (a), in
the tt rest frame (b) and separated by their pT in the top quark with lower momentum
(c) and higher momentum (d). All quantities are obtained from the Double Kinematic
Fit in data and simulation after imposing a minimal χ2-probability requirement of 2%
and used as input for the calculation of differential cross sections.
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Figure 7.20: Reconstructed event yields for the combined semileptonic muon and elec-
tron final states for the top-quark rapidity (left) and the difference in the azimuthal
angle between the two top quarks (right). All quantities are obtained from the Dou-
ble Kinematic Fit in data and simulation after imposing a minimal χ2-probability
requirement of 2% and used as input for the calculation of differential cross sections.
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Figure 7.21: Reconstructed event yields for the combined semileptonic muon and
electron final states for the tt system quantities. All quantities are obtained from the
Double Kinematic Fit in data and simulation after imposing a minimal χ2-probability
requirement of 2% and used as input for the calculation of differential cross sections.
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7.4.2 Quantities Related to the Lepton, Jets and B Jets

Figure 7.22 shows the event yields for (a) the transverse momentum (pl
T) and (b) the

pseudorapidity (ηl) of the final-state lepton as well as (c) the transverse momentum
(pb

T) and (d) the pseudorapidity (ηb) of the final-state b jets associated to the top-quark
decay.
Moreover, the event yields for the jet multiplicity (Njets, a) and the invariant mass

of the lepton and b jet associated to the leptonic top-quark decay (mlb, b) as well as

the transverse momentum (pbb
T , c) and the invariant mass (mbb, d) of the b-jet-pair

associated to the top-quark decay are shown in Figure 7.23.

Reasonable agreement between data and simulation is observed. The uncertainties of
the simulation are of the order O(10%). A trend towards smaller values of the transverse
momentum in data is observed for the lepton and the single b jets. This observation
is consistent with the trend observed for the transverse momentum of the individual
top quarks. Furthermore, this trend was already visible after the b-jet identification
selection step (see Figure 6.7a and Figure 6.11c,d in Chapter 6.9) and is therefore not
artificially introduced by the kinematic reconstruction and event interpretation.
Moreover, the pseudo rapidities of the lepton and the b jets are observed to be slightly
less central in data than predicted by MadGraph+pythia. The agreement between
data and prediction is discussed in detail for the final differential cross sections with
full uncertainties.
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Figure 7.22: Reconstructed event yields for the combined semileptonic muon and
electron final states for the lepton (a,b) and b jet (c,d) quantities. All quantities
are obtained from the Double Kinematic Fit in data and simulation after imposing
a minimal χ2-probability requirement of 2% and used as input for the calculation of
differential cross sections.
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Figure 7.23: Reconstructed event yields for the combined semileptonic muon and
electron final states for the jet multiplicity (a), the invariant mass of the lepton and
the leptonic b jet associated to the top-quark decay (b) and the quantities of the bb
system associated to the top-quark decay (c,d). All quantities are obtained from the
Double Kinematic Fit in data and simulation after imposing a minimal χ2-probability
requirement of 2% and used as input for the calculation of differential cross sections.



Chapter 8

Cross Section Definitions

Calculating differential cross sections from the event yields of the reconstructed kine-
matic quantities after the Double Kinematic Fit involves several analysis steps.

Every cross section measurement is done for a well defined kinematic region (phase
space) which represents the underlying physics process and the corrections that are
applied to the measured detector level objects. The phase space for each cross section
measurement is defined by the multiplicity and the kinematic properties of the true
physics objects of the tt production (top quarks) or tt decay (leptons, quarks, hadrons
or gen jets). In this context, the abbreviations true and gen refer to objects at the
level before detector reconstruction. Reconstructed objects in the detector are in the
following labelled rec. An unambiguous definition for each true physics object and the
phase spaces for each cross section measurement is given in Chapter 8.1.
Furthermore, the procedure of calculating cross sections in a specific phase space from
the reconstructed event yields is explained in Chapter 8.2 and 8.3. Another crucial part
for the calculation of differential cross sections is the unfolding, which will be detailed
in Chapter 9.

8.1 Phase Space Definition

The major aspects characterising each phase space definition are the objects which are
involved and the specific kinematic range requested. An unambiguous definition for
each object involved in the definition of cross section quantities is needed. Here, two
different classes of objects are used: parton level objects as produced in the partonic
interaction (e.g. quarks) and particle level objects defined similar to the corresponding
reconstruction level objects (e.g. gen jets).
These objects can be used to define a visible phase space which is defined by a minimal
requirement of the overall event activity, e.g. how many particles with specific kinematic
properties need to be present in the event to consider it as ”inside” the phase space.
In contrast, an extrapolated phase space definition contains all events without specific
requirements on the kinematic properties of the objects.

117
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For this thesis, two different phase space definitions are used, involving different
correction steps of the measured reconstructed event yields. As detailed in Chapter 8.1.1,
the top-quark and tt system quantities are corrected for detector and hadronisation
effects and extrapolated to the full phase space, resulting in parton level cross section
distributions, which are directly comparable to perturbative QCD calculations. In
contrast to this, all cross section measurements involving final-state objects (leptons
or jets), are only corrected for detector effects and measured in a visible particle level
phase space. As detailed in Chapter 8.1.2, this minimises the applied corrections.

In the following, generator truth and true spectrum refers to the corrected distribu-
tions of the corresponding phase space definition of each cross section quantity while
reconstruction level event yield refers to the reconstructed distributions from the detector
information.

8.1.1 Extrapolated Parton Level Phase Space

This phase space definition is used for the differential cross section measurement of
all top quark and tt quantities. From the physical point of view, it is based on top
quarks after radiation directly before their decay, following the factorisation theorem
(see Chapter 3.1.1). Performing a cross section measurement in this phase space
involves correcting detector and hadronisation effects of the reconstructed top quarks.
Furthermore, an extrapolation from the limited kinematic acceptance of the measurement
to the full acceptance is performed.

Therefore, a measurement in this phase space involves many corrections derived from
the simulation. These corrections are based on information like the inter-bin migration
of signal events, which is contained in the covariance matrix used within the unfolding
step (see Chapter 9).
The advantage of this phase space definition is its well defined status which enables an
easy and direct comparison with available perturbative QCD theory predictions, e.g. to
probe the effect of including higher orders in the calculation. Additionally, it allows a
comparison between measurements of different tt final states or experiments as different
acceptance definitions are corrected. Even a combination of different measurements
is feasible although this holds additional complications like for example the aspect of
different binnings or the need of a precise knowledge of the correlations.

Top-Quark Definition

A precise and consistent definition of the top quark is essential to compare the obtained
results with any other measurement or with a prediction. It has to be ensured in the
first step that the comparison is done on equal footings before any conclusion can be
drawn. This discussion is similar to the question of the compatibility between the
measured top-quark mass and the predicted top-quark mass of a fixed order QCD
calculation [177].

Therefore, the physics meaning of the technical implementation of the top quarks is
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investigated for all used CMS MC predictions. Furthermore, the findings are compared
to the MC predictions of the ATLAS experiment within the Top-quark LHC working
group (TopLHCWG) [178].

From the physics point of view, the top-quark definition characterises the two top
quarks produced from the pp initial state after all radiation directly before their decay.

From the technical point of view, the definition of the top quark is based on the
top quarks listed in the decay chain event record of the simulated MC event samples.
As the simulation is done in several steps, several top quarks are listed, labelled by a
specific status code. These status codes differ for different simulations and depend on
the choice of the MC generator for the parton showering.

For the default MadGraph +pythia MC prediction which is used to perform the
differential cross section measurement, Pythia6 is used for the parton showering. Here,
the top quark after radiation directly before its decay is labeled as ”status 3” (see
Table 8.1, top). Gluons stemming from additional radiation are produced in the first
step of this status code chain. Additional gluons produced in the decay step of the top
quark (t→Wb) are expected to originate from the radiation of the b quark produced
by the decaying top quark.

For several comparisons and the evaluation of the systematic uncertainties, also
simulations involving Herwig6 for the parton shower modelling are used. For these
simulations, ”status 155” labels the top quarks after radiation and directly before their
decay [179]. In comparison to Pythia6, additional intermediate steps are listed in the
status code chain for the top quarks. Gluons from additional radiation are produced
within the step 144/143→3 in the status code chain of the Herwig6 status codes. For
all MC predictions which use Herwig6, it was explicitly checked that the kinematic
properties of the Herwig status code 3 top quarks are equal to the ones of the status 155
top quarks. Similar to Pythia, additional gluons produced in the decay step of the
top quark are expected to originate from the radiation of the b quark produced in the
top-quark decay.
In order to make the treatment of simulations using pythia and herwig for the parton
showering more uniform, a tool is used within CMS for Herwig6 to emulate the Pythia6
status codes. Therefore, all official CMS simulations have only the emulated status
codes stored. Therefore, status 3 top quarks are consistently used for all MC prediction
using pythia and herwig with status code emulation as they label top quarks after
radiation but before decay.
Table 8.1 shows the detailed status code chain of the top-quark evolution with (bottom)
and without (middle) Pythia status code emulation. It was carefully checked for all
MC predictions used in the analysis, that the status codes follow the scheme listed in
Table 8.1. The choice of the MC generator for the ME calculation step has no influence
on the status code labelling.
Therefore, this top-quark definition based on status code 3/155 seems to be a distinct
definition for all tt simulations and a comparison between different measurements as
well as between different experiments is feasible. To prove this, it was checked that
the obtained kinematic top-quark quantities for the same simulation agree between
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Status code chain for the production and decay of tt pairs
– Pythia6:

gg → t/t̄ (3) → W b/b̄
– Herwig6:

gg → t̄ (124) → t̄ (144) → t̄ (3) → t̄ (155) → W b̄
gg → t (123) → t (143) → t (3) → t (155) → W b

– Herwig6 with status code emulation:
gg → t̄ (2) → t̄ (2) → t̄ (3) → t̄ (2) → W b̄
gg → t (2) → t (2) → t (3) → t (2) → W b

Table 8.1: Status code decay chain from the production to the decay of the top quarks
as listed in the event record of tt simulations using Pythia6 (top), Herwig6 (middle) or
Herwig6 with Pythia status code emulation (bottom) for the parton showering. Status 3
top quarks are consistently used for this thesis.

ATLAS and CMS [178]. This was a priori not obvious and is one of the improvements
in understanding to which the work documented in this thesis contributed. For other
simulations involving for example different programs for the parton showering (like
Herwig++ or Pythia8), the status code chain and therefore the technical definition of
the top quark is different.

Besides the comparability between different simulations, the main question is whether
this top-quark definition is comparable to the top quarks from a higher order perturbative
QCD calculation. The comparison stays valid as long as the defined top quark is
consistently the one directly before its decay after all radiation.

A follow-up study of the additionally radiated gluons in the decay step of the
top quark might contribute further to a more precise understanding. Due to colour-
connection effects, there is a non-trivial interference between the final state radiation
of the top quark and the bottom quark. As all MC predictions investigated within
this thesis do not include additional radiation within the decay, this interference is not
taken into account. It is not clear how this would change the kinematics of the top
quark but it is consistently not incorporated in the status 3 top-quark definition and
the perturbative QCD predictions used for further comparison. Furthermore, this is
exactly where the definition of the top-quark ”truth” becomes ambiguous as effects of
the production and decay of the top quarks are mixed.

Event Definition

In principle, it is also possible to define a visible parton level phase space like it is
e.g. done in [23] by defining a kinematical acceptance for the parton level objects. For
this thesis, only the extrapolated parton level phase space definition is used, which
involves an extrapolation to the full kinematic phase space. Therefore, this phase space
includes all tt signal events because each event contains per definition two top quarks
as characterised above.



Cross Section Definitions 121

8.1.2 Visible Particle Level Phase Space

This phase space definition is used for all differential cross section measurements as a
function of final state objects (leptons and jets). Those are directly measured within a
limited but unambiguously defined kinematic acceptance (i.e. the pT and η selection
criteria). This phase space definition is supposed to be as close to the reconstruction
level as possible. Only detector effects are corrected and gen jets are used for the
definition of the particle level phase space as generator truth equivalent of the jets at
reconstruction level. Furthermore, this phase space includes only events containing the
same number of final state objects within the identical kinematic acceptance (pT, η) as
used for the reconstruction level selection (see Chapter 6.2 to 6.5.2). Defining a ”visible”
(i.e. in the detector accessible) acceptance region is naturally possible for the lepton
and jets while the top quark itself is only defined at parton levela.

Restricting the phase space to the visible region and using object definitions close to
the ones at reconstruction level minimises the corrections derived from simulation which
have to be applied to the reconstructed event yields as much as possible. Furthermore,
an extrapolation into unmeasured regions of the total kinematic acceptance is avoided.
On the other hand, events may migrate from outside the visible phase space into the
reconstructed event sample. This type of migration is not present for the extrapolated
parton level phase space. Another disadvantage of this visible particle level phase space
definition is that the obtained results cannot be directly compared to QCD theory
calculations. Moreover, also the comparison to other measurements in different tt final
states is not possible and the comparison to other measurements in the same final state
is only possible if identical object definitions are used. Therefore, the comparison to
other experiments will be difficult as e.g. the choice of kinematic acceptances is often
constrained by the available triggers.

Consequently, the obtained results in the visible particle level phase space are mainly
used to compare different MC predictions and are therefore a helpful validation for
the modelling of the kinematic properties of the tt final state objects. This can be
important for all searches where tt production is considered as background process, e.g.
Supersymmetry analyses or tt +Higgs analyses.

Visible Kinematic Acceptance

The definition of the kinematic acceptance follows for all objects the reconstruction
level definition (see Chapter 6):

• gen lepton acceptance: pT > 33 GeV, |η| < 2.1
• gen jet acceptance: pT > 30 GeV, |η| < 2.4

aOne alternative approach to define top quarks within a visible phase space is the so-called ”pseudo
top concept” discussed in [180] where the top quarks are basically defined as sum of the four
momenta of their visible final state decay products.



122 Cross Section Definitions

Lepton Definition

As visible gen lepton, the electron or muon from the list of generated particles is chosen
that originates directly from the decay of the W boson produced by the top-quark
decay before any additional (photon) radiation. The advantage of a lepton definition
before radiation is the equality of muon and electron. Otherwise, the electron momenta
would be on average softer due to the higher probability to radiate a photon. Using the
leptons before this radiation step facilitates the combination of the two final states.

Technically, the lepton from the W-boson decay before additional radiation is labelled
as ”status 3 lepton” in the event record. To distinguish leptons produces in other
processes (e.g. the decay of tauon), only leptons with a status code 3 W boson as
ancestor are considered. Similar to the top-quark status code definition, status code
3 holds for simulations that use Pythia6 for the parton shower or Herwig6 with the
Pythia status code emulation while the initial Herwig6 status code is different (123).
All status codes for the leptons can be found in Table 8.2.

Status code chain for lepton production from top-quark decay
– Pythia6:

top-quark decay → W (3) → W-boson decay
W-boson decay → lepton (3) → lepton (1)

– Herwig6:
top-quark decay → W (123) → W (3) → W (155) → W-boson decay
W-boson decay → lepton (123) → lepton (1)

– Herwig6 with Pythia status code emulation:
top-quark decay → W (2) → W (3) → W (2) → W-boson decay
W-boson decay → lepton (3) → lepton (1)

Table 8.2: Status code decay chain for the production of leptons from the decay
of top quarks as listed in the event record of tt simulations using Pythia6 (top),
Herwig6 (middle) or Herwig6 with Pythia status code emulation (bottom) for the
parton showering. The first lepton in the table is before, the last after additional
radiation. Additional decay products like b quarks from the top-quark decay and
neutrinos from the W-boson decay are not listed.

Visible Gen Jet Definition

Gen jets are obtained by applying the same anti − kT (R = 0.5) cluster algorithm
as for reconstructed jets (see Chapter 6.4) to all generated, stable final-state parti-
cles. Neutrinos, electrons, muons originating from a resonance (top quark, W boson,
Z boson or photon) are excluded from the clustering step. Moreover, a requirement of
∆R(gen lepton, gen jet) > 0.4 is applied to remove gen jets originating from photons
radiated from the leptons. This is in particular important in the e+jets channel. All
gen jets fulfilling the jet acceptance requirement as defined above are called visible gen
jets and considered further.
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Visible Gen B Jet Definition

From all visible gen jets, the one is identified as visible (anti)b jet that contains an
(anti)B hadron originating from the (anti)bottom quark of the top-quark decay. If
the same gen jet contains both B hadrons or both B hadrons cannot be successfully
associated to visible gen jets as defined above, the event is not considered for this
phase space. Without acceptance requirement for the gen jets, this b jet identification
procedure is found to give a result for more than 99% of all events. This number
includes events where the same gen jet is identified as b and antib gen jet that are
finally excluded from the phase space definition.

Visible Gen Light Jet Definition

From all visible gen jets that are not identified as visible b jets, the pair of gen jets
is identified as visible light jets from the hadronically decaying W boson for which
the invariant mass is closest to the W-boson mass of 80.4 GeV. To suppress picking
up a jet not originating from the W-boson decay (for example in case one of the real
jets from the W-boson decay is outside the kinematic acceptance), a requirement of
65 GeV < mjj < 105 GeV is introduced. The values for the size of the W-boson mass
window was concluded from the invariant mass distribution of the reconstructed light
jets associated to the W boson by the event reconstruction for simulated tt signal events
with correct jet association. If no pair of visible gen jets is fulfilling this requirement,
the event is not considered for this phase space.

Additional Gen Jet Definition

An additional jet is only needed to derive the cross section quantity ρS. From the visible
gen jets, which are neither identified as b gen jets nor as light gen jets, the gen jet with
the largest pT value is chosen as additional jet. Following [49], it is analogously only
considered for the calculation of ρS if its transverse momentum is at least 50 GeV.

Event Definition

A tt signal event (i.e. `+jets final state) is considered for the visible particle level phase
space, if it contains the same number of visible generator level objects like used for the
reconstruction level definition:

• exactly one visible gen lepton (e or µ)

• at least four visible gen jets

• two identified visible gen b jets

• two identified visible gen light jets

This common global event definition for all quantities involves all final state objects
that are also used within the kinematic reconstruction procedure for the measurement.
Consequently, the same events are consistently used for all cross section definitions at
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generator truth level.

The visible particle level phase space definition contains about 15% percent of all
signal events in the semileptonic final state involving muons or electrons. Furthermore,
only ≈1% of all signal events fulfil the phase space requirement and contain an additional
gen jet with pT > 50 GeV. Detailed numbers for the acceptance can be found in Table 8.3.

Nevents
gen Acceptance

(e+jets) (µ+jets) (`+jets)
total, no selection 9,206,900 9,208,500 100%
≡1 visible gen lepton 5,471,500 5,475,200 59%
+ ≥4 visible gen jets 2,615,300 2,643,100 29%
+ ≡2 visible gen b jets 2,163,500 2,195,900 24%
+ ≡2 visible gen light jets 1,411,600 1,434,800 15%

+ ≥1 additional gen jet
– with pT > 30 GeV 685,400 699,200 8%
– with pT > 50 GeV 124,100 127,300 1%

Table 8.3: Number of events (left and middle) for all steps of the visible particle level
phase space definition (top) and for the presence of an additional gen jet (bottom) in
semileptonic tt final states with electron (left) or muon (middle) obtained from the
MadGraph+pythia MC prediction. The acceptance of the combined `+jets channel
is shown in the last column.

The fraction of reconstructed events (Nrec) which fulfil the visible particle level phase
space definition is:

Nrec
∈visible particle level phase space

Nrec = 75%. (8.1)

This number is a measure of the amount of migration from outside the PS definition
into the sample of reconstructed events.
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8.2 Inclusive Cross Section

The calculation of the total inclusive cross section follows the idea of a counting
experiment. For an observed number of tt events (Ntt), the total inclusive cross section
(σtt,tot) is obtained by dividing by the integrated luminosity (Lint) of the analysed data
sample:

σtt,tot =
Ntt

Lint

(8.2)

Due to the imperfectness of the detector, Ntt cannot be obtained directly. In this
thesis, only the tt events decaying into semileptonic final states with muon or electron
(Ntt→e/µ+jets) are selected. To compensate for this, the BR for the tt decay into these
final states (BRtt→e/µ) is used:

Ntt→e/µ+jets = Ntt · BRtt→e/µ (8.3)

Furthermore, due to inefficiencies of the reconstruction (εreco) and the limited kine-

matic acceptance (Acc) of the detector, only a fraction of events (N
tt→e/µ+jets
reco,selected ) is

reconstructed and selected:

N
tt→e/µ+jets
reco,selected = Ntt→e/µ+jets · εreco · Acc (8.4)

The exact separation of efficiency and acceptance is a matter of definition and for the
calculation of the total inclusive cross section, only the product of the two matters.

For this thesis, efficiency and acceptance are calculated from the simulation, using the
phase space definitions given in Chapter 8.1. For this purpose, all data-driven correction
factors as detailed in Chapter 6.7 are applied to the simulation. The calculation involves
the number of reconstructed events (Nevents,sim

reco,selected), the number of events contained in

the visible particle level phase space (Nevents,sim
gen vis. ) and the number of events in the

extrapolated parton level phase space (Nevents,sim
gen all ), which is equal to the total number

of generated tt signal events:

Acc =
Nevents,sim

gen vis.

Nevents,sim
gen all

(8.5)

εreco =
Nevents,sim

reco,selected

Nevents,sim
gen vis.

(8.6)

−→ Acc · εreco =
Nevents,sim

reco,selected

Nevents,sim
gen all

(8.7)

Moreover, the selected number of events in data (Nevents,data
reco,selected) contains not only tt

signal events but also background events. Therefore, a correction for the expected
number of background events is needed. Within this thesis, two different types of
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background processes are distinguished. The expected contribution from non-tt events

(Nnon−tt events,sim
reco,selected ) is small (approximately 5% of all events for all background processes,

see Chapter 6.8). Therefore, this contribution is estimated from the simulation, us-
ing theory cross sections (see Chapter 5.3.2). The obtained expectation is directly
subtracted:

Ntt events,data
reco,selected = Nevents,data

reco,selected − Nnon−tt events,sim
reco,selected (8.8)

In contrast to this, the expected contribution from tt events originating from a
different final state than e/µ+jets (approximately 7% of all events) is corrected for in a
multiplicative approach:

N
tt→e/µ events,data
reco,selected = Ntt events,data

reco,selected ·
N

tt→e/µ events,sim
reco,selected

N
tt→e/µ events,sim
reco,selected + Ntt other events,sim

reco,selected︸ ︷︷ ︸
ftt SG

(8.9)

The tt signal fraction ftt SG characterises the fraction of tt signal events (N
tt→e/µ events,sim
reco,selected )

among all tt events (N
tt→e/µ events,sim
reco,selected +Ntt other events,sim

reco,selected ) as predicted by the MC event
generators at reconstruction level after all selection steps. The main advantage of a
multiplicative correction is the independence of the total normalisation, e.g. the value
for σtt,tot is not needed. Furthermore, for all uncertainties propagated through ftt SG to
the final result, correlated uncertainties between tt signal and tt other events cancel,
resulting in a reduced systematic uncertainty.

In summary, the total inclusive tt production cross section can be obtained as:

σtt,tot =
ftt SG ·

(
Nevents,data

reco,selected − Nnon−tt events,sim
reco,selected

)
εreco · Acc ·Lint · BRtt→e/µ

(8.10)

The visible inclusive cross section (σtt→X,vis) is defined by dropping the acceptance
correction and the BR correction to restrict the measurement to the kinematic accessible
region of the detector in the corresponding final state X:

σtt→X,vis =
ftt SG ·

(
Nevents,data

reco,selected − Nnon−tt events,sim
reco,selected

)
εreco ·Lint

(8.11)

X ∈ (e+jets, µ+jets, e/µ+jets)

Visible and total inclusive cross section are measured in this thesis.
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8.3 Normalised Differential Cross Sections

The calculation of differential cross sections for all kinematic quantities x follows
Equation 8.10 for the extrapolated parton level phase space and Equation 8.11 for the
visible particle level phase space:

dσ

dx
=

N
tt→e/µ events,data
unfolded, bin i

Lint ·∆xi (·BRtt→e/µ)
(8.12)

Here, ∆xi is the width of the considered bin i of the kinematic quantity x. Moreover,

N
tt→e/µ events,data
unfolded, bin i is the background-, efficiency-, acceptance- and migration-corrected

number of data events in bin i, analogue to Ntt→e/µ+jets in the definition of the inclusive

cross section. Obtaining N
tt→e/µ events,data
unfolded, bin i for each bin from the reconstructed event

yields is the essential part of the calculation and is done within the unfolding procedure
described in Chapter 9.

Finally, the obtained differential cross sections are normalised by their integral to
obtain high precision shape measurements, exploiting the cancellation of correlated
uncertainties:

1

σ

dσ

dx
, σ =

∑
measured

bins i

(
dσ

dx

)
i

·∆xi (8.13)

8.4 Migration and Choice of Binning

The largest difference between a differential and an inclusive cross section measurement
is the presence of migration effects. For a kinematic quantity x, it occurs that due to
misreconstruction and the limited resolution of the detector the reconstructed value
xreco is not identical to the true value xgen. As all differential measurements are done
in a finite binning, this difference can lead to a difference in the observed distribution
f(xreco) with respect to the true distribution f(xgen) if xreco is reconstructed in a different
bin than xgen for some events. Therefore, migration effects introduce a correlation
between the reconstructed number of events in different bins which has to be resolved
to obtain an unbiased estimate for the true distribution. Moreover, migration effects
mix with the different efficiencies and acceptances for different bins.

Correcting migration, efficiency and acceptance effects is done in the unfolding
step (Chapter 9). Especially the correction of migration effects depends on a good
understanding of the underlying process. Consequently, it is beneficial to reduce
migration effects as much as possible to obtain a high precision result.
As implied beforehand, the choice of the binning has an impact on the final migration
effects. Therefore, it is necessary to quantify migration effects and choose the binning
for the final differential cross section measurements according to a criterion to limit
migrations.
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The two quantities purity (pi) and stability (si) are used to quantify migration effects.
Their definition depends on the number of events which are generated in bin i and
reconstructed anywhereb (Ngen in bin i

reco ), on the number of events which are reconstructed
in bin i and generated anywhere (Ngen

reco in bin i) and on the number of events that are

generated and reconstructed in the same bin (Ngen in bin i, ∈phase space
reco in bin i ):

pi =
Ngen in bin i, ∈phase space

reco in bin i

Ngen
reco in bin i

(8.14)

si =
Ngen in bin i, ∈phase space

reco in bin i

Ngen in bin i
reco

(8.15)

pi, si ∈ [0.0, 1.0] (8.16)

Without migration effects, purity and stability would be equal to 1.0. Stability is
sensitive to migration out of the bin and purity to migration into the bin. The more
pronounced the migration effects are, the smaller will be the values for purity and
stability.

The final binning was chosen taking several criteria into account. First of all, purity
and stability are required to be at least 40-50% over the full range of every cross section
quantity. Then, it is required that the migration into the bins, which are not the next
neighbours, are suppressed as much as possible. Dedicated control plots of the migration
matrices, describing not only the amount of migration but also the transition probability
for each bin, are shown in Appendix C. Finally, it is required that the uncertainty
distributions do not significantly spike in any of the bins to suppress non-physically
large uncertainties due to a statistical deficit in the sample that is used to assess the
uncertainty.

In previous CMS analyses at
√

s = 7 TeV [23–25], the same criteria for the choice
of binning were used. Moreover, for all cross section quantities which were already
investigated in [23,25], the identical binning was chosen. In comparison to that analysis,
purity and stability are on average about 20% higher due to the Double Kinematic
Fit and the minimal χ2-probability requirement (see Chapter 7.2.4). Therefore, the
precision of the final result is expected to be improved.
In addition, it was possible to add an additional bin for high transverse momenta of the
top quarks (400 GeV < pt

T < 500 GeV) in comparison to the analysis at
√

s = 7 TeV.
Furthermore, the binning of all other cross section quantities involving also the transverse
momentum of the top quarks (plead t

T , psublead t
T and pt

T (t̄t com)) is chosen to be the same
as for pt

T in order to enable a direct comparison.

Figure 8.1 to 8.4 show the obtained values for purity and stability of all cross section
quantities for the combined `+jets channel and the binning used in this thesis. All

bEvents which are ”generated in bin i” are also required to be part of the corresponding phase
space definition (for i > 0) .
The minimal requirement for events ”reconstructed anywhere” is that the Double Kinematic Fit
provides a solution for these events which is passing the minimum χ2-probability requirement.
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values are derived from tt signal events of the MadGraph+pythia prediction.

Typical values for the purity and stability of the extrapolated parton level cross
section quantities are 60-70%. For the visible phase space cross section quantities, the
stability is on average higher due to the restriction of the phase space to the visible
kinematic acceptance while the purity is on average lower because of events migrating
from outside the visible particle phase space definition into the sample of reconstructed
events.
For Njets, the natural integer bin width of ∆Njets = 1 fulfils the criteria of si&pi >
40− 50%. Events with jet multiplicities of seven and eight are combined in one bin to
minimise the statistical uncertainty.
In contrast to this, the purity obtained in the first bin of ρS is significantly lower due to
a large amount of reconstructed events which are not part of the particle level phase
space definition or comprise no additional gen jet. Therefore, the binning is finally
chosen by neglecting the first bin and optimising purity and stability for the other bins.
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Figure 8.1: Purity (red) and stability (blue) for differential cross section quantities
related to the top-quark transverse momentum in the extrapolated parton level phase
space to quantify migration effects for the chosen analysis binning in the combined
`+jets channel.
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Figure 8.2: Purity (red) and stability (blue) for the differential cross section quantities
related to the top-quark (top) and the tt system (middle, bottom) in the extrapolated
parton level phase space to quantify migration effects for the chosen analysis binning in
the combined `+jets channel.
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Figure 8.3: Purity (red) and stability (blue) for differential cross section quantities
related to the lepton, jets and b jets in the visible particle level phase space to quantify
migration effects for the chosen analysis binning in the combined `+jets channel.
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Figure 8.4: Purity (red) and stability (blue) for differential cross section quantities
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Chapter 9

Unfolding Procedure

As discussed in Chapter 8.4, migration effects lead to a correlation between the observed
number of events in each bin. To obtain the underlying true distribution from the
observed number of events in data (~Ndata), these effects have to be corrected.

Analogously to the Equations 8.8 and 8.9 for the inclusive cross section, the expected
contribution of background events from non-tt physics processes is subtracted. Further-
more, the contribution of tt events originating from non-signal final states is corrected
for in a multiplicative approach using the tt signal fraction ftt SG defined in equation 8.9.
This background correction is done individually for each bin i:

(NSG data)i =
((

Nevents,data
reco,selected

)
i
−
(

Nnon−tt events,sim
reco,selected

)
i

)
· f i

tt SG. (9.1)

The event yield after background correction (~NSG data) is used as input for the unfolding
procedure which is finally correcting migration-, efficiency- and acceptance-effects.

The unfolding problem is explained in Chapter 9.1, followed by a description of the
regularised unfolding method in Chapter 9.2 and an overview about the choice of the
regularisation strength in Chapter 9.3. Finally, the unfolding setup and the chosen
regularisation strength are intensively tested in Chapter 9.4 using pseudo data.

9.1 The Unfolding Problem

The background-corrected event yield (~NSG data) is connected with the underlying true

distribution (~Ntrue) via the response matrix Aresp:

~NSG data = Aresp ~Ntrue. (9.2)

Every entry (i,j) of the response matrix Aresp is defined as the number of events which
are generated in bin i and reconstructed in bin j divided by all events generated in bin j:

Aresp
ij =

Ngen in bin j
reco in bin i

Ngen in bin j
. (9.3)
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Events which are not part of the corresponding phase space definition, are filled in
the underflow bin (j=0). Aresp contains a description of the migration effects through
its two-dimensional form as well as the information about efficiencies and acceptances
and is obtained from the simulation after applying all correction factors as detailed in
Chapter 6.7. The product of efficiency and acceptance for a single bin j of the true
spectrum is obtained from Aresp by summing over all reconstructed bins i:

(ε · Acc)j =
∑
i

Aresp
ij =

∑
i

Ngen in bin j
reco in bin i

Ngen in bin j
=

Ngen in bin j
reco

Ngen in bin j
. (9.4)

Solving Equation 9.2 for ~Ntrue is called the unfolding problem. The most obvious
solution would be to obtain the true distribution using the inverted response matrix:

~Ntrue = (Aresp)−1 ~NSG data. (9.5)

Unfortunately, the unfolding problem is in general a mathematically ill-posed problem
and the result obtained from the direct inversion of the response matrix is generally
unstable [181]. The obtained solution for ~Ntrue might be non-physically oscillating

because a small change of ~NSG data can have a large impact on the obtained ~Ntrue due
to the correlations introduced by migrations. This is a general characteristic of the
unfolding problem and might occur even if ~NSG data is known accurately.

9.2 The Regularised Unfolding Method

As discussed previously, Equation 9.2 cannot be solved directly by inverting the response
matrix. The large uncertainty values of low-statistic bins can propagate to other bins
when migration effects are present and the full response matrix is directly inverted.
This will lead in general to large statistical uncertainties of the obtained result, negative
correlations between neighbouring bins and a non-physically oscillating result for ~Ntrue.

Therefore, statistically insignificant contributions need to be suppressed when solving
Equation 9.2. In order to achieve this, the solution needs to be regularised, e.g. by
implying an a-priori constraint regarding the smoothness of the final result. This is
achieved by a re-formulation of Equation 9.2 as χ2-problem (χ2

A) and the inclusion of

an additional regularisation term
(

Reg
(
~Ntrue

))
:

χ2
tot = χ2

A + Reg
(
~Ntrue

)
. (9.6)

Consequently, the minimum of χ2
tot equals an approximate solution ~Ntrue for the unfolding

problem in Equation 9.2 which is additionally restricted by the regularisation condition.

The formulation of χ2
A involves the covariance matrix (COV) for ~NSG data. In general,

the entry (i,j) of the covariance matrix for a quantity x is defined as

covij = 〈
(
xi − 〈xi〉

)(
xj − 〈xj〉

)
〉. (9.7)
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where 〈xi〉 denotes the expectation value for xi. The diagonal entries represent the
squared statistical uncertainties, while off-diagonal entries indicate correlations between
the bins. Here, COV~NSG data

is simply constructed from the statistical uncertainty of

the number of observed events in data for each bin i (∆Ni
Data):(

COV~NSG data

)
ij

= δij ·∆Ni
Data ·∆Nj

Data. (9.8)

Furthermore, χ2
tot is not directly solved for ~Ntrue but relative to the predicted

distribution of the MC event generator (~Nsim
gen) by introducing wj:

wj =
Ntrue,j

Nsim
gen,j

. (9.9)

Consequently, the response matrix is replaced by the event matrix Aevent, which
contains directly the number of events:

Aevent
ij = Ngen in bin j

reco in bin i = Aresp
ij · Ngen in bin j. (9.10)

Finally, χ2
A is obtained as:

χ2
A =

(
Aevent~w − ~NSG data

)T (
COV~NSG data

)−1 (
Aevent~w − ~NSG data

)
. (9.11)

The second term in Equation 9.6 is the regularisation term
(

Reg
(
~Ntrue

))
. It involves

the regularisation parameter τ which is a measure of the regularisation strength and
the curvature matrix C which defines the type of the smoothness condition:

C =


−1 1 0 · · · 0

1 −2
. . . . . .

...

0
. . . . . . . . . 0

...
. . . . . . −2 1

0 · · · 0 1 −1

 . (9.12)

Using this definition, C~w equals the discrete second derivative of ~w and the final regu-
larisation term is constructed by multiplying its euclidian norm with the regularisation
parameter:

Reg
(
~Ntrue

)
= τ

(
C~w

)T (C~w
)
. (9.13)

After choosing the regularisation condition, the task of the unfolding procedure is to
find a solution ~wsol for the minimum of:

χ2
tot =

(
Aevent~w − (~NSG data)

)T (
COV~NSG data

)−1 (
Aevent~w − ~NSG data

)
︸ ︷︷ ︸

χ2
A

+ τ
(
C~w

)T (C~w
)︸ ︷︷ ︸

Reg
(
~Ntrue

) . (9.14)
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For this thesis, the choice of C and the solving of χ2
tot is done following the methods

of the Singular Value Decomposition (SVD) as detailed in [182] and implemented in

the software package TSVDUnfold [183]. The unfolded spectrum (~Ntrue) is then
obtained from the solution ~wsol using Equation 9.9 and the final differential cross section
dσ
dx

(
~N

tt→e/µ events,data
unfolded = ~Ntrue

)
is derived using Equation 8.12.

Moreover, side binsa are ignored at reconstruction level but unfolded at genera-
tor level. This means, that events in the underflow (UF) and overflow (OF) bins
are ignored for data (Ndata

reco in bin OF
∨

UF ≡ 0) and for the MC reconstruction level

(Ngen in bin i
reco in bin OF

∨
UF ≡ 0 ∀ bins i) of the response matrix while they are considered for

the MC generator truth level (N
gen in bin OF

∨
UF

reco in bin j 6= 0 ∀ bins j 6= (OF
∨

UF)) of the response
matrix. Consequently, migration effects from the side bins into the measured bins are
corrected. In contrast, the measured content of the side bins in data is not used for the
calculation of normalised differential cross sections.
The contribution of events in reconstruction level side bins is anyhow small as the
kinematic region of the measurement is chosen such that the majority of the events is
contained. Therefore, the statistical uncertainty of UF and OF bins at reconstruction
level is large and including them into the unfolding procedure would not improve the
obtained result.
In contrast, the side-bin contribution at generator level is relevant for the cross section
quantities measured in the visible particle level phase space quantities if events are
reconstructed but not part of the defined phase space (see Chapter 8.1.2).

Furthermore, the normalisation of the unfolded differential cross section results as
described in Equation 8.13 is done for the visible range of the measurement. This
means, that the bin content of UF and OF bins is explicitly set to 0 and therefore, the
integral over the measured bins of the final normalised differential cross section results
is exactly one:

Nbins∑
measured
bins i=1

(
1

σ

dσ

dx

)
bin i

·∆xbin i = 1.0. (9.15)

For the measurements in visible particle level phase space the unfolded result contains
entries in the UF bin due to events migrating from outside the phase space into the
sample of reconstructed events. As indicated in Equation 9.15, this contribution is
consistently neglected for the final result.

aHere, side bins denote the underflow and overflow bins, which contain events that are reconstructed
or generated outside the kinematic region of the measurement.
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9.3 Choice of the Regularisation Strength

One important aspect of the unfolding procedure is the choice of the continuous
regularisation parameter τ in Equation 9.14. The value of τ is a measure of the
regularisation strength as it changes the relative size of the regularisation condition

Reg
(
~Ntrue

)
with respect to the χ2

A-expression, which is related to the unfolding problem

itself.

9.3.1 The Minimum-Global-Correlation Method

The choice of the optimal regularisation parameter (τ) is based on the minimum-global-
correlation method proposed in [181] and implemented in [94].

Following this method, τ is individually determined for each cross section quantity
by scanning the root-mean square (RMS) global correlation coefficient (ρ̄) for all values
of τ and choosing the minimum. The value of ρ̄ is basically a measure of the average
correlation of each bin with all other bins. The idea behind this method is that a
regularisation that is too weak or too strong will lead to a large value of ρ̄.

A correlation that is too weak removes basically the regularisation term so that
χ2

tot≈χ2
A and the obtained solution has the same problems as discussed for the direct

matrix inversion in Chapter 9.1:

• unstable, oscillating behaviour
• large statistical uncertainties
• large negative correlations
• between neighbouring bins

 regularisation
is too weak

In contrast, a regularisation that is too strong can smooth not only statistical
fluctuations but affect the structure of the distribution itself. In the most extreme case,
the obtained solution ~Ntrue is forced to be very similar to the (simulated) spectrum,

which was used in the regularisation condition Reg
(
~Ntrue

)
. In summary, a regularisation

that is too strong leads to:

• bias towards the prediction
• used for the regularisation
• large positive correlations
• (also between far distant bins)

 regularisation
is too strong

Both, the large negative correlations of the too weak and the large positive correlations
of the too strong regularisation will result in a large value for ρ̄. Therefore, the minimum
of ρ̄(τ) is chosen as optimal τ parameter for the analysis. This minimum depends on
the measured distribution in data as well as on the chosen binning.

ρ̄ is defined as the RMS of the global correlations of all bins:

ρ̄ =

√√√√ 1

Nbins

Nbins∑
i=1

ρ2
i . (9.16)



140 Unfolding Procedure

Here, the global correlation of bin i (ρi) is the maximum correlation of this bin with every
possible linear combination of all other bins. The concept of ρi is detailed in [184–186].
ρi is obtained using the statistical covariance matrix (COV) of the final result:

ρi =

√
1− 1

(COV)ii · (COV−1)ii

. (9.17)

The statistical covariance matrix of the final result is obtained via error propagation
using pseudo-experiments. For each pseudo experiment, the measured event yield is
overlaid with noise according to the (poissonean) statistical error (

√
NData) in each bin

and the unfolding procedure is applied to the smeared data distribution. Finally, the
covariance matrix is extracted from 1000 pseudo experiments for each distribution using
Equation 9.7.

9.3.2 τ -Scan for All Cross Section Quantities

The RMS global correlation (ρ̄) as a function of the regularisation parameter (τ) is
shown in Figure 9.1 to 9.2 for the cross section quantities related to top quarks and in
Figure 9.3 to 9.4 for all other cross section quantities. Typically, ρ̄ is at a moderate
level for small values of τ (weak regularisation), has a minimum at the optimal value
which is finally chosen for the analysis and rises steeply for large values of τ (strong
regularisation). The size of ρ̄(τmin)− ρ̄(0) is a measure for the amount of migration. For
quantities with low migration effects like the transverse momentum or the pseudorapidity
of the lepton, the value of ρ̄(τ ≈ 0) is already small and the shallow minimum indicates
that only a very weak regularisation is needed. For top-quark related quantities, the
minimum is in general deeper as migration effects are more pronounced.

.
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Figure 9.1: Scan of the RMS global correlation of the unfolded result as function of the
regularisation parameter τ in the combined `+jets channel for the top-quark quantities.
The marked minimum is finally used for the measurement.



142 Unfolding Procedure

τParameter 

-310 -210 -110 1 10 210 310 410

  [
%

]
ρ

R
M

S
 G

lo
ba

l C
or

re
la

tio
n 

 

60

70

80

90

100

110

 = 5.667τ

τParameter 

-310 -210 -110 1 10 210 310 410

  [
%

]
ρ

R
M

S
 G

lo
ba

l C
or

re
la

tio
n 

 

50

60

70

80

90

100

110

 = 4.606τ

τParameter 

-310 -210 -110 1 10 210 310 410

  [
%

]
ρ

R
M

S
 G

lo
ba

l C
or

re
la

tio
n 

 

40

60

80

100

120

 = 7.799τ

τParameter 

-310 -210 -110 1 10 210 310 410

  [
%

]
ρ

R
M

S
 G

lo
ba

l C
or

re
la

tio
n 

 

86

88

90

92

94

96

98

100

102

 = 4.311τ

a) ptt
T b) mtt

c) ytt d) ρS

Figure 9.2: Scan of the RMS global correlation of the unfolded result as function of the
regularisation parameter τ in the combined `+jets channel for the quantities related to
the tt system. The marked minimum is finally used for the measurement.
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Figure 9.3: Scan of the RMS global correlation of the unfolded result as function of
the regularisation parameter τ in the combined `+jets channel for the lepton (a,b) and
b-jet (c,d) quantities. The marked minimum is finally used for the measurement.
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Figure 9.4: Scan of the RMS global correlation of the unfolded result as function of
the regularisation parameter τ in the combined `+jets channel for the jet multiplicity
(a), the invariant mass of the lepton and the leptonic b jet associated to the top-quark
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The marked minimum is finally used for the measurement.
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9.4 Testing the Unfolding Setup

The unfolding procedure is one of the key points of the analysis as it delivers the
final differential cross sections from the reconstruction level event yields. For the
regularised unfolding method explained in the previous chapters, efficienciesb, accep-
tances, migrations and the input for the regularisation condition are taken from the
MadGraph+pythia tt prediction.

Within the unfolding procedure itself, some knowledge about the approximate shape
of the result is assumed, e.g. the regularisation condition involves some preliminary
knowledge about the curvature of the obtained result. Therefore, every unfolding
procedure depends to some extend on the simulation used to obtain the response matrix
and the regularisation condition.

Consequently, it is important to test the unfolding procedure in order to verify
the unfolding setup and the chosen regularisation strength. For this purpose, closure
tests are performed to proof that the true input shape is reproduced by unfolding the
reconstruction level event yield. This was done by performing the complete analysis
with different sets of pseudo data which are created from MC predictions. For all
closure tests, the response matrix of the central MadGraph+pythia MC prediction,
which is also used to perform the data analysis, is used for the unfolding. As for
the real data, the regularisation parameter is optimised for every pseudo data set by
minimising the RMS global correlation. In order to use an independent dataset for the
tt component, the MC predictions without MadSpin as listed in Chapter 5.3.2 are
used to create the pseudo data. It was checked that the obtained shapes of the cross
section quantities agree between the simulations with and without MadSpin. The only

difference observed involves the quantities pbb
T , mbb and mlb which are sensitive to spin

correlation effects, which are only modelled in the simulations including MadSpin.

Several pseudo data sets are created to test the unfolding procedure, involving
different ”true” input shapes for the cross section quantities of the tt component. Every
pseudo data set (~Npseudo data) is created from the default MC predictions (~Nsim) by
adding the expected contribution of each process. The absolute normalisation for the
data luminosity (Ldata) is obtained from the inclusive cross sections (σtheory) listed in
Chapter 5.3.2:

~Npseudo data =
∑

non-tt default
MC prediction i

~Nsim
i · σ

theory
i ·Ldata

Nsim,gen
i

+ ~Nsim
tt,modified ·

σtheory

tt
·Ldata

Nsim,gen

tt,modified

. (9.18)

Here, Nsim,gen
i is the total number of events in the MC prediction i and Nsim,gen

tt,modified
is the

total number of events in the modified tt prediction.

Different pseudo data sets are created by varying the tt component– either by using
event weights as function of a specific kinematic quantity or by adding an additional

bAll correction factors for the efficiencies are applied (see Chapter 6.7).
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kind of signal. Consequently, the underlying true shape of the pseudo data and the
assumed shape, which is used to perform the unfolding, differ. This reflects the situation
in real data where the true distribution might be different than the MC prediction.

Finally, different kinds of tests are performed, involving pseudo data and real data
to validate the unfolding setup:

• Consistency tests with the default MC prediction
−→ to verify that the unfolding setup is working

• Pseudo data closure tests with a different ”true” shape of the tt component

– obtained by modifying pt
T shape

– obtained by modifying mtt shape

−→ to proof that there is no bias towards the MC prediction
used within the unfolding procedure

• Pseudo data closure test with an additional BSM vector boson signal

– obtained by adding a Z’−→tt signal
(mZ

′ = 1 TeV,ΓZ
′ = 100 GeV, σ(Z′) · BR(Z′ → tt) = 5pb)

−→ to test the sensitivity regarding a hypothetical heavy resonance

• Consistency tests by applying the regularised unfolding method iteratively

• Stability tests with different choices of the unfolding setup
for pseudo data and real data

– comparison to a SVD unfolding method with a discrete regularisation
– test different choices of the regularisation parameter τ

−→ to verify the chosen setup and parameters

All closure tests are performed by comparing the true normalised differential cross
sections of the pseudo data with the result obtained from unfolding the reconstruction
level event yields of the pseudo data with the response matrix of the default MC
prediction. As the true input shapes of the pseudo data are different in comparison to
the default tt MC prediction, these closure tests are a direct measure of the sensitivity
of the unfolding procedure regarding the (unavoidable) input from the simulation.

9.4.1 Consistency Tests

The first and simplest consistency check is to unfold pseudo data, which is created
from the plain sum of all MC predictions without any smearing, shape distortions or
additional signals. The reconstructed and unfolded differential normalised cross sections
are compared to the original predictions and found to be identical, proving that the
analysis setup is working as expected.

Additionally, it was checked that unfolding the data and applying the response
matrix to the result gives back the original data distribution. This ensures, that no
statistically relevant contributions are suppressed by the regularisation.
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9.4.2 Closure Tests with Different Signal Shapes

Furthermore, pseudo data sets with a modified tt component are created. The applied

distortions for all tt events result in a softer or harder spectrum for mtt or pt
T. While

a simple linear function is used to modify the mtt spectrum, an exponential approach
is chosen for pt

T. This choice for pt
T was motivated by the preliminary results of this

analysis [26]. The ”down” variation of w(x=pt
T) corresponds to a twicec as soft spectrum

as observed in [26] while the ”up” variation results in a spectrum, which is harder
by the same amount as the ”down” variation is softer than the initial MC prediction.

Details for the modification functions w(x=pt
T,mtt) are given in Table 9.1.

Quantity x Variation Modification Function w(x) Closure Test Results

pt
T

down –1+2·exp(0.318–0.00282·x) Figure 9.5 to 9.8
up exp(0.318–0.00282·x) Figure 9.9 to 9.12

mtt down 1–(x–350)·0.0008 Figure 9.13 to 9.16
up 1+(x–350)·0.0008 Figure 9.17 to 9.20

Table 9.1: Details on the applied modification functions for the tt component which are
used to create pseudo data sets for the unfolding closure tests. The last column refers
to the Figure with the obtained results

To avoid unnatural distortions due to extreme scaling of single events, the weight
w(x) is restricted to the following range:

0.1 ≤ w(x) ≤ 2.0. (9.19)

For the closure test with a modified pt
T spectrum, one has to consider that two top

quarks are present in each event:

w′(x = pt
T) =

√
w
(
pt

T

)
· w
(

pt̄
T

)
(9.20)

(for x = mtt : w′(x) = w(x)).

While the modification procedure changes the shape of all cross section quantities, the
absolute normalisation is kept constant by applying the additional normalisation factor:

wNorm(x) =

 ∑
(all events i)

(w′(xi))

−1

. (9.21)

Finally, the modification function is converted into an event weight wgt(x):

wgt(x) = w′(x) · wNorm(x). (9.22)

cHere, twice as soft means that the slope of the ratio between the created pseudo data and the
prediction used for the unfolding approach is twice as large as observed in real data.
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This event weight is applied analogously to the event weights for the data driven
corrections detailed in Chapter 6.7 to create the modified tt component of the pseudo
data.

The corresponding results for the true and unfolded distributions of the pseudo
data are shown in Figure 9.5 to 9.12 for the modification of the pt

T spectrum and in

Figure 9.13 to 9.20 for the modification of the mtt spectrum. These kind of closure
tests show the behaviour of an overall shape distortion of the true tt spectrum.

Good agreement is found even for large shape variations which would show up
already in the event yields and are not observed in real data (see Chapter 7.4). Only
for ρS, the closure test shows some differences for extreme scenarios. For a realisticallyd

softer pt
T, the closure test for ρS shows agreement within the uncertainties of the final

measurement, which are much larger than the observed difference between true and
unfolded pseudo data. Consequently, the regularised unfolding depends only minimally
on the preliminary knowledge of the true input shape and no bias is introduced when
the underlying shape in data is moderately different than in the MC prediction used
for the unfolding procedure and cross section measurement.

dHere, realistically means that the slope of the ratio between the created pseudo data and the
prediction used for the unfolding approach is as large as observed in real data.
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Figure 9.5: Results of the unfolding closure test with pseudo data featuring a softer
pt

T spectrum for the cross section quantities related to the top quark in the fully
extrapolated parton level phase space. The normalised differential cross section as
extracted from unfolding the reconstruction level yield (black points) is compared to
the true shape (pink line) for the pseudo data. The default MC prediction (red line)
is used to obtain the response matrix for the unfolding procedure. Only the expected
statistical uncertainties for the recorded luminosity are shown as error bars.
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Figure 9.6: Results of the unfolding closure test with pseudo data featuring a softer
pt

T spectrum for the cross section quantities related to the tt system in the fully
extrapolated parton level phase space. The normalised differential cross section as
extracted from unfolding the reconstruction level yield (black points) is compared to
the true shape (pink line) for the pseudo data. The default MC prediction (red line)
is used to obtain the response matrix for the unfolding procedure. Only the expected
statistical uncertainties for the recorded luminosity are shown as error bars.
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Figure 9.7: Results of the unfolding closure test with pseudo data featuring a softer pt
T

spectrum for the lepton and b-jet cross section quantities in the visible particle level
phase space. The normalised differential cross section as extracted from unfolding the
reconstruction level yield (black points) is compared to the true shape (pink line) for
the pseudo data. The default MC prediction (red line) is used to obtain the response
matrix for the unfolding procedure. Only the expected statistical uncertainties for the
recorded luminosity are shown as error bars.

.



152 Unfolding Procedure

GeV lbm
0 50 100 150 200 250 300 350 400 450 500

-1
G

eV
 

lb
dm

σd
 σ1

0

2

4

6

8

10

12

-310×

)t

T
(MadGraph+Pythia, softer p

tReweighted t

tReweighted t
Reco.&Unfolded

Used for Unfolding
 MadGraph+Pythiatt

 = 8 TeVsSimulation at  

 + Jets Combinedµe/

GeV bb
T

p
0 50 100 150 200 250 300 350 400 450 500

-1
G

eV
 bb T

dp

σd
 σ1

0

2

4

6

8

10

12

-310×

)t

T
(MadGraph+Pythia, softer p

tReweighted t

tReweighted t
Reco.&Unfolded

Used for Unfolding
 MadGraph+Pythiatt

 = 8 TeVsSimulation at  

 + Jets Combinedµe/

GeV bbm

0 100 200 300 400 500 600 700 800

-1
G

eV
 bb

dm

σd
 σ1

0

1

2

3

4

5

6

7

8

-310×

)t

T
(MadGraph+Pythia, softer p

tReweighted t

tReweighted t
Reco.&Unfolded

Used for Unfolding
 MadGraph+Pythiatt

 = 8 TeVsSimulation at  

 + Jets Combinedµe/

|<2.4)η>30 GeV, |
T

 (pjetsN
4 5 6 7 8 9

 
je

ts
dN

σd
 σ1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

)t

T
(MadGraph+Pythia, softer p

tReweighted t

tReweighted t
Reco.&Unfolded

Used for Unfolding
 MadGraph+Pythiatt

 = 8 TeVsSimulation at  

 + Jets Combinedµe/

+1jet)tm(t

170 GeV⋅2= 
S

ρ
0 0.2 0.4 0.6 0.8 1

 
Sρd

σd  σ1

0

1

2

3

4

5

6

)t

T
(MadGraph+Pythia, softer p

tReweighted t

tReweighted t
Reco.&Unfolded

Used for Unfolding
 MadGraph+Pythiatt

 = 8 TeVsSimulation at  

 + Jets Combinedµe/

Figure 9.8: Results of the unfolding closure test with pseudo data featuring a softer pt
T

spectrum for the jet multiplicity, the bb system cross section quantities, the invariant
mass of the lepton and the leptonic b bjet and ρS in the visible particle level phase space.
The normalised differential cross section as extracted from unfolding the reconstruction
level yield (black points) is compared to the true shape (pink line) for the pseudo
data. The default MC prediction (red line) is used to obtain the response matrix for
the unfolding procedure. Only the expected statistical uncertainties for the recorded
luminosity are shown as error bars.
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Figure 9.9: Results of the unfolding closure test with pseudo data featuring a harder
pt

T spectrum for the cross section quantities related to the top quark in the fully
extrapolated parton level phase space. The normalised differential cross section as
extracted from unfolding the reconstruction level yield (black points) is compared to
the true shape (pink line) for the pseudo data. The default MC prediction (red line)
is used to obtain the response matrix for the unfolding procedure. Only the expected
statistical uncertainties for the recorded luminosity are shown as error bars.
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Figure 9.10: Results of the unfolding closure test with pseudo data featuring a harder
pt

T spectrum for the cross section quantities related to the tt system in the fully
extrapolated parton level phase space. The normalised differential cross section as
extracted from unfolding the reconstruction level yield (black points) is compared to
the true shape (pink line) for the pseudo data. The default MC prediction (red line)
is used to obtain the response matrix for the unfolding procedure. Only the expected
statistical uncertainties for the recorded luminosity are shown as error bars.
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Figure 9.11: Results of the unfolding closure test with pseudo data featuring a harder
pt

T spectrum for the lepton and b-jet cross section quantities in the visible particle level
phase space. The normalised differential cross section as extracted from unfolding the
reconstruction level yield (black points) is compared to the true shape (pink line) for
the pseudo data. The default MC prediction (red line) is used to obtain the response
matrix for the unfolding procedure. Only the expected statistical uncertainties for the
recorded luminosity are shown as error bars.
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Figure 9.12: Results of the unfolding closure test with pseudo data featuring a harder
pt

T spectrum for the jet multiplicity, the bb system cross section quantities, the invariant
mass of the lepton and the leptonic b bjet and ρS in the visible particle level phase space.
The normalised differential cross section as extracted from unfolding the reconstruction
level yield (black points) is compared to the true shape (pink line) for the pseudo
data. The default MC prediction (red line) is used to obtain the response matrix for
the unfolding procedure. Only the expected statistical uncertainties for the recorded
luminosity are shown as error bars.
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Figure 9.13: Results of the unfolding closure test with pseudo data featuring a softer

mtt spectrum for the cross section quantities related to the top quark in the fully
extrapolated parton level phase space. The normalised differential cross section as
extracted from unfolding the reconstruction level yield (black points) is compared to
the true shape (pink line) for the pseudo data. The default MC prediction (red line)
is used to obtain the response matrix for the unfolding procedure. Only the expected
statistical uncertainties for the recorded luminosity are shown as error bars.
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Figure 9.14: Results of the unfolding closure test with pseudo data featuring a softer

mtt spectrum for the cross section quantities related to the tt system in the fully
extrapolated parton level phase space. The normalised differential cross section as
extracted from unfolding the reconstruction level yield (black points) is compared to
the true shape (pink line) for the pseudo data. The default MC prediction (red line)
is used to obtain the response matrix for the unfolding procedure. Only the expected
statistical uncertainties for the recorded luminosity are shown as error bars.
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Figure 9.15: Results of the unfolding closure test with pseudo data featuring a softer

mtt spectrum for the lepton and b-jet cross section quantities in the visible particle level
phase space. The normalised differential cross section as extracted from unfolding the
reconstruction level yield (black points) is compared to the true shape (pink line) for
the pseudo data. The default MC prediction (red line) is used to obtain the response
matrix for the unfolding procedure. Only the expected statistical uncertainties for the
recorded luminosity are shown as error bars.
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Figure 9.16: Results of the unfolding closure test with pseudo data featuring a softer mtt

spectrum for the jet multiplicity, the bb system cross section quantities, the invariant
mass of the lepton and the leptonic b bjet and ρS in the visible particle level phase space.
The normalised differential cross section as extracted from unfolding the reconstruction
level yield (black points) is compared to the true shape (pink line) for the pseudo
data. The default MC prediction (red line) is used to obtain the response matrix for
the unfolding procedure. Only the expected statistical uncertainties for the recorded
luminosity are shown as error bars.
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Figure 9.17: Results of the unfolding closure test with pseudo data featuring a harder

mtt spectrum for the cross section quantities related to the top quark in the fully
extrapolated parton level phase space. The normalised differential cross section as
extracted from unfolding the reconstruction level yield (black points) is compared to
the true shape (pink line) for the pseudo data. The default MC prediction (red line)
is used to obtain the response matrix for the unfolding procedure. Only the expected
statistical uncertainties for the recorded luminosity are shown as error bars.
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Figure 9.18: Results of the unfolding closure test with pseudo data featuring a harder

mtt spectrum for the cross section quantities related to the tt system in the fully
extrapolated parton level phase space. The normalised differential cross section as
extracted from unfolding the reconstruction level yield (black points) is compared to
the true shape (pink line) for the pseudo data. The default MC prediction (red line)
is used to obtain the response matrix for the unfolding procedure. Only the expected
statistical uncertainties for the recorded luminosity are shown as error bars.
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Figure 9.19: Results of the unfolding closure test with pseudo data featuring a harder

mtt spectrum for the lepton and b-jet cross section quantities in the visible particle level
phase space. The normalised differential cross section as extracted from unfolding the
reconstruction level yield (black points) is compared to the true shape (pink line) for
the pseudo data. The default MC prediction (red line) is used to obtain the response
matrix for the unfolding procedure. Only the expected statistical uncertainties for the
recorded luminosity are shown as error bars.
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Figure 9.20: Results of the unfolding closure test with pseudo data featuring a harder

mtt spectrum for the jet multiplicity, the bb system cross section quantities, the invariant
mass of the lepton and the leptonic b bjet and ρS in the visible particle level phase space.
The normalised differential cross section as extracted from unfolding the reconstruction
level yield (black points) is compared to the true shape (pink line) for the pseudo
data. The default MC prediction (red line) is used to obtain the response matrix for
the unfolding procedure. Only the expected statistical uncertainties for the recorded
luminosity are shown as error bars.
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9.4.3 Closure Tests with an Additional Z’ Signal

Another closure test is performed by creating pseudo data that contains in addition to
the default processes a heavy resonance decaying into top-quark pairs [56]. This closure
test gives rise to a distortion that reveals mainly in one bin of the invariant mass of the
tt system.

To generate a scenario which is not too unrealistic but still in the accessible range of
the analysis, a heavy and broad resonance (mZ

′ =1 TeV, ΓZ
′ =100 GeV) is chosen. A

relatively large production cross section of σ(pp→Z’)·BR(Z’→tt)=5 pb is used. There-
fore, a large impact on the cross section quantities is expected– far beyond the one
observed in data for the reconstruction level event yields (see Chapter 7.4). As before,
the default tt MC sample is used for the unfolding procedure to extract the normalised
differential cross sections.

The corresponding results can be found in Figure 9.21 and 9.22 for the cross section
quantities measured in the extrapolated parton level phase space and in Figure 9.23
and 9.24 for the cross section quantities measured in the visible particle level phase
space.

Overall, the unfolding can recover the true shape of the pseudo data, which is
involving an additional Z’ signal, very well. Only marginal differences between the true
and the measured shape of the pseudo data are observed. As studied in [23], the size
of these differences depends on the absolute normalisation (σ(Z’)·BR(Z’→tt)) of the
additional Z’ signal. For values of a few pb, the expected bias is covered by the total
uncertainty of each differential measurement.
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Figure 9.21: Results of the unfolding closure test with pseudo data featuring an
additional Z’→tt signal for the cross section quantities related to the top quark in the
fully extrapolated parton level phase space. The normalised differential cross section as
extracted from unfolding the reconstruction level yield (black points) is compared to
the true shape (pink line) for the pseudo data. The default MC prediction (red line)
is used to obtain the response matrix for the unfolding procedure. Only the expected
statistical uncertainties for the recorded luminosity are shown as error bars.
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Figure 9.22: Results of the unfolding closure test with pseudo data featuring an
additional Z’→tt signal for the cross section quantities related to the tt system in the
fully extrapolated parton level phase space. The normalised differential cross section as
extracted from unfolding the reconstruction level yield (black points) is compared to
the true shape (pink line) for the pseudo data. The default MC prediction (red line)
is used to obtain the response matrix for the unfolding procedure. Only the expected
statistical uncertainties for the recorded luminosity are shown as error bars.
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Figure 9.23: Results of the unfolding closure test with pseudo data featuring an
additional Z’→tt signal for for the lepton and b-jet cross section quantities in the
visible particle level phase space. The normalised differential cross section as extracted
from unfolding the reconstruction level yield (black points) is compared to the true
shape (pink line) for the pseudo data. The default MC prediction (red line) is used to
obtain the response matrix for the unfolding procedure. Only the expected statistical
uncertainties for the recorded luminosity are shown as error bars.
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Figure 9.24: Results of the unfolding closure test with pseudo data featuring an
additional Z’→tt signal for for the jet multiplicity, the bb system cross section quantities,
the invariant mass of the lepton and the leptonic b bjet and ρS in the visible particle
level phase space. The normalised differential cross section as extracted from unfolding
the reconstruction level yield (black points) is compared to the true shape (pink line)
for the pseudo data. The default MC prediction (red line) is used to obtain the response
matrix for the unfolding procedure. Only the expected statistical uncertainties for the
recorded luminosity are shown as error bars.
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9.4.4 Iterative Unfolding

Another closure test is performed by iteratively applying the regularised unfolding
procedure in data and correcting the assumed shape of the MC prediction to the
measured result. This procedure is found to converge very fast. For the investigated
top-quark and tt system quantities, the obtained difference for the extracted result
between the first and last iteration step is small compared to the total uncertainty.

9.4.5 Testing Different Regularisation Schemes and Parame-
ter Choices

To study the sensitivity of the analysis result regarding the choice of the specific
unfolding scheme, the alternative SVD unfolding method as described in [182] and e.g.
used in the ATLAS measurement of differential cross sections [22] is tested for the
unfolding step of the analysis. In contrast to the regularised unfolding used for the
standard analysis, the regularisation for SVD unfolding is performed using an integer
parameter k ≤ Nbins. Within this scheme, a large k parameter corresponds to a weak
regularisation and equals a small τ parameter of the regularised unfolding method.

Furthermore, the impact of the choice of the regularisation parameter (τ) on the
final result within the regularised unfolding is studied by varying τ around the optimal
value (τd) obtained from the global correlation method.

The transverse momentum of the top quarks was chosen for these tests, as here the
largest differences between MC prediction and data are observed for the reconstruction
level event yields (see Chapter 7.4). Both tests are performed by repeating the analysis
for pt

T in data and pseudo data and comparing the extracted result with the result of
the default analysis.

For pseudo data, τd is like for real data obtained by minimising the RMS global
correlation of the extracted result. Moreover, the default tt MC prediction is consistently
used to perform the unfolding.

The obtained results for real data as well as for pseudo data with a corrected tt
component according to the softer pt

T in data as obtained in [26] are shown in Figure 9.25.

In summary, all closure tests involving pseudo data reveal the expected behaviour
regarding the choice of τ . For the default value τd, the true input shape of the pseudo
data is reproduced by the measurement. Here, the observed difference between the
extracted result and the true value is small (< 1% for the first bin) in comparison to
the total uncertainty, which is in the order of 3-7% (see Chapter 10).
For large values of τ and small values of k, the regularisation is too strong, leading to a
bias of the extracted result towards the MC prediction which is used to determine the
response matrix and the regularisation condition of the unfolding procedure.
Furthermore, the results extracted for regularisation parameters 0 ≤ τ ≤ 10 · τd of the
regularised unfolding and parameters k ≥ 3 of the SVD unfolding are observed to be
very consistent to each other.
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Figure 9.25: Extracted normalised differential cross section as function of pt
T for different

regularisation schemes and regularisation parameters. Top: all k parameters of the SVD
unfolding method. Middle: different τ parameters around the default value (τd) for the
regularised unfolding method as used in the analysis. Bottom: a mixture of different
regularisation parameters for both unfolding methods. Left: pseudo data test with
a softer pt

T spectrum and ratio to truth of the respective pseudo data. Right: result
for real data and ratio to the default MC prediction, which is used for the unfolding
procedure.
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Also the extracted results from real data are observed to be very similar among each
other when using the SVD unfolding scheme with k ≥ 3 and the regularised unfolding
scheme with regularisation parameters around τd. A stable, non-oscillating result is
also found without any regularisation (τ = 0). This means, that migration effects
within the studied event sample are already reduced to a reasonable low level by the
optimised kinematic reconstruction, the selection and the choice of the analysis binning.
Furthermore, in all scenarios with a regularisation that is not too strong, i.e. no bias
is observed in the corresponding pseudo data closure test, a softer spectrum for pt

T is
obtained from data than predicted by MadGraph+pythia. This will be discussed in
detail in Chapter 11.2.1 and 12.

Consequently, the obtained result for pt
T in data is stable regarding the choice of the

unfolding scheme and the exact choice of the regularisation parameter. Especially the
kinematic region for pt

T < 150 GeV is hardly effected (< 2%) and even for larger values
of pt

T, the effect is fully covered by the uncertainties.

The obtained statistical correlation of the result is studied for several choices of the
regularisation parameters in both regularisation schemes to proof that the minimal
global correlation method is working. The statistical correlation matrices are obtained
from the statistical covariance matrices which are calculated using pseudo experiments
(see Chapter 9.3.1). In general, the entry (i,j) of the correlation matrix CORR is
defined as:

corrij =
covij√

covii · covjj

. (9.23)

The obtained correlation matrices CORR of the extracted result in data are shown
in Figure 9.26 for different choices of the continuous regularisation parameter τ in the
regularised unfolding scheme and in Figure 9.27 for different choices of the discrete
regularisation parameter k in the SVD unfolding scheme.

Good consistency is found between the two regularisation schemes and as expected,
the minimum of the average correlation is obtained for the regularised unfolding scheme
with τ = τd. Due to the normalisation of the final result, negative correlations of
20 to 50% are obtained between neighbouring bins while the correlation to next to
neighbouring bins is small (typically ≈ 10%). For a weaker regularisation, the obtained
negative correlations between neighbouring bins are larger and the correlations between
next-to neighbouring bins is positive. In contrast, a stronger regularisation leads to large
positive correlations between neighbouring bins and sizeable long-term correlations.

The comparison of the obtained statistical correlations of the result for the two
regularisation schemes indicates that the obtained optimal τ parameter of the global
correlation method corresponds to a fairly large k parameter (between 7 and 8) of
the SVD unfolding scheme. As k=8 means that no regularisation is done at all, the
regularisation strength for pt

T, which is used for the data analysis, is not so intense.

Furthermore, the dependency of the obtained total (stat.⊕syst.) uncertainty of
the data measurement on the choice of the regularisation scheme and strength has
been studied. For the SVD scheme with k ≥ 4 and regularised unfolding scheme with
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Figure 9.26: Obtained statistical correlation of the extracted normalised differential
cross section in data as a function of pt

T for different regularisation parameters τ
around the standard value τd obtained by the minimal global correlation method in the
regularised unfolding scheme.
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Figure 9.27: Obtained statistical correlation of the extracted normalised differential
cross section in data as a function of pt

T for different regularisation parameters k using
the alternative SVD unfolding scheme.
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3 ≤ τ ≤ 25 (τd = 7.57), the relative uncertainty changes typically by at most 25%. On
average, a smaller uncertainty is obtained for a stronger regularisation.

9.4.6 Conclusions for the Unfolding Tests

Different input shapes of the tt component and an additional Z’ signal in pseudo data
are recovered when unfolding the reconstruction level event yield with the default MC
prediction. This proves that the obtained result is independent of the choice of the MC
prediction for the unfolding procedure for realistically small differences between the
true shape in data and the shape used for the procedure. In this context, realistically
small refers to variations in the order of observed shape differences between the data
measurement and the MC prediction for the reconstruction level event yields. As
expected, a small bias shows up for closure tests with pseudo data featuring an extreme,
unrealistic shape difference which is not observed in real data (see Chapter 7.4).

Small remaining differences in the closure tests reflect non-perfect assumptions for
the migrations, reconstruction efficiencies and the shape of the non-signal tt component.
This impact of the input MC prediction on the obtained cross section results is covered
by the systematic uncertainties because a new response matrix is computed and used
for the evaluation of every single uncertainty.

Furthermore, the transverse momentum of the top quarks is investigated further,
as the largest differences between MC prediction and data are observed here for the
reconstruction level event yields. A closure test for pseudo data with a shape corrected
according to the shape obtained in real data [26] proofs that no bias is introduced
for the chosen unfolding setup. Additionally, the result obtained from data is stable
when varying the regularisation parameter (Figure 9.25 right) within the range which is
expected to be unbiased from the pseudo data test (Figure 9.25 left). Moreover, also the
obtained results when using the alternative SVD regularisation scheme are consistent.

In summary, all tests performed show that the regularised unfolding procedure as
used in this thesis is robust, well understood and the obtained results are consistently
stable when changing the assumptions moderately. No indication of a possible bias of
the result towards the prediction that is used for the unfolding procedure is found.
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Chapter 10

Systematic Uncertainties

Already the precision of the CMS tt→`+jets differential cross section analyses at√
s = 7 TeV [23] was limited by systematic uncertainties. Therefore, their correct and

complete evaluation is an important aspect for the assessment of the final results.

In general, there are two distinct categories of systematic uncertainties. Experimental
uncertainties discussed in Chapter 10.1 are related to detector effects and reflect the
experimental precision of the measured analysis input (luminosity, measured energies of
the jets, etc.). In contrast, modelling uncertainties discussed in Chapter 10.2 reflect the
precision of the theoretical prediction of the simulation which is e.g. used to correct
migration effects or to extrapolate the measured result from the visible to the full phase
space.

The calculation of the systematic uncertainties largely follows standard methods and
recommendations of the TopPAG or is treated equally to the

√
s = 7 TeV analysis.

For all differential cross section measurements, the uncertainties are significantly reduced
by the normalisation (see Chapter 8.3). Uncertainties, which change the content in all
bins by the same factor (i.e. flat SFs), cancel completely, while other uncertainties are
at least reduced in comparison to an absolute differential cross section measurement.
Therefore, the largest contribution is expected from uncertainties which affect the shape
of the differential distributions. Consequently, additional uncertainty sources with
impact on the obtained shape are evaluated.

All uncertainties are quantified by repeating the data analysis with systematically
varied input from the simulation, i.e. a different response matrix for the unfolding and
a different prediction for the expected background contribution and tt signal fraction.
The difference between the result obtained with systematically varied input and the
standard analysis is quoted as systematic uncertainty. For uncertainty sources with up-
and down-variation, the average value is calculated individually for each bin and cross
section quantity and quoted as uncertainty.
Finally, the total uncertainty is derived by adding all single contributions individually
for each bin and cross section quantity in quadrature.

A method to derive the full covariance matrix for all systematic uncertainties of the
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normalised differential cross section measurements is introduced in Chapter 10.3.

10.1 Experimental Uncertainties

10.1.1 Luminosity

The luminosity is centrally measured by CMS using Van der Meer scans and the official
value for the uncertainty is 2.5%(syst.)⊕0.5%(stat.) [96]. For the normalised differential
cross sections, the luminosity uncertainty cancels almost completely and only a small
residual contribution remains due to the normalisation of the background predictions.

10.1.2 Pile-Up

The pile-up (PU) model estimates the mean number of PU interactions to be about
20 events for the

√
s = 8 TeV pp collision data used for this thesis. As explained

in [137], the PU estimation is based on the total inelastic pp cross section, which CMS
determines to be 69.4mb.

Following the official recommendation, this cross section is varied by ±5% to obtain
different PU estimates and hence to evaluate a systematic uncertainty related to
the modelling of the PU. The quoted variation includes luminosity and cross section
uncertainties as well as an uncertainty related to the modelling and physics aspects of
the PU simulation.

As illustrated in Figure 5.4, this variation conservatively covers all differences for the
number of primary vertices distribution, which is directly sensitive to the underlying
PU.

Technically, the PU uncertainty is evaluated by redoing the analysis with adapted
event weights for the PU reweighting, which are obtained with the varied total inelastic
pp cross section and the method detailed in Chapter 5.3.3.

10.1.3 Jet Energy Scale

The estimation of systematic uncertainty on the jet energy scale follows the recommen-
dation of the JetMET group.

Technically, the reconstructed jet energy is shifted as a function of η and pT of
the jet using the provided uncertainties [187]. This shift is also propagated to the
reconstructed missing transverse energy. No analysis-specific uncertainty for a special
flavour composition is calculated.
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10.1.4 Jet Energy Resolution

As detailed in Chapter 6.4.1, the JER in simulation needs to be corrected to equal the
one observed in data. The officially recommended up and down variations for the JER
SFs as listed in Table 6.1 are used to evaluate this uncertainty.

10.1.5 Data-Driven Efficiency Corrections

As described in in Chapter 6.7, the efficiency for the trigger- and lepton-selection, as
well as for the b-jet identification are corrected using data to MC SFs obtained from an
independent data study. For all corrections, the uncertainty of the provided SFs is used
to derive the corresponding uncertainties.

All SFs are obtained as a function of pT and η of the lepton or jet. For the
determination of normalisation uncertainties, which are dominant for absolute cross
sections, the SFs are varied up or down in all bins of the parametrisation simultaneously.

Shape uncertainties are addressed as the uncertainty for a flat variation of the SF
mostly cancels for the normalised differential cross sections. Thus, the SFs of different
kinematic regions are varied in different directions following the method described
in [23]. In most of the cases, two bins are chosen such that they are divided by the
median of the respective distribution in the phase space of the applied event selection.
The SFs in these bins are then shifted antagonistically, i.e. simultaneously up in bin
one and down in bin two and vice-versa.

Trigger and Lepton Efficiency

The uncertainties related to the lepton and trigger selection are determined by the
statistical uncertainties of the T&P scale factors and an additional conservative 1%
flat systematic uncertainty to account for possible differences in the obtained efficiency
between Z boson and tt events, e.g. due to different pT and η distributions or different
hadronic activities. In contrast to the 1% systematic uncertainty, the statistical
uncertainty is almost negligible for the majority of the bins.

For the normalisation uncertainty, both uncertainty contributions are added in
quadrature and the variation is performed in the same direction for all bins of the
parametrised SF.
Shape uncertainties in η are estimated by shifting the SF antagonistically up and down
for |η| above and below 0.7. To assign a shape uncertainty depending on pT, the SF is
shifted antagonistically up and down for pT above and below 55 GeV.

All described normalisation and shape variations are done independently and added
in quadrature.
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B-Tagging Efficiency

The determination of the uncertainty related to the b-jet identification follows the
recommendations of the BTV group.

For the normalization uncertainty, the SF is shifted by its uncertainty in the same
direction independently of the kinematic region.
In order to determine a shape uncertainty, the scale factor is shifted antagonistically
up and down above and below pT = 65 GeV for a pT depended uncertainty and
independently for |η| above and below 0.7 for an η dependent uncertainty. These
variations are performed with half of the corresponding quoted uncertainty, so that
the difference between the applied scale factors in the two different bins equals the full
uncertainty.

All described normalisation and shape variations have been done independently and
added in quadrature.
In addition, also the misidentification rate of the b-jet identification procedure is varied
according to the recommendations of the BTV group. The effect on the measured cross
sections was found to be negligible.

10.2 Modelling Uncertainties

10.2.1 Background Modelling

After the final selection step, the expected remaining contribution from non-tt events is
small (≈5%). About half of these events are expected to originate from the production
of single top quarks and another ≈20% each from tt pairs accompanied by an additional
vector boson and events with W-boson production accompanied by additional jets. All
other processes are negligible (see Chapter 6.8 for details).

As discussed previously, not only the rate but also the shape of the background
distributions has to be understood adequately. Therefore, all systematic uncertainties
like e.g. the JES uncertainty are also propagated to the background samples, forming a
set of shape variations.

In addition, the total amount of background events which is expected for the
integrated data luminosity using theory cross sections (discussed in Chapter 5.3.2), is
varied conservatively:

• single top-quark production: ± 30%

• W+jets: ± 100%

• Z+jets: ± 100%

• WW,WZ,ZZ: ± 30%

• tt +V, V∈(W,Z,γ): ± 100%

These variations are much larger than the uncertainty of the cross section and are
expected to cover also a potential mismodelling of efficiencies or flavor compositions. For
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W/Z+jets events, uncertainty on the modelling of the heavy flavor content is observed
to be large [188]. For the tt +γ MC prediction, the quoted uncertainty is expected to
cover also the overlap with tt +γ events produced by the PS in the default tt sample.
As the reconstructed shape for the event yields of the measured cross section quantities
differs between tt signal events and the background processes, any variation of the total
rate of a background process leads to a shape variation for the reconstructed event
yields.

Because of the very low contribution from QCD multijet-events after the final
selection step, this process is completely neglected. The negligibly low fraction of QCD
multijet-events has been checked thoroughly by studying sensible quantities like the
lepton isolation and is also confirmed by other CMS top-quark analysis with a similar
event selection [169].

As single top events are expected to be the majority of the remaining background
events, they are treated specially. In addition to the already discussed shape and rate
uncertainties, a shape uncertainty resulting from a variation of the Q2 scale (as defined
in Chapter 10.2.2) is evaluated.

Furthermore, tt events with non-signal final states are treated synchronous with the
tt signal events by evaluating all systematic uncertainties (including also tt modelling
uncertainties like the top-quark mass, the Q2 scale and the ME-PS matching threshold)
at the same time. Finally, the effect on the reconstructed event yields is propagated to
the final result through the tt signal fraction which is assessed separately in each bin
(see Chapter 8.3).

10.2.2 Hard Scattering Q2 Scale

The MC prediction depends on the choice of the hard-scattering scale Q2 (see Chap-
ter 5.3.2). Different default values of Q2 are realised depending on the MC generator [189]:

• MadGraph: Q2
def = m2

top +
∑

p2
T

• powheg: Q2
def = m2

top

The variation of Q2 addresses renormalisation and factorisation scale uncertainties of the
ME calculation as well as the amount of ISR and FSR because the starting/evolution
scale of the parton shower is changed simultaneously.

To test the sensitivity of the analysis concerning the choice of Q2, specific samples with
Q2

up = 4 ·Q2
def and Q2

dn = 0.25 ·Q2
def as listed in Table 5.3 for the MadGraph+pythia

tt MC prediction and in Table 5.4 for the powheg+pythia single top-quark MC
prediction are used.
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10.2.3 Matching Threshold between Parton Shower and Ma-
trix Element Calculation

For the tt sample, the matching threshold between the ME calculation, which is done
by MadGraph, and the parton shower, which is simulated using pythia, is varied by
a factor of 2 and 0.5. This probes additional jet production and ISR/FSR modelling.

Analogously to the Q2 uncertainty, dedicated MC predictions as listed in Table 5.3
are used to evaluate the ME-PS matching threshold uncertainty.

10.2.4 Hadronisation Model

The hadronisation process is a complex mechanism (see Chapter 5.3.1) and phenomeno-
logical models are used to describe this part in MC predictions.

As different approaches are used within pythia and herwig, these two MC gen-
erators are used to address this modelling uncertainty for tt events. Due to technical
limitations, e.g. the pT or angular based ordering of the parton shower, not every ME
generator can be interfaced to pythia and herwig. To date, only the combinations
MadGraph+pythia, mc@nlo+herwig and powheg+pythia result in physically
consistent predictions.

In order not to pick up additional higher order modelling differences between Mad-
Graph+pythia and mc@nlo+herwig, the absolute hadronisation uncertainty is
evaluated comparing the analysis results obtained with the two NLO ME generators
powheg+pythia and mc@nlo+herwig. The obtained absolute difference in each
bin is conservatively addressed as two-sided uncertainty (±) individually for each cross
section quantity.

10.2.5 W-Boson Branching Ratio

The LO BRs of the MadGraph+pythia tt MC prediction are corrected to the
measured values in data (see Chapter 6.7). The uncertainties of the BR measurement
in data are propagated to the measured cross sections but found to be negligibly small.

10.2.6 Parton Density Functions

For the simulation of the tt signal with MadGraph+pythia, the CTEQ6L1 [120]
PDF set is used. The impact of the PDF model uncertainty on the measurement has
been evaluated by reweighting the obtained distributions according to the maximum
shape variation of the PDF uncertainties.

First, the effect of the PDF choice on the shape of the generator truth distribution is
studied for each cross section quantity. As no uncertainty for the LO CTEQ6L1 PDF
set is provided, all variations of the NLO CT10 [190] PDF set are used. A relative
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change of the shape SF
PDF up/down
bin i (x) is calculated for all variations j individually for

each cross section quantity x and each bin i.
In the first step, the minimum (MINPDF

bin i(x)) and maximum (MAXPDF
bin i(x)) variation for

each bin of every normalised differential distribution is calculated:

MAXPDF
bin i(x) = max

j

(
1

σtt

dσ

dx

)
bin i

(CT10, variation j) (10.1)

MINPDF
bin i(x) = min

j

(
1

σtt

dσ

dx

)
bin i

(CT10, variation j) . (10.2)

From these, the maximum shape variations (UPPDF
bin i(x),DOWNPDF

bin i(x)) are build by
varying the normalised cross section linearly from MINPDF

bin i(x) in the first to MAXPDF
bin i(x)

in the last bin and vice versa:

DOWNPDF
bin i(x) = MINPDF

bin i(x) (10.3)

+
(

MAXPDF
bin i(x)−MINPDF

bin i(x)
)
· bin i− first bin

last bin− first bin

UPPDF
bin i(x) = MAXPDF max

bin i (x) (10.4)

−
(

MAXPDF
bin i(x)−MINPDF

bin i(x)
)
· bin i− first bin

last bin− first bin
.

To transfer the variations of the CT10 PDF set to the standard MC prediction, relative
SFs are derived:

SF
PDF up/down
bin i (x) =

UP/DOWNPDF
bin i(x)(

1
σtt

dσ
dx

)
bin i

(CT10, default)
. (10.5)

In the next step, systematically varied MC predictions are obtained by weighting
individually each cross section quantity x of the default tt MC prediction according to
the relative change SFPDF

bin i(x) determined in the previous steps.
Finally, the PDF uncertainty is evaluated by repeating the analysis with the system-
atically varied tt MC predictions: modified generator truth distribution, modified
reconstruction level event yield and modified response matrix.

10.2.7 Top-Quark Mass

To evaluate the uncertainty due to the assumed top-quark mass of 172.5 GeV in the
simulation, the whole analysis chain is performed using specific tt MC samples, which are
created with two different top-quark masses of 171.5 GeV and 173.5 GeV (see Table 5.3).
In comparison to the result of the single most precise CMS measurements of the
top-quark mass [169,174], this is a conservative estimation.
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10.3 Definition of the Systematic Covariance Ma-

trices

The correlation between the bins of the final normalised differential cross sections are a
helpful information for analyses using these measured distributions as input. Examples
for such follow-up analyses are PDF fits [191,192] or the extraction of the top-quark
mass from differential cross sections [49], which is discussed in more detail in Chapter 13.
Furthermore, the full set of correlations is required to perform a χ2-test to compare
different theory calculations to this measurement.

As illustrated in Equation 9.23, the correlation is calculated from the covariance
matrix, which is defined by Equation 9.7. For the statistical uncertainties, the covariance
matrices are obtained from pseudo experiments within the unfolding procedure as
explained in Chapter 9.3.1 and already done in [23].
As the total uncertainty is dominated by the systematic uncertainties, also the total
covariance matrix is expected to have a large contribution from systematic uncertainty
sources. To derive the covariance matrices for the systematic uncertainties, a simple
statistical approach [193] explained in the following is chosen.

For every bin i, the calculated final normalised differential cross section is given as:

ai =

(
1

σ

dσ

dX

)
bin i

. (10.6)

The absolute difference between the nominal result and the result obtained for a
systematic variation sys is given as:

d
sys up/dn
i = a

sys up/dn
i − anominal

i . (10.7)

For almost all uncertainty sources, the final absolute value ∆sys
i of the systematic

uncertainty sys is obtained from the symmetrisation of an up and down variation:

∆sys
i =

1

2
·
[
|dsys up

i |+ |dsys down
i |

]
. (10.8)

Consequently,
∆

sys
i

a
nominal
i

is the relative uncertainty in bin i for a given systematic varia-

tion sys. Due to the definition of the symmetrisation, the information of the sign of the
variation is lost for all symmetrised uncertainties. While this information is not needed
to obtain the uncertainties, it is important to derive the full covariance matrix. Per
convention, the sign of the up variation is used further on:

dsys
i = ∆sys

i · sign (dsys up
i ) . (10.9)

Furthermore, the symmetrisation procedure does not conserve the normalisation of the
systematically varied distributions a

∗ sys up/down
i :∫

bins i

a
∗ sys up/down
i =

∫
bins i

anominal
i ± dsys

i 6= 1. (10.10)
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Therefore, it is ensured by redetermining the normalised differential cross section
a
∗ sys up/down
i,norm for the symmetrised up and down variation:

a
∗ sys up/down
i,norm =

a
∗ sys up/down
i∫

bins i

a
∗ sys up/down
i

. (10.11)

Then, ai,norm is used to re-derive the symmetrised absolute uncertainty dsys
i :

d∗ sys
i = ∆∗ sys

i · sign (d∗ sys up
i ) . (10.12)

This leads to an iterative approach which is found to converge already after one iteration
and the final systematic covariance matrix for a single systematic uncertainty sys is
then given as:

covsys
i,j = d∗ sys

i · d∗ sys
j . (10.13)

The described procedure is applied for all systematic uncertainties and the total
systematic covariance matrix is obtained by the sum of all separate results:

covsys tot
i,j =

∑
all sys

covsys
i,j . (10.14)

For the final results, the uncertainty values before the iterative process are quoted and
only the obtained covariance matrices are used to quantify correlations of the final
normalised differential cross sections.

Potential bottlenecks of this statistical ansatz are the assumption of Gaussian
uncertainties and the choice of the sign for dsys

i . It was checked that this procedure
changes the total systematic uncertainty in each bin only slightly (≤0.5% on average)
and that the choice of the sign for dsys

i has no impact on the obtained covariance
matrices.

Combining the the obtained covariance matrices for the statistic and systematic
uncertainties the total covariance matrix is obtained:

covtot
i,j = covstat

i,j + covsys tot
i,j . (10.15)

Finally, the total correlation matrix of the measured normalised differential cross sections
is given by:

corrtot
i,j =

covtot
i,j√

covtot
i,i · covtot

j,j

. (10.16)
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Chapter 11

Cross Section Results

All results for the measured cross sections are discussed in this chapter. While the
measured inclusive cross section is presented in Chapter 11.1, the measured normalised
differential cross sections are presented in Chapter 11.2.1 for the top-quark and tt
system quantities in the extrapolated parton level phase space and in Chapter 11.2.2
for the final state quantities in the visible particle level phase space.
Quantifying the agreement between different predictions and the measurement, a χ2

test is presented in Chapter 11.2.3 for all cross section quantities and predictions. A
discussion on the typical uncertainty values for all systematic uncertainty sources is
given in Chapter 11.2.4.
A comparison with similar measurements and additional predictions is done in Chap-
ter 11.2.5.
For completeness, the results are listed in detail in Appendix D and the complete
covariance matrices and correlations can be found in Appendix E.

11.1 Inclusive Cross Section

Before studying differential cross sections, it is an important step to calculate the
inclusive cross section to prove a good understanding of the data, the applied event
selection and the modelled background processes. Additionally, the obtained result can
serve as a cross-check of the published CMS results [194,195].

11.1.1 Input and Result

All ingredients and the results of the inclusive cross section measurements for the
electron and muon final states and the combined measurement are listed in Table 11.1.
As defined in Chapter 8.2, the measurement is performed for the extrapolated total
cross section and the visible cross section. Efficiency and acceptance are defined with
respect to the visible particle level phase space. Therefore, the result for the visible
cross section (σtt→X,vis) corresponds to the phase space as defined in Chapter 8.1.2. All
values are obtained for the full event selection after the Double Kinematic Fit event

187
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reconstruction and the minimal χ2-probability requirement.
Similar results are obtained for the muon and electron final state. The uncertainties
are discussed in the next chapter.

e+jets µ+jets
e/µ+jets

(combined)
Ndata 26,843 24,927 51,770

NMC
non−tt BG 1,131 1,093 2,225

tt Signal Fraction ftt SG 0.924 0.924 0.924
Efficiency ε 0.206 0.198 0.202
Acceptance Acc 0.156 0.153 0.155

Luminosity L [ fb−1] 19.7 19.7 19.7
BR(tt →X) 0.146 0.146 0.292

σtt→X,vis [pb] 5.6 5.8 11.5± 1.6

σtt,tot [pb] 257 252 254± 26

Table 11.1: All inputs and results of the inclusive tt cross section measurements.
The visible inclusive cross section σtt→X,vis includes the BR and is therefore defined
specifically for each final state X=e+jets, µ+jets or e/µ+jets. The quoted error for the
combined final state includes the statistical uncertainty and all systematic uncertainty
sources.

11.1.2 Uncertainties

The value for all single uncertainty sources of the inclusive cross section measurement
in the total and visible particle level phase space in the combined e/µ+jets final state
is shown in Table 11.2.

The main uncertainties originate from hadronisation, the JES and the identification
efficiency of b jets. Only uncertainties related to the tt modelling differ between the
total and the visible phase space measurement because only these uncertainties affect
the acceptance.

Beyond other inclusive cross section measurements of CMS [194, 195], also uncer-
tainties related to the hadronisation and the W-boson BR are addressed. While the
uncertainty related to the BR is small, a sizeable uncertainty is found for the hadroni-
sation. Therefore, the uncertainties are presented once including all uncertainties and
once without BR and hadronisation uncertainty for a direct comparison with other
CMS results.

Moreover, a large difference between the hadronisation uncertainty for the total
and the visible inclusive cross section measurement is observed. This difference is
related to different predictions of the powheg+pythia and mc@nlo+herwig MC
event-generators which are used to address the hadronisation uncertainty. Efficiency,
acceptance and tt signal fraction for different MC event-generators are listed in Ta-
ble 11.3. The predicted acceptance differs for MadGraph+pythia, powheg+pythia
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Uncertainty
Type

Obtained Uncertainty Value
Total Inclusive Visible Particle Level
Cross Section Cross Section

Statistical 0.5 % 0.5 %
Total Systematic 10.2 % 14.0 %
(excluding Hadronisation&W-boson BR) (7.9 %) (8.2 %)

Experimental Uncertainties

Luminosity 2.7 % 2.7 %
PU 0.2 % 0.2 %
JES 5.0 % 5.0 %
JER 1.7 % 1.7 %
Trigger & lepton eff. SF (normalisation) 1.0 % 1.0 %
Trigger & lepton eff. SF (shape, η) 0.1 % 0.1 %
Trigger & lepton eff. SF (shape, pT) <0.1 % <0.1 %
B-jet identification eff. SF (normalisation) 4.1 % 4.1 %
B-jet identification eff. SF (shape, η) <0.1 % <0.1 %
B-jet identification eff. SF (shape, pT) <0.1 % <0.1 %
B-jet misidentification eff. SF 0.6 % 0.6 %

Model Uncertainties

Single top-quark BG (normalisation) 0.7 % 0.7 %

Single top-quark BG (Q2 scale) 0.2 % 0.2 %
VV BG (normalisation) <0.1 % <0.1 %
V+jets & tt +V BG (normalisation) 2.0 % 2.0 %

Q2 scale (for tt) 1.5 % 3.2 %
ME-PS matching threshold (for tt) 0.9 % 0.3 %
mtop (for tt) 1.4 % 0.1 %
W-boson BR 1.2 % 0.1 %
PDF <0.1 % <0.1 %
Hadronisation 6.4 % 11.3 %

Table 11.2: Uncertainties of the inclusive proton-proton tt production cross section mea-
surement for the total and the visible particle level phase space. ”V” is an abbreviation
for a vector boson V∈ (W,Z,γ).

and mc@nlo+herwig. Furthermore, the predicted efficiency is equal for Mad-
Graph+pythia and powheg +pythia, differing from the prediction of mc@nlo+herwig.
Additionally, a different tt signal fraction is found for the mc@nlo+herwig prediction
in contrast to the MadGraph+pythia and powheg+pythia prediction.

For the inclusive cross section in the visible phase space, the difference in efficiency
matters. In contrast, the difference of the product of efficiency and acceptance matters for
the total inclusive cross section. The hadronisation uncertainty is calculated comparing
the result obtained with powheg+pythia and mc@nlo+herwig. As the difference
in the predicted efficiency is reduced by the difference in the predicted acceptance, the
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MadGraph
+pythia

powheg
+pythia

mc@nlo
+herwig

Relative
Difference

ε 0.202 0.198 0.227 +15%
Acc 0.155 0.147 0.139 –5%
ε·Acc 0.031 0.029 0.031 +7%
ftt SG 0.924 0.925 0.940 +2%

Table 11.3: Efficiency (ε), acceptance (Acc ) and tt signal fraction (ftt SG) for the com-
bined `+jets final state as predicted by different MC event generator. Acceptance and
efficiency are defined with respect to the visible particle level phase space. Data-driven
SFs are included. The last column is the relative difference of the mc@nlo+herwig
prediction with respect to the powheg+pythia prediction.

hadronisation uncertainty is lower for the extrapolated total inclusive cross section.

The applied data-driven SFs (see Chapter 6.7) are a possible origin for differences
between the MC predictions with pythia and herwig, which finally contribute to the
large value of the hadronisation uncertainty. All SFs are obtained using MC predictions
where pythia is involved for the parton showering. In most cases, cross checks are
performed using MC predictions with herwig for the parton showering. Nevertheless,
these tests are done within specific phase spaces and event compositions which might
differ from the event sample used for this analysis. Therefore, the obtained SFs might
be not completely correct for MC predictions using herwig for the parton showering.

One topic recently investigated in this context is the efficiency for the misidentification
of c-flavoured jets as b jets (εtag

c ). As it is difficult to measure this efficiency directly in
data [196], the to date description is to use the efficiency SFs for b jets with twice the
quoted uncertainty. Triggered also by studies performed within this analysis [197], the
differences between εtag

c are found to be large between MC predictions using pythia and
herwig for the parton showering. Possible explanations are the different abundances
of the c-flavoured hadrons between pythia and herwig [198], the different modelling
of the fragmentation process or an ambiguous flavour identification procedure. This
topic is studied further and a method to measure εtag

c in data is in development [199].

11.1.3 Comparison to Theory Predictions and Other Measure-
ments

The result for the total inclusive cross section within this thesis is compared to different
CMS measurements [194,195] and theory predictions in Figure 11.1.

In contrast to this thesis, the CMS analyses used for comparison are optimised for the
inclusive cross section measurement but use only a fraction of the complete

√
s = 8 TeV

dataset recorded by CMS. Furthermore, the uncertainties related to the hadronisation
and the W-boson BR are not included in the total uncertainty shown to allow a direct
comparison with the other CMS results.
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Figure 11.1: Comparison of the total inclusive proton-proton cross section for tt
production as obtained in this thesis (red point) with the predicted value of the
NNLO+NNLL perturbative QCD calculation [44] (grey band) and other published
CMS results (blue points).

In Figure 11.1, the quoted theory prediction of

σ
(
pp −→ tt,

√
s = 8 TeV

)
= 252.89 +6.39

−8.64 (scale) ± 11.67(αS ⊕ PDF) (11.1)

corresponds to the current most precise value at NNLO+NNLL perturbative QCD accu-
racy [44] obtained for a top-quark mass of mtop = 172.5 GeV, a choice for factorisation
and renormalisation scale of µF = µR = mtop and the MSTW2008nnlo68cl PDF set
using [200]. The PDF and αS uncertainties are evaluated following interim recommen-
dations of the PDF4LHC Working Group [201]. These choices and uncertainties will
be recommended by the TopLHCWG to be used for published results by ATLAS and
CMS.

A good consistency of the measured value with both experimental results and the
theoretical prediction is observed within uncertainties while the measured value in
this thesis is slightly higher than other CMS results. A similar agreement is found
between the measured visible inclusive cross section and the prediction obtained from
the quoted theory cross section, the PDG BR [32] and the acceptance predicted by
MadGraph+pythia.
The precision achieved is better than for the preliminary `+jets CMS result but lower
than the CMS result of the dileptonic final state. The dileptonic final state has the
advantage of an intrinsically lower background rate and smaller JES uncertainties as
only two jets appear in the final state at LO. For this thesis, a tighter event selection is
applied to overcome the higher background rate of the `+jets final state, resulting in a
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larger uncertainty due to the applied b-jet identification.
The precision of the theory prediction is similar to the most precise CMS measurement
in the dileptonic final state.

The measured inclusive cross section is a valid cross check for the published results
and proves the good understanding of the analysed tt dataset which is need to derive
normalised differential cross sections.
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11.2 Normalised Differential Cross Sections

Normalised differential cross sections 1
σ

dσ
dX

are obtained following the cross section cal-
culation explained in Chapter 8.3 and the unfolding procedure detailed in Chapter 9.2.

The results for the separate final states are found to be in good agreement with each
other and with the combined result. Therefore, only the combined `+jets measurement
is presented.

All obtained results are compared to the MC predictions of MadGraph+pythia
(CTEQ6L1), mc@nlo+herwig (CTEQ6M), powheg+pythia (CT10) and powheg
+herwig (CT10). For further details see also Table 5.1 in Chapter 5.3.2. All quoted aver-
age and maximum values for the measured quantities refer to the MadGraph+pythia
prediction. Wherever possible, the results are in addition compared to higher order
differential perturbative QCD predictions. These predictions are of NLO+NNLL pre-

cision [202–204] for mtt and ptt
T and of approx. NNLO precision [205] for pt

T and yt.
All predictions are binned and normalised using the same procedure as for the data
measurement. The simulated number of events is high enough to neglect correspond-
ing statistical uncertainties. Therefore, all differences between MC predictions are
expected to originate from different modelling approaches (choices of factorisation
and renormalisation scale, choices of the PDF, precision of the ME calculation, PS
modelling, hadronisation model, etc.). For a better readability, no uncertainty bands
for the MC predictions are included in the final results. As an approximation, the
statistical uncertainty of the MC predictions is a factor of two to three smaller than
the statistical uncertainty of the data. Furthermore, also the size of the systematic
uncertainty is expected to be roughly of the same size as for the data measurement
which is dominated by tt modelling uncertainties. This assumption is e.g. found to
be approximately true in [23], where conservative uncertainty bands are included for
the mc@nlo+herwig MC prediction. Additionally, the choice of different model
parameters in the MadGraph+pythia prediction is studied in Appendix G.

For a better comparison of the compatibility between all predictions and the obtained
result in data, the ratio with respect to the measured value in data is shown for all
results. The statistical and systematic uncertainty of the measurement are shown for
each cross section quantity as band in the ratio.

Overall, the SM predictions can describe the data reasonably well, while some differ-
ences are observed for particular distributions and predictions. All single measurements
are discussed in detail for the top-quark and tt system quantities measured in the
extrapolated parton level phase space in Chapter 11.2.1 and for all final state quantities
measured in the visible particle level phase space in Chapter 11.2.2. An extended
discussion about the physical meaning for most of the quantities can be found in
Chapter 3.1.3 and [23].
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11.2.1 Top-Quark and tt System Quantities

All results obtained in the extrapolated parton level phase space, which is defined in
Chapter 8.1.1, are shown in Figure 11.2 for the tt system quantities and in Figure 11.3
for the top-quark quantities.

The transverse momentum of the tt system (ptt
T , Figure 11.2a) is sensitive to higher

order effects as it balances the transverse momentum of all additionally radiated partons.
In the binning of the analysis, the distribution is falling steeply. The expected average

value is 〈ptt
T〉 ≈ 55 GeV and the measurement ranges up to ptt

T = 300 GeV, limited by

the resolution and large uncertainties for boosted topologies at large values of ptt
T.

All MC predictions are similar to each other and describe the measured ptt
T distribution

in data with uncertainties of typically 5− 8%. For ptt
T < 80 GeV a trend towards larger

values of ptt
T in data is observed.

Furthermore, the NLO+NNLL perturbative QCD calculation [204] predicts a much
softer spectrum and cannot describe the data distribution.

The invariant mass of the tt system (mtt, Figure 11.2b) reflects the centre-of-mass

energy of the underlying partonic collision
√

ŝ. Furthermore, mtt is sensitive to BSM
effects, e.g. the production of a heavy particle decaying into tt final states, which would

show up as peak in the mtt distribution.

The measurement ranges from mtt = 345 GeV, which equals the minimum of mtt
min ≈

2 ·mtop where the top quarks are produced at rest, to mtt = 1.6 TeV, where the top
quarks are already highly boosted. In the binning of the analysis, the distribution is

steeply falling. The expected average value is 〈mtt〉 ≈ 490 GeV.

All predictions are found to describe the mtt distribution in data reasonably well
within the achieved precision of typically 4 − 10%. The MadGraph+pythia and
powheg+herwig event generators deliver a slightly better prediction than the
mc@nlo+herwig and powheg+pythia event generators, which predict on average

larger values for mtt.
Moreover, the NLO+NNLL perturbative QCD prediction [203] is similar to the predic-
tions of mc@nlo+herwig and powheg+pythia and describes therefore the data
also within one to two standard deviations.

The rapidity of the tt system (ytt, Figure 11.2c) is a measure for the boost of the tt
system along the beam axis. For the LO tt production process, it is determined by the
momentum asymmetry of the interacting initial state partons.

A symmetric distribution around the maximum at ytt = 0, which falls off for larger

values of |yt|, is obtained. The expected average value of its magnitude is 〈|ytt|〉 ≈ 0.7

and the maximum of the measurement is |ytt| ≤ 2.5, limited by the low number of events

for high values of |ytt| and the |η|-acceptance cuts of the lepton and b-jet selection.

All predictions are found to describe the ytt distribution in data reasonably well with
typical uncertainties of 2− 5%. The MadGraph+pythia event generator provides a
slightly better description of the data than the mc@nlo+herwig, powheg+pythia
and powheg+herwig event generators, which predict a slightly less central distribu-
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tion.

The transverse momentum of the top quarks (pt
T, Figure 11.3a) is measured in

the detector rest frame. Therefore, the measured value reflects the momentum of the
produced top-quarks in the tt rest frame convoluted with the pT of the tt system. The
transverse top-quark momentum in the tt rest frame depends on the modelling of ISR
and FSR and is discussed in more detail in Chapter 3.1.3. The pt

T distribution rises
steeply from pt

T = 0 GeV to a maximum at pt
T = 80 GeV and is then steeply falling with

a tail to higher values. The maximum of the measured range is pt
T = 500 GeV, while

the expected average value is 〈pt
T〉 ≈ 120 GeV.

A softer spectrum is observed in data than predicted by most of the MC generators. The
MadGraph+pythia, powheg+pythia and mc@nlo+herwig predictions agree
with each other for pt

T < 200 GeV. For pt
T > 200/250 GeV the mc@nlo+herwig

prediction is found to agree slightly better with data while the agreement of the
MadGraph+pythia prediction is slightly worse. In contrast, the powheg+herwig
prediction is in good agreement with data. The overall softer shape for pt

T in data
with respect to the MadGraph+pythia, powheg+pythia and mc@nlo+herwig
predictions is not covered by the uncertainties of the measurement of typically 3− 8%.
In the first bin, the difference is about 10% while the uncertainty of the measurement
is about 4%.
The approx. NNLO perturbative QCD calculation [205] provides a good description of
the data for pt

T. Especially for pt
T < 300 GeV, the prediction is in better agreement

with data than the MadGraph+pythia, powheg+pythia and mc@nlo+herwig
MC generators.

To directly access the transverse momentum of the top quark, independently from
the modelling of the initial boost of the tt system, the transverse momentum of the top
quark is also measured in the rest frame of the tt system (pt

T (t̄t com), Figure 11.3b).
The general shape of the distribution is almost equal to pt

T obtained in the detector
rest frame. Only the expected average value of 〈pt

T (t̄t com)〉 ≈ 110 GeV is slightly lower
because the boost of the tt system is not included.
The agreement with the MC predictions is similar as discussed for pt

T. Again, a
softer spectrum is observed in data in comparison to the MadGraph+pythia,
powheg+pythia and mc@nlo+herwig predictions while the powheg+herwig pre-
diction is in good agreement with data. However, the uncertainties of the measurement
are slightly larger. For pt

T (t̄t com) > 300 GeV, the prediction of MadGraph+pythia
differs even more from data and other predictions. Moreover, no higher order QCD
prediction is available for pt

T (t̄t com).

The normalised differential cross section is separately measured for the top quark
with the higher (plead t

T , Figure 11.3c) and the top quark with the lower transverse
momentum (psublead t

T , Figure 11.3d). This separates the top quarks by the amount
of additional radiation and gives sensitivity to potential higher order effects that are
expected to be more pronounced for psublead t

T . The general shape of the distributions
is similar to the combined pt

T measurement and only the maximum is shifted. The
expected average values are 〈plead t

T 〉 ≈ 135 GeV and 〈psublead t
T 〉 ≈ 100 GeV.

For both measurements the conclusion is similar as for the combined pt
T. Both spectra
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are softer in data than predicted by the MadGraph+pythia, powheg+pythia and
mc@nlo+herwig event generators and the observed difference is not covered by the
uncertainties of the measurement. The effect is more pronounced for the top quark
with lower momentum. Again, the powheg+herwig prediction describes data in
both cases. The MadGraph+pythia, powheg+pythia and mc@nlo+herwig
predictions are similar for plead t

T /psublead t
T < 200/250 GeV while differences are observed

for higher values. mc@nlo+herwig provides a slightly better description of the data
while the agreement between data and the MadGraph+pythia prediction is worse.
It should be noted that the powheg+pythia prediction follows MadGraph+pythia
for plead t

T while it follows mc@nlo+herwig for psublead t
T .

An extended discussion of all measurements related to the transverse momentum of the
top quarks together with additional studies is given in Chapter 12.

The rapidity of the top quarks (yt, Figure 11.4a) is a convolution of the rapidity of
the top quarks in the tt rest frame with the rapidity of the tt system. Therefore, yt is

slightly broader than ytt.
The distribution is symmetric around the maximum at yt = 0 and falls off towards
larger values of |yt|. The expected average value is 〈|yt|〉 ≈ 0.8 and the maximum of

the measurement is |yt| ≤ 2.5, limited by the same arguments as ytt.
The rapidity of the top quarks in data is well described by all predictions (including
the approx. NNLO perturbative QCD prediction [205]) within the precision of the mea-
surement of typically 2− 4%. Within the expected precision, all predictions are found
to agree, while the MadGraph+pythia and approx. NNLO predictions are slightly
more central than the mc@nlo+herwig, powheg+pythia and powheg+herwig
predictions.

The difference in azimuthal angle of the two top quarks (∆φ (t,̄t)) is shown in
Figure 11.4b). In the LO tt production process, the top quarks are expected to be
back-to-back in φ. Therefore, values ∆φ (t,̄t) < π are a consequence of additionally
produced partons in higher order processes. Furthermore, processes beyond the SM can
affect the ∆φ (t,̄t) distribution as detailed in [62].
The distribution has a maximum at ∆φ (t,̄t) = π and falls steeply for smaller values
with a tail down to ∆φ (t,̄t) = 0. The expected average value is 〈∆φ (t,̄t)〉 ≈ 2.7.
The observed result in data is described by all MC predictions within two standard
deviations of the uncertainty of the measurement, which is typically 4− 7%. All MC
predictions agree with each other. A small trend towards smaller values of ∆φ (t,̄t) in
data is observed. This is consistent with the observed trend in data towards larger

values of ptt
T for ptt

T < 80 GeV because larger values for ptt
T and smaller values for ∆φ (t,̄t)

can both be explained by more radiation.
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Figure 11.2: Normalised differential cross section for the transverse momentum (a), invariant
mass (b) and rapidity (c) of the tt system in the extrapolated parton level phase space. The
inner error bars correspond to the statistical uncertainty and the outer error bars to the
combined statistical and systematic uncertainty of the measurement. Furthermore, the grey
(orange) band in the ratio corresponds to the statistical (combined statistical and systematic)
uncertainty of the data measurement.

.



198 Cross Section Results

GeV t
T

p
0 50 100 150 200 250 300 350 400 450 500

-1
G

eV
 

t T
dp

σd  σ1

0

1

2

3

4

5

6

7

8

-310×

Data
MadGraph+Pythia
MC@NLO+Herwig
Powheg+Pythia
Powheg+Herwig
Approx. NNLO

 = 8 TeVs at -119.7 fb

 + Jets Combinedµe/

(arXiv:1210.7813)

GeV t
T

p
0 50 100 150 200 250 300 350 400 450 500

D
at

a
T

he
or

y

0.8

1

1.2

1.4

1.6

 Syst.⊕Stat. 
Stat.

GeV  com)t(t t
T

p
0 50 100 150 200 250 300 350 400 450 500

-1
G

eV
 

 c
om

)
t

(t 
t T

dp
σd

 σ1

0

1

2

3

4

5

6

7

8

9
-310×

Data
MadGraph+Pythia
MC@NLO+Herwig
Powheg+Pythia
Powheg+Herwig

 = 8 TeVs at -119.7 fb

 + Jets Combinedµe/

GeV  com)t(t t
T

p
0 50 100 150 200 250 300 350 400 450 500

D
at

a
T

he
or

y

0.8

1

1.2

1.4

1.6

 Syst.⊕Stat. 
Stat.

GeV lead t
T

p
0 50 100 150 200 250 300 350 400 450 500

-1
G

eV
 

le
ad

 t
T

dp
σd

 σ1

0

1

2

3

4

5

6

7

8

-310×

Data
MadGraph+Pythia
MC@NLO+Herwig
Powheg+Pythia
Powheg+Herwig

 = 8 TeVs at -119.7 fb

 + Jets Combinedµe/

GeV lead t
T

p
0 50 100 150 200 250 300 350 400 450 500

D
at

a
T

he
or

y

0.8

1

1.2

1.4

1.6

 Syst.⊕Stat. 
Stat.

GeV sublead t
T

p
0 50 100 150 200 250 300 350 400 450 500

-1
G

eV
 

su
bl

ea
d 

t
T

dp
σd

 σ1

0

1

2

3

4

5

6

7

8

9
-310×

Data
MadGraph+Pythia
MC@NLO+Herwig
Powheg+Pythia
Powheg+Herwig

 = 8 TeVs at -119.7 fb

 + Jets Combinedµe/

GeV sublead t
T

p
0 50 100 150 200 250 300 350 400 450 500

D
at

a
T

he
or

y

0.8

1

1.2

1.4

1.6

 Syst.⊕Stat. 
Stat.

a) b)

c) d)

Figure 11.3: Normalised differential cross section for the transverse momentum of both top
quarks in the detector (a) and tt rest frame (b), the transverse momentum of the top quark
with the higher (c) and lower (d) pT in the detector rest frame. in the extrapolated parton
level phase space. The inner error bars correspond to the statistical uncertainty and the
outer error bars to the combined statistical and systematic uncertainty of the measurement.
Furthermore, the grey (orange) band in the ratio corresponds to the statistical (combined
statistical and systematic) uncertainty of the data measurement.
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Figure 11.4: Normalised differential cross section for the rapidity of both top quarks (a) and
their difference in azimuthal angle (b) in the extrapolated parton level phase space. The
inner error bars correspond to the statistical uncertainty and the outer error bars to the
combined statistical and systematic uncertainty of the measurement. Furthermore, the grey
(orange) band in the ratio corresponds to the statistical (combined statistical and systematic)
uncertainty of the data measurement.
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11.2.2 Final State Quantities

All results obtained in the visible particle level phase space as defined in Chapter 8.1.2
are shown in Figure 11.5 for the lepton and the single b jets and in Figure 11.6 for the
bb system, the jet multiplicity, the invariant mass of lepton and leptonic b jet and ρS.
The results for specific measurements of the visible particle level phase space cannot
be considered as independent because they all involve the modelling of the lepton and
b-jet kinematics (pT, η) due to the phase space definition. Nevertheless, they are an
important test for the consistency of the observed results and can help to test different
approximations that are used in different MC event generators.

The transverse momenta of the lepton (pl
T, Figure 11.5a) and the b jets (pb

T, Fig-
ure 11.5c) reflect the momentum of the initial top quarks (in addition to the properties
of the top-quark decay). Therefore, the obtained shapes are similar to pt

T but shifted
to lower values. On average, the momentum of the lepton is lower than the momentum
of the b jets, which are resulting directly from the top-quark decay. Furthermore, the
restriction to the visible phase space results in a harder spectrum for the normalised pb

T

and pl
T distributions.

Consistent with the measured transverse momentum of the top-quarks the measured
momentum distributions of the final state lepton and b jets are found to be also slightly
softer in data than predicted by the MadGraph+pythia, powheg+pythia and
mc@nlo+herwig event generators. The powheg+herwig prediction describes data
best. The observed agreement between data and the MC predictions is similar to pt

T

while the significance of the trend to lower values is reduced. This can be e.g. seen
when comparing the χ2/ndof values for the different quantities as discussed in Chap-
ter 11.2.3. The MadGraph+pythia and powheg+pythia MC predictions agree
while mc@nlo+herwig and powheg+herwig predict slightly softer distributions
for pl

T and provide therefore an improved description of data. The typical precision of
the measurements is 2− 7% for pl

T and pb
T for the chosen binning.

Similar to the transverse momentum, also the pseudo rapidity of the final state
lepton (ηl, Figure 11.5b) and b jets (ηb, Figure 11.5d) reflect the underlying distribution
of the top quarks.
Consequently, a similar data-to-MC trend as for yt is observed. All predictions de-
scribe the data within the precision of the measurements while the powheg+pythia,
mc@nlo+herwig and powheg+herwig predictions are slightly less central, describ-
ing the observed shape in data slightly better. The achieved precision is typically 2−4%
for ηl and 2− 3% for ηb for the chosen binning.

Furthermore, the invariant mass (mbb, Figure 11.6a) and transverse momentum (pbb
T ,

Figure 11.6b) of the bb system are determined for the two b jets originating from the
decay of the top-quarks. The correct modelling of the bb pair resulting from the decay
of a top-quark pair is e.g. relevant for a precise measurement of the H→ bb final state.
Both measured distributions in data are described by all predictions within the pre-

cision of typically 4− 15% for mbb and pbb
T . All predictions agree for pbb

T < 150 GeV.

For pbb
T > 150 GeV mc@nlo+herwig provides the best description of data and the
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differences between the different predictions is up to 50%. However, the uncertainties
of the measurement are of the same size as the differences between the predictions.

For mbb, the MC predictions are more similar and only a small difference is observed

for mbb > 400 GeV where MadGraph+pythia and powheg+herwig provide a
slightly better description because the predicted spectrum is somewhat softer. However,

the precision of the measurement at large values of mbb does not allow for a reliable
conclusion.

The invariant mass of the lepton and the b jet originating from the leptonically
decaying top quark (mlb, Figure 11.6c) is sensitive to the top-quark mass.
All predictions are in good agreement with each other and describe the measured
spectrum in data within the obtained uncertainty of typically 5− 10%. A trend towards
smaller values of mlb is observed in data.

The jet multiplicity (Njets, Figure 11.7a) is a measure of higher order contributions.
For LO tt production, four jets are expected in the `+jets final states. In a simplified
picture, the production of additional jets is suppressed by a factor of αS per jet. This
would lead to a spectrum which drops roughly by an order of magnitude for each
additional jet produced. On the other hand, higher order interferences, the effect of the
phase space definition (especially of the jet acceptance) and the possible clustering of
several final state quarks in the same jet result in a spectrum falling off less steeply.
In each presented MC prediction, low jet multiplicities are expected to be modelled
predominantly by the ME calculation while high jet multiplicities are expected to be
predominantly modelled by the parton showering.
For data and prediction about half of the events contain at least one additional jet
(i.e. Njets > 4) with pT > 30 GeV and |η| < 2.4. Good agreement is observed between
data and all predictions for Njets ≤ 5. Especially at higher jet multiplicities, the
mc@nlo+herwig event generator predicts a lower jet multiplicity than observed
in data while the MadGraph+pythia, powheg+pythia and powheg+herwig
predictions describe the data well for Njets ≤ 7 within a typical precision of 12− 15%.
For even higher values of Njets, the MC predictions differ by up to a factor of three
but all agree within two standard deviations with the measurement. The observed
qualitative agreement is consistent with results of the CMS [206,207] and ATLAS [208]
collaborations. The numerical values cannot be directly compared as different phase
space definitions are used.

Finally, ρS as defined in Equation 3.16 is shown in Figure 11.7b. This quantity is
expected to be very sensitive to the top-quark mass [49] and depends on higher order
processes because of the additional jet which is involved in the definition.
All MC predictions, which are consistently produced with mtop = 172.5 GeV, are in
good agreement with each other and the data. However, the observed uncertainties of
typically 15− 30% are large due to the modelling of the extra jet (with pT > 50 GeV
and |η| < 2.4). Nevertheless, the extraction of the top-quark mass from this normalised
differential distribution is discussed in detail in Chapter 13.
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Figure 11.5: Normalised differential cross section for the transverse momentum (a,c) and
pseudorapdity (b,d) of the tt final state lepton (a,b) and b jets (c,d) in the visible particle level
phase space. The grey (orange) band in the ratio corresponds to the statistical (combined
statistical and systematic) uncertainty of the data measurement.
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Figure 11.6: Normalised differential cross section for the invariant mass (a) and transverse
momentum (b) of the bb system and the invariant mass of the lepton and the leptonic b jet
(c) in the visible particle level phase space. The grey (orange) band in the ratio corresponds
to the statistical (combined statistical and systematic) uncertainty of the data measurement.
The lepton and the b jets are required to originate directly from the tt decay.
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due to the event selection) and ρS(b) in the visible particle level phase space. The grey
(orange) band in the ratio corresponds to the statistical (combined statistical and systematic)
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11.2.3 χ2 Comparison Between Data and Different Predic-
tions

To estimate the compatibility between data and the different theory predictions, a
χ2/ndof expression is calculated for each measured normalised differential cross section
(diff i):

χ2
theory

ndof
=

1

Nbins − 1

Nbins∑
bin i=1

(
diffdata

i − difftheory
i

∆diffdata
i

)2

. (11.2)

In this approach, the uncertainties of the data measurement (∆diffdata
i ) are considered

but note that all correlations between bins are neglected in this estimate. The degrees
of freedom are reduced by one due to the normalisation.

The results can be found in Table 11.4 for the extrapolated parton level phase space
and in Table 11.5 for the visible particle level phase space.

quantity

χ2
theory

ndof
MadGraph
+ pythia

mc@nlo
+ herwig

powheg
+ pythia

powheg
+ herwig

pert.QCD

pt
T 10.13 5.83 8.59 1.07 1.79

plead t
T 6.26 3.97 6.90 0.84 -

psublead t
T 12.56 6.11 7.02 0.82 -

pt
T (t̄t com) 11.67 4.58 5.84 0.50 -

yt 3.96 1.49 1.35 1.44 2.64
∆φ (t,̄t) 2.46 2.58 2.61 2.06 -

mtt 0.34 2.57 3.25 0.88 3.44

ptt
T 0.95 1.03 1.69 0.76 9.90

ytt 1.26 2.79 3.26 3.21 -
average 5.51 3.44 4.50 1.29 -

Table 11.4: χ2/ndof expressions for all normalised differential cross sections measured
in the extrapolated parton level phase space for all investigated predictions. The last
column corresponds to a perturbative QCD calculation of NLO+NNLL precision [202]

for mtt [203] and ptt
T [204] and approx. NNLO precision for pt

T and yt [205].

The obtained
χ
2
theory

ndof
values quantify the agreement of the different predictions with

the data, which is qualitatively discussed in Chapter 11.2.1 and 11.2.2. The lower the
value, the better data is described by the respective theory.

For most of the cross section quantities and predictions values in the order of one
are obtained, indicating a good description of the data. The powheg+herwig event

generator delivers the best overall description of the data with an average
χ
2
theory

ndof
value of

about one. For the MadGraph+pythia, powheg+pythia and mc@nlo+herwig
predictions, a similar low average value of one to two is found for the results of the
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quantity

χ2
theory

ndof
MadGraph
+ pythia

mc@nlo
+ herwig

powheg
+ pythia

powheg
+ herwig

pl
T 2.24 1.04 2.46 0.48

ηl 2.12 1.01 0.72 0.87

pb
T 3.55 1.64 2.99 1.28

ηb 5.12 1.85 1.77 1.36

pbb
T 0.61 0.74 1.25 0.73

mbb 0.27 0.51 0.57 0.43

mlb 0.40 1.00 0.38 0.63
Njets 0.13 4.16 0.58 0.61
ρS 0.49 0.33 0.25 0.67
average 1.66 1.36 1.22 0.78

Table 11.5: χ2/ndof expressions for all normalised differential cross sections measured
in the visible particle level phase space for all investigated predictions.

visible particle level phase space. The largest values of four to twelve are obtained for
the MadGraph+pythia, powheg+pythia and mc@nlo+herwig predictions in
all measurements related to the transverse momentum of the top quark and for the

NLO+NNLL prediction for ptt
T. Furthermore, a large value (> 4) is also obtained for

the mc@nlo+herwig prediction for Njets and the MadGraph+pythia prediction

for ηb.

An alternative approach including all correlations between the bins of the mea-
surement in the χ2-expression is discussed in Appendix I. This alternative approach
results in qualitatively similar conclusions, especially for the measurements related to
the transverse momentum of the top quarks. In addition, the difference between data
and the MadGraph+pythia prediction for the normalised differential cross sections
relative to the uncertainties of the measurement and the uncertainties of the prediction
is shown for separate bins in Appendix H.
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11.2.4 Typical Values and Dominant Sources of the Systema-
tic Uncertainties

Precise values for the total systematic uncertainties for all cross section quantities
and bins are listed in Appendix D. For a better understanding of the results and the
limitation of the measurement, the uncertainty sources with the largest contributions
are identified.
The typical value for a specific uncertainty source depends on the actual distribution
and bin under consideration. Especially the normalisation results in an uncertainty
which is often vanishing at a specific turning point of the spectrum and becomes larger
for more distant bins. Therefore, a median is calculated for each uncertainty source
and cross section quantity. Here, the median value is defined by the central bin when
ordering the uncertainty contributions of a given source and cross section quantity for
all bins by size. In case of two central bins, the median is calculated from the average
of the two values. This definition is robust against outliers while the actual value is a
good representative for an average uncertainty value.

Summarising the typical uncertainties for all eighteen cross section quantities, the
minimum, maximum and average median for all uncertainty sources are listed in
Table 11.6 for the results in the extrapolated parton level phase space and in Table 11.7
for the results in the visible particle level phase space. They represent a typical order for
a certain systematic uncertainty for the combined normalised differential cross sections.

For individual bins or even distributions the uncertainties can be higher or lower.
For example the JES is a relevant uncertainty for all momentum-related quantities (e.g.
pt

T) while it is almost negligible for angle-related quantities (e.g. yt).
Nevertheless, the table indicates that the tt model uncertainties (especially hadronisation,
mtop, Q2 and ME-PS matching threshold) and the JES are the most relevant uncertainties
for normalised differential cross sections while all uncertainties not depending on the
shape of a distribution, e.g. the luminosity or any kind of normalisation uncertainty,
almost cancel. This is already the case for the CMS differential cross section analysis
at
√

s = 7 TeV but in comparison to previous results [23, 26], the total size of the
uncertainties is slightly reduced.

Larger uncertainties are obtained for the cross section quantities measured in the
visible particle level phase space than for the the quantities measured in the extrapolated
parton level phase space. One reason are additional migration effects from outside the
defined phase space into the reconstructed event sample. Furthermore, some quantities
like ρS or larger jet multiplicities are very challenging because their modelling depends a
lot on higher order processes even beyond tt production at NLO QCD precision, which
leads e.g. to larger tt modelling uncertainties. Furthermore, the analysis is optimised
for the top-quark and tt quantities as e.g. parton level resolutions and constraints are
used for the event reconstruction (see Chapter 7).
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Experimental Uncertainties

Uncertainty
Source

average minimum maximum
(median of the relative uncertainty)

Luminosity <0.1% <0.1% 0.1%
PU 0.3% 0.1% 0.9%
JES 1.6% 0.6% 3.7%
JER 0.5% 0.2% 1.1%
Trigger & lepton eff. SF (normalisation) <0.1% <0.1% <0.1%
Trigger & lepton eff. SF (shape,η) 0.1% <0.1% 0.2%
Trigger & lepton eff. SF (shape,pT) 0.1% <0.1% 0.2%
B-Jet identification eff. SF (normalisation) 0.1% <0.1% 0.1%
B-Jet identification eff. SF (shape,η) 0.2% <0.1% 0.7%
B-Jet identification eff. SF (shape,pT) 0.6% <0.1% 1.0%
B-Jet misidentification eff. SF 0.1% <0.1% 0.1%

Model Uncertainties

Uncertainty
Source

average minimum maximum
(median of the relative uncertainty)

Single top-quark BG (normalisation) 0.1% <0.1% 0.1%

Single top-quark BG (Q2 Scale) 0.3% 0.1% 0.5%
VV BG (normalisation) <0.1% <0.1% <0.1%
V+jets & tt +V BG (normalisation) 0.6% 0.2% 1.0%

Q2 scale (for tt) 1.8% 0.7% 2.7%
ME-PS matching threshold (for tt) 1.3% 0.6% 2.1%
mtop (for tt) 1.0% 0.5% 2.0%
BR (for tt) <0.1% <0.1% <0.1%
PDF <0.1% <0.1% 0.1%
Hadronisation 1.9% 0.8% 4.4%

Table 11.6: Minimum, maximum and average medians for all sources of systematic uncer-
tainties of the normalised differential cross section measurements in the extrapolated
parton level phase space for the combined `+jets results. ”V” is an abbreviation
for a vector boson V∈ (W,Z,γ).
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Experimental Uncertainties

Uncertainty
Source

average minimum maximum
(median of the relative uncertainty)

Luminosity <0.1% <0.1% 0.1%
PU 0.2% 0.1% 0.3%
JES 3.2% 0.3% 7.3%
JER 1.1% 0.2% 5.8%
Trigger & lepton eff. SF (normalisation) <0.1% <0.1% <0.1%
Trigger & lepton eff. SF (shape,η) 0.1% <0.1% 0.6%
Trigger & lepton eff. SF (shape,pT) 0.1% <0.1% 0.5%
B-Jet identification eff. SF (normalisation) 0.2% <0.1% 0.3%
B-Jet identification eff. SF (shape,η) 0.3% <0.1% 1.2%
B-Jet identification eff. SF (shape,pT) 0.7% <0.1% 1.8%
B-Jet misidentification eff. SF 0.1% <0.1% 0.2%

Model Uncertainties

Uncertainty
Source

average minimum maximum
(median of the relative uncertainty)

Single top-quark BG (normalisation) 0.2% 0.1% 0.5%

Single top-quark BG (Q2 Scale) 0.4% 0.1% 1.5%
VV BG (normalisation) <0.1% <0.1% <0.1%
V+jets & tt +V BG (normalisation) 1.2% 0.3% 2.8%

Q2 scale (for tt) 1.9% 0.6% 5.8%
ME-PS matching threshold (for tt) 1.4% 0.5% 5.3%
mtop (for tt) 2.2% 0.5% 7.9%
BR (for tt) <0.1% <0.1% <0.1%
PDF 0.9% <0.1% 8.0%
Hadronisation 3.8% 0.3% 12.5%

Table 11.7: Minimum, maximum and average medians for all sources of systematic
uncertainties of the normalised differential cross section measurements in the visible
particle level phase space for the combined `+jets results. ”V” is an abbreviation
for a vector boson V∈ (W,Z,γ).
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11.2.5 Comparisons to Other Measurements and Predictions

To validate the results of the differential measurements, to illustrate the improvements
with respect to previous differential tt cross section measurements and to assess the
achieved precision, several comparisons are performed.

For this purpose, the normalised differential cross sections at
√

s = 8 TeV are
compared to CMS results at

√
s = 7 TeV in the same `+jets final state and the√

s = 8 TeV CMS results of the dileptonic final state. Furthermore, the CMS and
ATLAS results at

√
s = 7 TeV are compared to each other. Moreover, the normalised

differential predictions of several MC predictions are compared to study differences in
detail. Additionally, the MC predictions of MadGraph+pythia with the Perugia UE
tune (at

√
s = 8 TeV), which can describe some particular measurements better, are

shown.

A comparison is only feasible for measurements which are performed in the same
phase space. Consequently, only the results for the top quarks and tt system, being
obtained in the extrapolated parton level phase space, can be evaluated.

Not all measurements are done in the same analysis binning because detector
resolutions and migration effects depend e.g. on the detector, the investigated final
state, the event selection and the event reconstruction. To compare results in different
analysis binnings, horizontal bin centre corrections (BCCs) are applied to all data
points [209]. These horizontal BCCs place the measured data points at the x value
where the bin average cross section of the applied analysis binning equals the cross
section of an unbinned continuous prediction. This facilitates the comparison of analyses
with different binnings when applying BCCs with respect to the identical unbinned
prediction. Furthermore, it is checked in all cases that small differences in the predictions
originating for example from subtle changes of a MC prediction at different centre-of-
mass energies or different shapes of the predictions have only a very small effect on the
obtained bin centre corrected x values. Moreover, the MadGraph+pythia prediction
used to derive the horizontal BCCs and ratios for the CMS results at

√
s = 7 TeV does

not include the modelling of spin correlations using MadSpin. The impact on the
compared cross section quantities is studied in detail and found to be negligible.

Additionally, the comparison between all CMS measurements is done relative to the
MC prediction to highlight differences between data and the MadGraph+pythia
prediction. Also for the BCCs, the MadGraph+pythia prediction is chosen because
it is the default tt prediction in CMS and is therefore used to perform all measurements
within this thesis.
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Comparison to CMS Results at
√

s = 7 TeV

The underlying physics for the LHC pp dataset recorded at
√

s = 7 TeV and
√

s = 8 TeV
is identical. Therefore, the relative performance of the theory predictions with respect
to the data is expected to be similar. Consequently, any deviation from the predictions,
which is caused by a mismodelling of the tt production mechanism, is expected to
reveal itself at both centre-of-mass energies. As 7 and 8 TeV are not too different, the
qualitative agreement of data over (MC) prediction is expected to be similar for the
results obtained in the extrapolated parton level phase space.

Consequently, the normalised differential cross section results at
√

s = 8 TeV (this
thesis) are compared to the CMS results at

√
s = 7 TeV in the same final state [25], to

which the work of this thesis also contributed. The corresponding values for the data,
which are obtained with similar methods as in this thesis, the MadGraph+pythia
prediction and the BCCs are taken from [23,25].

A good consistency is observed for all quantities. Also for
√

s = 7 TeV, the transverse
momentum of the top quarks (pt

T, Fig. 11.8a) is found to be softer in data than predicted
by MadGraph+pythia. Furthermore, it is clearly visible that the precision is higher
for the

√
s = 8 TeV measurement presented in this thesis than for the

√
s = 7 TeV

results. As the uncertainties have been already systematically limited for the
√

s = 7 TeV
results [23], a further reduction of uncertainties with a larger dataset is only expected,
if the larger statistics can be used to reduce systematic uncertainty sources, e.g. by
reducing migration effects. The comparisons for the combined `+jets final state are
shown in Figure 11.8.

Comparison to CMS Results in the Dileptonic Final State

The normalised differential cross sections measured in this thesis are compared to the
complementary and statistical independent CMS results of the dileptonic final state
at
√

s = 8 TeV [27]. As the visible phase space is different for the two tt final states,
only the top quark and tt quantities can be compared. The MadGraph+pythia MC
prediction used to calculate the ratios and the horizontal BCCs is identical for both
channels and refers to the prediction listed in Chapter 5.3.2.

All comparisons are shown in Figure 11.9 and 11.10. A good consistency between the
different final state analyses is observed for all quantities. Especially all measurements
related to the transverse momentum of the top quark are completely consistent and
reveal a softer spectrum in data than predicted by MadGraph+pythia.
The precision achieved for the preliminary results of the dileptonic final state is lower
than the typical 3-7% of the measurements presented in this thesis and typically, a
binning of lower granularity is chosen.
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Figure 11.8: Comparison of the (CMS) data to MC ratio at
√

s = 7 TeV and
√

s = 8 TeV
in the `+jets final state for the normalised differential distributions in the extrapolated
parton level phase space. The corresponding MadGraph+pythia prediction is used
to obtain the ratio and the horizontal bin centre corrections. The transverse momentum
(pt

T, a) and rapidity (yt, b) of the top quarks as well as the transverse momentum (ptt
T ,

c), the invariant mass (mtt, d) and the rapidity (ytt, e) of the tt system are presented.
The error bars indicate the combined statistical and systematic uncertainties of the
measurement.
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Figure 11.9: Comparison of the (CMS) data to MC ratio in the `+jets and dileptonic
final state at

√
s = 8 TeV for the normalised differential distributions in the extrapolated

parton level phase space. The corresponding MadGraph+pythia prediction is used
to obtain the ratio and the horizontal bin centre corrections. The transverse momentum
(pt

T, a) and rapidity (yt, b) of the top quarks as well as the transverse momentum (ptt
T ,

c), the invariant mass (mtt, d) and the rapidity (ytt, e) of the tt system are presented.
The error bars indicate the combined statistical and systematic uncertainties of the
measurement.
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Figure 11.10: Comparison of the data to MC prediction agreement for the normalised
differential distributions in the extrapolated parton level phase space, which are measured
by CMS in the `+jets and dileptonic final state at

√
s = 8 TeV. The corresponding

MadGraph+pythia prediction is used to obtain the ratio and the horizontal bin
centre corrections. The transverse momentum of the top quark with the higher (plead t

T ,
a) and lower (psublead t

T , b) transverse momentum. The error bars indicate the combined
statistical and systematic uncertainties of the measurement.

.
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Comparing Results from ATLAS and CMS at
√

s = 7 TeV

The CMS analysis results are compared to the ones from the ATLAS experiment. This
comparison is an excellent cross check as a completely different detector, dataset and
analysis strategy (selection, unfolding) is used.

No published ATLAS results are available yet for
√

s = 8 TeV. Therefore, the
comparison is done between the

√
s = 7 TeV ATLAS result [210] and the

√
s = 7 TeV

CMS result [23,25].
The main differences between the

√
s = 7 TeV analysis of CMS in comparison to

this thesis are the kinematic fit used for the event reconstruction, which uses an
equal top-quark mass constraint instead of the Double Kinematic Fit, and that no
minimum χ2-probability criteria is imposed. As discussed previously, the same data
over prediction trend, e.g. for the transverse momentum of the top quarks, is observed
for the

√
s = 7 TeV and

√
s = 8 TeV CMS results. Hence, the observed qualitative

agreement between ATLAS and CMS results at
√

s = 7 TeV is also an indicator for the
agreement of the ATLAS results with the results of this thesis.

To enable a direct comparison, the CMS analysis at
√

s = 7 TeV is redone within
the work of this thesis using the ATLAS binning. It is checked that purity and stability
are still reasonably high and the regularisation parameters of the unfolding procedure
are optimised for each quantity with the ATLAS binning using the minimum-global-
correlation method (see Chapter 9.3.1). Repeating the CMS analysis in the ATLAS

binning is possible for the following quantities: pt
T, mtt and ytt. Finally, the results

for CMS data are compared to the ATLAS measurement and the predictions of the
MadGraph+pythia and powheg+herwig MC generators in Figure 11.11. The MC
predictions are taken from the official CMS ”Fall11” MC production cycle for

√
s =

7 TeV. For a better comparison, the ratio with respect to the MadGraph+pythia
prediction is added.

The achieved precision is similar for both experiments and in general good agreement
between the results is found.
The ATLAS and CMS results for mtt and ytt coincide with each other and the predictions.
Furthermore, the observed softer shape in data compared to the MadGraph+pythia
prediction for the top-quark transverse momentum is also visible for pt

T > 200 GeV in
the ATLAS result. For pt

T < 200 GeV, the ATLAS measurement is in agreement with
the prediction of MadGraph+pythia while the CMS result has still a softer shape.
Nevertheless, ATLAS and CMS results are compatible within the uncertainties of both
measurements and only the first bin shows a difference. It should be noted, that the
powheg+herwig prediction is in between CMS and ATLAS data and can therefore
described both measurements well.
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Figure 11.11: Comparison of normalised differential cross sections for the transverse

momentum of the top quarks (pt
T, a), the invariant mass (mtt, b) and the rapidity (ytt,

c) of the tt system at
√

s = 7 TeV. The ATLAS result (blue) [210] is compared to the
CMS result (red), which is redone in the same binning, and the MadGraph+pythia
MC prediction (turquoise).
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Comparing Different MC Predictions

To compare different simulation techniques, tools and definitions, also between ATLAS
and CMS, the differential predictions for the most important cross section quantities pt

T,

yt, ptt
T, mtt and ytt are compared within the TopLHCWG. The comparison, to which

this thesis contributed, is done for the following MC predictions :

• alpgen+herwig (ATLAS only)

• MadGraph+pythia (CMS only)

• mc@nlo+herwig (ATLAS and CMS)

• powheg+pythia (ATLAS and CMS)

• powheg+herwig (ATLAS and CMS)

This study is done for
√

s = 7 TeV. A sufficiently large number of simulated events is
incorporated to allow a detailed comparison using a binning of high granularity, i.e.
beyond the wide binning, which is needed for the data measurements. All ATLAS
predictions are obtained within the collaboration for the TopLHCWG [178]. As UE
tunes, the Perugia P11 tune [211], the ATLAS underlying event tune AUET2 [117] and
the Z2 tune [212] are used. All predictions are normalised by the number of entries to
compare the predicted shape of the distributions.

A perfect agreement between the ATLAS and CMS predictions is observed for the
same MC generator. This gives confidence that the definition of the top quark as
detailed in Chapter 8.1.1 is equal for both experiments and the previously presented
comparison of CMS and ATLAS results is absolutely valid.
The predicted softer pt

T shape of powheg+herwig in comparison to all other MC event
generators studied, is confirmed by ATLAS. This ensures that this prediction is correctly
simulated. The difference between the powheg+herwig and the powheg+pythia
MC prediction for pt

T is still under investigation within the TopLHCWG [178,213] and
will be discussed in more detail in Chapter 12.1.
Furthermore, the predictions of the alpgen+herwig event generator, which is used to
perform the ATLAS analysis, and the MadGraph+pythia event generator, which
is used to perform the CMS analyses, are found to be almost equal. The fine-binned
CMS predictions are shown in Appendix F.

Moreover, the choice of the UE tune, which is different for several predictions between

ATLAS and CMS, is observed to impact only ptt
T. For an improved visibility of the

final results not all available predictions are shown in Chapter 11.2.1 and 11.2.2. The
additional MadGraph+pythia prediction using the Perugia P11 UE tune [211] is

presented in Figure 11.12 for the ptt
T and ∆φ (t,̄t) distributions for which an improved

data description can be achieved. For all other quantities (including pt
T) the predictions

are similar to the default MadGraph+pythia prediction using the Z2* UE tune. This
difference might be related to some parameters in the UE tune that effect the modelling
of additional radiation.
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Figure 11.12: Normalised differential cross section for transverse momentum of the tt system
(left) and the difference in azimuthal angle of the top quarks (right) in the extrapolated
parton level phase space including the MadGraph+pythia prediction with the Perugia UE
tune. The grey (orange) band in the ratio corresponds to the statistical (combined statistical
and systematic) uncertainty of the data measurement.
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Chapter 12

Transverse Momentum of the Top
Quarks

Due to the observed differences between data and several MC predictions, the measure-
ment of the transverse momentum of the top quarks is one of the most important results
of this thesis. These differences need to be understood as a potential mismodelling of
this distribution can impact other SM measurements as well as BSM searches.
All findings of this thesis concerning the top quark transverse momentum are sum-
marised in Chapter 12.1 while additional tests are performed in Chapter 12.2. Finally,
generalised correction factors for the MadGraph+pythia event generator are derived
from the measurement in Chapter 12.3.

12.1 Summary of the Results

All findings regarding the measurement of the transverse momentum of the top quarks
(pt

T) that have been discussed previously are briefly listed in the following:

• softer pt
T spectrum measured (Figure 12.1) than predicted by

MadGraph/powheg+pythia and mc@nlo+herwig
• pt

T in data better described by powheg+herwig and a
perturbative QCD calculation at approx. NNLO precision [205]

 Chapter 11.2.1

• consistency among CMS results at
√

s = 7 TeV and 8 TeV
• consistency among ATLAS and CMS results at

√
s = 7 TeV,

at least for pt
T ≥ 200 GeV

• identical top-quark definition for ATLAS and CMS

 Chapter 11.2.5

• consistent results for the measured top-quark momentum
– in the tt rest frame (pt

T (t̄t com))

– of the top quark with higher momentum (plead t
T )

– of the top quark with lower momentum (psublead t
T )

 Chapter 11.2.1

• consistently softer momentum distributions of the top-quark decay products in
data, even before unfolding and Double Kinematic Fit (Chapter 11.2.2 and 6.9)

• no bias of the unfolding procedure due to the assumed pt
T prediction (Chapter 9.4)

221
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Figure 12.1: Normalised differential cross section for the transverse momentum of both
top quarks in the detector rest frame in the extrapolated parton level phase space.
The grey (orange) band in the ratio corresponds to the statistical (combined statistical
and systematic) uncertainty of the data measurement. This Figure is identical to
Figure 11.3a.

The origin of the observed difference between the powheg+pythia and the
powheg+herwig prediction for pt

T is still under investigation. First studies indi-
cate that it might be due to the technical implementation in herwig for the momentum
conservation in case of additional radiation [213] if herwig is interfaced to a ME gen-
erator like powheg. The size of this effect is larger than the typical scale uncertainties
and could be related to higher order effects beyond NLO or even beyond NNLO QCD
precision.

One possible explanation for all aforementioned observations is a higher order effect
that is not covered by the NLO uncertainties. This hypothesis can be tested further
once the available perturbative QCD calculation at full NNLO+NNLL accuracy [44] is
extended to differential predictions.
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12.2 Additional Studies

To study the observed softer pt
T in data in more detail, additional tests are performed

separating the top quarks by different criteria (Chapter 12.2.1) or testing different
kinematic ranges and experimental inputs (Chapter 12.2.2). The purpose of these tests
is to demonstrate the stability of the measurement and test the dependency with respect
to the modelling of some analysis inputs like JES or PU.

All tests are done at the reconstruction level by comparing the event yield of the MC
prediction to data. For non-tt processes, the standard MC predictions and SM cross
sections for the normalisation are used (see Chapter 5.3.2). The MadGraph+pythia
event generator is consistently used for the prediction of the tt component. Using the
same strategy as for all event yields, the total number of tt events is chosen such that
for each distribution separately the total number of events in data and MC is equal.
This corresponds to a normalisation with respect to the in situ measured inclusive cross
section and allows to focus on the shape of the distribution. For an easier comparison,
a linear fit is added to the data over MC ratio in most cases. Other fit functions are
found to describe the data over MC ratios worse.

Moreover, the effect of different parameter choices in the MadGraph+pythia MC
prediction is studied in Chapter 12.2.3. This study is performed for the normalised
differential cross section as function of pt

T to estimate the uncertainties of this prediction.

12.2.1 Separating the Two Top Quarks

The pt
T spectrum is separately studied for both top quarks. Here, three different kinds

of separations are studied: by decay mode in hadronically and leptonically decaying
top quarks, by charge in top quark and antitop quark, and by pT in the top quark with
higher and lower transverse momentum. Moreover, the semileptonic electron and muon
final state are investigated separately.

The results are shown in Figure 12.2 and 12.3. A softer spectrum in data is observed
for all separations of the top quarks. As previously discussed, the discrepancy between
data and MadGraph+pythia is larger for the top quark with lower momentum.
Furthermore, the results of the separate final states are completely consistent with each
other.
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Figure 12.2: Reconstruction level event yields for the transverse momentum of the
top quarks (pt

T) in data compared to the MadGraph+pythia MC prediction for the
combined `+jets (a) and separately for the muon+jets (b) and electron+jets (c) final
state. All plots are obtained after full event selection, kinematic reconstruction, and
the minimal χ2-probability requirement of 2%. The red line indicates a linear fit to the
ratio of data and MC prediction.
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Figure 12.3: Reconstruction level event yields for the transverse momentum of the top
quarks in data compared to the MadGraph+pythia MC prediction separated by the
top-quark decay in hadronically and leptonically decaying top quarks (a,b), by charge
in top quark and antitop quark (c and d) and by pT into the top quark with higher
and lower transverse momentum (e and f). All plots are obtained for the combined
`+jets final state after full event selection, kinematic reconstruction, and the minimal
χ2-probability requirement of 2%. The red line indicates a linear fit to the ratio of data
and MC prediction.
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12.2.2 Different Kinematic Ranges

To exclude that the difference between the pt
T distribution predicted by most MC

event generators and observed in data is due to an experimental mismodelling, the
reconstructed pt

T is studied in different kinematic regions.

pt
T is studied for different intervals of the number of primary vertices (nPV), to prove

that the difference is not related to a mismodelling of the underlying PU distribution.
The nPV intervals are chosen to have approximately the same number of events.
As shown in Figure 12.4, a similar trend for the data over MC prediction ratio of the
reconstructed pt

T for all intervals of primary vertices is observed.

Testing a potential mismodelling of the background as well as of wrongly reconstructed
events, pt

T is studied for different intervals of χ2 of the kinematic reconstruction.
Correctly reconstructed signal events are expected to be significantly enhanced for
lower values of χ2. The chosen maximum χ2 values of 1.4, 2.1, 3.2, 7.8 15.2 and 32.2
correspond to a minimum χ2-probability requirement of 50, 35, 20, 2, 5 · 10−4 and
1 · 10−7%, respectively. The intervals are chosen to contain approximately the same
number of events.
The results of this study are shown in Figure 12.5. A similar data over prediction trend
is observed for all χ2 intervals indicating that the minimal χ2-probability requirement of
2%, which is introduced for all normalised differential cross sections (see Chapter 7.2.3
and 7.3.3), does not affect the pt

T shape at the level of reconstructed event yields.

In order to investigate the effect of a potential mismodelling of the JES, the agreement
between data and prediction for pt

T is compared for different values of the JES. The
studied up and down variations correspond to a variation of the JES, which is provided
by the CMS JetMET Physics Analysis Group (see Chapter 6.4.1), of one standard
deviation of the total uncertainties.
As shown in Figure 12.6, the agreement between data and MC prediction for the pt

T

distribution is slightly improved for a reduced JES. However, the observed effect of
these JES variations is too small to cover the difference between data and prediction
for pt

T.

On the other hand, the agreement with data of other distributions like mtt is found
to degrade with variations of the JES. Furthermore, the reconstructed mass of the
hadronically decaying W-boson, which is sensitive to the JES, is shown in Figure 12.7
for the same JES variations. Here, the best agreement with data is found for the
JES which is increased by one sigma of the provided uncertainty, also disfavouring the
approach of lowering the measured JES to describe pt

T.
Therefore, varying only the JES such that pt

T is properly described by the Mad-
Graph+pythia prediction seems to be not favoured in the whole context of the
performed analysis.
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Figure 12.4: Reconstruction level event yields for the transverse momentum of the top
quarks in data compared to the MadGraph+pythia MC prediction for different
numbers of primary vertices (nPV). All plots are obtained for the combined `+jets
final state after full event selection and kinematic reconstruction. The red line indicates
a linear fit to the ratio of data and MC prediction.
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Figure 12.5: Reconstruction level event yields for the transverse momentum of the top
quarks in data compared to the MadGraph+pythia MC prediction for different
values of χ2 from the event reconstruction. All plots are obtained for the combined
`+jets final state after full event selection and kinematic reconstruction. The red line
indicates a linear fit to the ratio of data and MC prediction.
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Figure 12.6: Reconstruction level event yields for the transverse momentum of the
top quarks in data compared to the MadGraph+pythia MC prediction for the
default (a), increased (b) and decreased (c) Jet Energy Scale (JES). All plots
are obtained for the combined `+jets final state after full event selection, kinematic
reconstruction and the minimal χ2-probability requirement of 2%. The JES variations
correspond to the one sigma uncertainties as provided by the JetMET group. The red
line indicates a linear fit to the ratio of data and MC prediction.
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Figure 12.7: Reconstructed mass of the W boson in data compared to the Mad-
Graph+pythia MC prediction for default (a), increased (b) and decreased (c)
Jet Energy Scale (JES). All plots are obtained for the combined `+jets final state
after full event selection, kinematic reconstruction and the minimal χ2-probability
requirement of 2%. The JES variations correspond to the one sigma uncertainties as
provided by the JetMET group.
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12.2.3 Different Parameters of the MadGraph+Pythia Monte-
Carlo Prediction

No uncertainty bands are provided for the theory predictions in the results presented
in Chapter 11.2.1 and 11.2.2. Therefore, the most important parameters of the Mad-
Graph+pythia prediction are varied and their effect on the predicted pt

T spectrum is
studied.

Besides the variation of the hard scattering scale, the ME-PS matching threshold and
the top-quark mass, also the effect of the UE tune is studied using the P11 tune [211].
Moreover, the effect of increased multi-parton interaction (mPiHi) and of neglecting
colour reconnection (noCR) is tested for the P11 UE tune, using specific tt simulations
which are also generated within the official CMS ”Summer12” MC production cycle.
In addition to these parameter studies, also the predictions of the other MC event gener-
ators are shown in Figure 12.8. All differences due to variations of the model parameters
are much smaller than the difference with respect to data. The powheg+herwig pre-
diction is a good reference as it is similar to data. The uncertainties of the measurement
are 3.8, 2.3, 3.2, 3.8, 3.6, 6.0, 8.1 and 11.0% respectively for all bins (see Appendix D).
Therefore, the obtained changes of less than 5% are not sufficient to describe the data
measurement. Especially in the low pT region (pt

T < 200 GeV), the model uncertainties
are small (typically 1%) while the observed difference with respect to data is up to 10%.
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12.3 Correction Factors for the MadGraph+Pythia

Monte-Carlo Prediction

The origin of the difference between data and prediction for pt
T has not been clarified

so far. Possible explanations are higher order QCD corrections, EWK corrections or
non-resonant production of tt-like final states, e.g. gg→ bbµνqq′. In order to test the
global effect of the measured softer pt

T spectrum, generalised correction factors are
derived for the MadGraph+pythia prediction in Chapter 12.3.1 and their application
is discussed in Chapter 12.3.2.

12.3.1 Calculation from CMS Data

The correction factors SF(pt
T) are derived from the ratio of measured and predicted

normalised differential cross section in the extrapolated parton level phase space.

To obtain a steady parametrisation that is independent from the binning of the data
measurement(s), horizontal BCCs are applied to all data points (see Chapter 11.2.5
for a more detailed description). This allows for adding other measurements in the
same phase space like the CMS measurement in the dileptonic final state. The choice
of the theory for the application of the BCCs is found to be negligible for the extracted
correction factors and the approx. NNLO prediction [205] is finally chosen to derive the
BCCs.

An exponential function SF(pt
T, a, b) is chosen as parametrisation for the ratio

between data and prediction of 1
σ

dσ

dp
t
T

:

SF(pt
T)= exp(a + b · pt

T). (12.1)

The two parameters a and b are determined by a fit to the bin-centre-corrected
normalised differential cross section ratios between data and the MadGraph+pythia
MC prediction. Other parametrisations like linear functions, which are used previously
to illustrate the ratio at the level of reconstructed event yields, describe the ratio of
the normalised differential cross sections less well – in particular at the edges of the
analysed kinematic range.

The parametrisation is applied to different CMS results at different centre-of-mass
energies and tt final states. The results for

√
s = 7 TeV are taken from [25] and the

results for
√

s = 8 TeV are taken from [26] and this thesis for the semileptonic final
state and from [27] for the dileptonic final state. The parameters of the exponential
parametrisation are listed in Table 12.1 while the data over prediction ratios are
shown in Figure 12.9. Consistency is found for the results obtained from the previous
measurement with ≈ 12 fb−1 and the full

√
s = 8 TeV dataset presented in this thesis.

Additionally, the results of the semileptonic and dileptonic tt final states are compatible
and similar results are obtained for the measurements at

√
s = 7 TeV and

√
s = 8 TeV.

In order to correct the top-quark kinematics for tt events, the fact that each event
contains two top quarks has to be taken into account. Hence, an event weight (WGT)
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CMS Dataset (
√
s)

Final States
considered

a b

7 TeV l+jets only 0.174 -0.00137
7 TeV dilepton only 0.222 -0.00197
7 TeV all combined 0.199 -0.00166

8 TeV (PAS) l+jets only 0.130 -0.00116
8 TeV (PAS) dilepton only 0.128 -0.00121
8 TeV (PAS) all combined 0.130 -0.00118

8 TeV l+jets only 0.129 -0.00114

8 TeV
combined with
dilepton PAS

0.133 -0.00118

Table 12.1: Parameters of the pt
T correction factors exp(a+bpt

T) for the Mad-
Graph+pythia prediction based on CMS data of different centre-of-mass energies
and final states.

is computed from the convolution of the two SFs:

WGT =

√
SF(pt

T) · SF(pt̄
T). (12.2)

The final correction factors are intended to correct only the shape of the pt
T distribu-

tion because no information about the total normalisation is included in the normalised
differential cross sections. Consequently, it has to be ensured that the total number of
tt events is not affected by the correction factors. This is achieved by dividing them by
the average weight,

〈weight〉 =
1

N

N∑
event i=1

wgt(event i), (12.3)

which is found to be very close to one.

The uncertainty of the fit is statistical only and hence, not expected to cover several
aspects like the choice of the fitting function, the choice of the theory for the BCCs,
the correlation of the data points, or the uncertainty of the MadGraph+pythia
prediction. A conservative estimate of the uncertainties is to apply no correction and
twice the correction as down and up variation:

• default: eventWeight = WGT

• down (–1σ): eventWeight = 1
= WGT(a=0,b=0)

• up (+1σ): eventWeight = WGT·WGT
= WGT(2·a,2·b)

The corresponding uncertainty bands are illustrated in Figure 12.10 for the correction
factors obtained from the combined (semileptonic and dileptonic) CMS dataset at√

s = 8 TeV.
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Figure 12.9: Ratio of the normalised differential cross section as function of the
top-quark transverse momentum (pt

T) as obtained from the data analysis and the
MadGraph+Pythia MC prediction. Horizontal bin centre corrections are applied to all
points using a perturbative QCD prediction at approx. NNLO precision. CMS results
for
√

s = 7 TeV [25] are shown in the top row and CMS results for
√

s = 8 TeV ( [27]
and this thesis) in the bottom row.

Finally, the correction factors and uncertainties can be used to test the sensitivity of
every analysis with respect to the modelling of the pt

T spectrum.
One drawback of the approach discussed so far is that the two SFs for the top quarks
must be combined first. The combination leads to an averaging of the correction factors,
which is less accurate. Therefore, correction factors are derived as function of the
momentum of the top-quark in the rest frame of the tt system, which is unique for
every tt event. The same exponential parametrisation is used and the result is shown
in Figure 12.11.
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12.3.2 Application, Discussion and Alternatives

While the effect of a different pt
T spectrum in the normalised differential cross section

measurement is tested with pseudo data (Chapter 9.4.2), the impact on the reconstruc-
tion level event yields is shown in Figure 12.12 to 12.15 for the pt

T (t̄t com) correction
approach.

Using the correction factors, an improved agreement with data is observed for all
momentum distributions that are directly and indirectly related to pt

T. Among those
quantities are e.g. pT (jets), pT (lepton) or the scalar sum of all jet momenta (HT).
Some of these quantities are also relevant for BSM searches or the search for the
production of the Higgs boson in association with a top-quark pair. Furthermore, also
the description of ∆φ (t,̄t) is improved. The consistently improved agreement with data
for these quantities contributes to a consistent picture and suggests that large parts
of the initially observed difference between data and prediction can be explained by a
mismodelling of the pt

T (t̄t com) distribution.
In contrast to this, the agreement with data is worsened for other quantities like e.g.

mtt, mbb or ρS. It is a priori not evident if the initial better agreement was achieved ac-
cidentally or if the worsened agreement with applied correction factors is a non-physical
consequence of this empirical approach.

As a matter of fact, this procedure is only an effective correction which does not
really correct for the origin of the difference. This is one of the reasons why a rather
conservative approach for the uncertainties is chosen. One drawback, which can result
in significant uncertainties when evaluating the dependence on the modelling of pt

T

with the described procedure, is that the fractions of the tt production mechanism (gg,
qq and higher order contributions like qg) are changed within the procedure. This
implies a change for all properties depending on the production mode like e.g. the tt
spin correlation. Moreover, the available energy of the partonic subprocess is different
for tt production involving gluons and quarks in the initial state due to the different
proton PDFs. Therefore, also the invariant mass of the produced tt system can differ
for tt production from gluon and quark initial states. This is a possible reason for the

observed change in mtt when applying the correction factors.

The correction factors, which are derived from the
√

s = 7 TeV CMS measurements
and the preliminary results of the

√
s = 8 TeV CMS measurements are by now widely

used within the CMS collaboration to correct the MC prediction and evaluate a corre-
sponding uncertainty. The evaluation follows the procedure developed within this thesis.
In some CMS analyses, the uncertainty related to the modelling of the pt

T distribution is
even found to limit the precision of the measurement. Examples are the determination
of the top-quark mass from the B-hadron lifetime [214] or the measurement of the tt
spin correlation [215]. Furthermore, these correction factors are also used in analyses
searching for the production of a Higgs boson in association with a tt pair [216].

To correct for the difference between MC prediction and data without implicitly
changing other properties of the tt production and decay, one has to understand the
origin of this difference. As a first step, it is recommended to clarify if the difference
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is just a higher order QCD effect like suggested by the improved agreement with the
approx. NNLO prediction or the more pronounced difference for the top quark with
lower momentum. To further study this hypothesis, a differential prediction for pt

T at
full NNLO+NNLL accuracy is needed. If this is the final explanation, an NNLO tt
generator would be needed to deliver an appropriate description. In this case, the above
introduced pt

T correction procedure will remain the best tool to test the impact of the
difference on the performed analyses before it will become available.
Alternatively, the powheg+herwig MC prediction can be used instead of Mad-
Graph+pythia. This involves a consistent treatment of all uncertainties and data-
driven correction factors based on the powheg+herwig prediction. However, under-
standing the origin of the difference between powheg+herwig and the other MC
predictions in detail is an important step in interpreting the measured pt

T distribution.
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Figure 12.12: Reconstruction level event yields for pb
T (top), pl

T (middle) and HT(bottom)
as predicted by MadGraph+pythia without (left) and with (right) pt

T correc-
tion factors applied compared to data. The red line indicates a linear fit to the ratio
of data and MC prediction.
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Figure 12.13: Reconstruction level event yields for Emiss
T (top), mbb (middle) and pbb

T

(bottom) as predicted by MadGraph+pythia without (left) and with (right) pt
T

correction factors applied compared to data.
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Figure 12.14: Reconstruction level event yields for pt
T (top), pt

T (t̄t com) (middle) and
∆φ (t,̄t) (bottom) as predicted by MadGraph+pythia without (left) and with
(right) pt

T correction factors applied compared to data. The red line indicates a
linear fit to the ratio of data and MC prediction.
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Figure 12.15: Reconstruction level event yields for mtt (top), ptt
T (middle) and

ρS= 2·170 GeV
mttj

(bottom) as predicted by MadGraph+pythia without (left) and

with (right) pt
T correction factors applied compared to data.
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Chapter 13

Top-Quark Mass Extraction from
Differential Cross Sections

The top-quark mass (mtop) is a fundamental parameter of the SM and relevant in
many aspects (see Chapter 3). As the top quark does not exist as a free particle, its
mass cannot be directly measured. Different concepts to define the top-quark mass
are detailed in Chapter 3.3. The to date most precise results for mtop [169–175] are
obtained for the invariant mass of all decay products using an event reconstruction
similar to the one used within this thesis. These measurements will be in the following
referred to as direct measurements.

All direct measurements of mtop involve a calibration so that the finally extracted
value follows the definition of the mass parameter in the MC simulation. The difference
between this definition and the top-quark pole mass is still under discussion but expected
to be in the order of 1 GeV or below [53,177] (see also Chapter 3.3.1).
An alternative method is the measurement of mtop from the total inclusive cross section
for tt production (σtt) [217], which allows to extract directly a value that is well
defined within a perturbative QCD renormalisation scheme. In comparison to direct
measurements, which achieve precisions of less than 0.5%, the extraction of mtop from
σtt is less accurate (about 2%).

The top-quark mass can also be extracted from (normalised) differential cross sections.
This approach is only applicable with the large tt dataset recorded at the LHC which
allows for precise differential measurements. No official results for mtop using this
approach are published to date. Several of the quantities addressed in this thesis are

sensitive to the choice of the top-quark mass, e.g. mlb or mtt (which starts at 2 ·mtop

in the LO picture). The indirect extraction of mtop from a very sensitive differential
distribution might be a good alternative to the existing measurements. These indirect
measurements offer the possibility to extract also directly the top-quark pole mass and
might turn out to be of similar precision as the direct measurements.
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13.1 The Observable ρS

Another quantity sensitive to mtop that is motivated by theory studies [49] is the
dimensionless observable ρS, which is reconstructed from the invariant mass of the
tt system and an additionally produced jet as explained in 3.2.3. The extraction of
mtop from the normalised differential cross section as function of ρS is discussed is the
following.

This measurement can be used to validate the standard measurements of mtop if
the sensitivity is high enough. Moreover, the extraction of a theoretically well defined
top-quark mass is possible. For this, the phase space of the normalised differential
cross section measurement as function of ρS needs to be defined such that also theory
calculations are possible for exactly this definition.

The difficulty when defining a theoretically accessible phase space for the measure-
ment of ρS is that the definition of ρS itself involves different kinds of objects. The tt
pair is in this thesis defined within the parton level phase space (see Chapter 8.1.1)
while jets are defined within the visible particle level phase space involving acceptance
requirements (see Chapter 8.1.2). Furthermore, it is necessary to identify all jets stem-
ming from the tt decay in order to identify the additionally produced jet. The mixture
of jets and quarks in the definition of ρS is no problem when using MC predictions but
might be a problem for direct perturbative QCD calculations.

One advantage of the definition of ρS is that it involves only the higher order tt +1 jet
process. As mentioned in [49], this process can be directly calculated at NLO QCD
precision so that remaining uncertainties are reduced with respect to LO calculations.
In principle, also a higher order MC prediction can be used to perform the extraction
of mtop from the measured normalised differential cross section.

In this thesis, a first sensitivity study for the extraction of mtop from 1
σtt

dσ
dρS

is pre-

sented. Not having a fully differential QCD prediction for ρS(mtop) available, the mtop

extraction is studied using MC predictions. As a first step, the MadGraph+pythia
MC prediction is used because here all necessary systematic variations exist.
In a first approach, mtop is determined from the unfolded normalised differential cross
section presented in Chapter 11.2.2. Synchronously to all other results containing
jets in their definition, ρS is determined in the visible particle level phase space. The
generator truth definition of ρS is constructed from the top quarks at parton level and
the additional gen jet with the highest momentum (pT > 50 GeV, |η| < 2.4) that is not
identified as jet from the top-quark or W-boson decay of the tt pair. The minimum
requirement of 50 GeV for the additional jet follows [49]. Details about the definition of
the phase space and the definition of the additional jet can be found in Chapter 8.1.2
while the definition of the top quarks is detailed in Chapter 8.1.1. The measurement of
the normalised differential cross section for ρS is performed using the same criteria as
for all other quantities.
In principle, the unfolding is not needed when using only MC predictions for the
extraction of the top-quark mass. As separating the measurement of the unfolded cross
section (using MC predictions) and the extraction of the top-quark mass (using a theory
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prediction like ρS(mpole
top )) is one of the key ideas of this method, the unfolding step is

still done for this study.

Studying the sensitivity of this ρS definition with respect to the choice of mtop, the
measured normalised differential cross section is compared to predictions of Mad-
Graph+pythia that are generated with different mtop parameters. The result is shown
in Figure 13.1.
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Figure 13.1: Measured normalised differential cross section as finction of ρS in the visible
particle level phase space compared to the prediction of the MadGraph+pythia MC
prediction with different top-quark mass values.

In agreement with [49], the most sensitive regions with respect to the choice of mtop

are for low and high values of ρS. A lower value for mtop results on average in larger
values for ρS. Also this is consistent with the studies presented in [49]. Unfortunately,
the result in the low ρS region (first bin) in data has an uncertainty which is much
larger than the sensitivity on mtop. The reason for this large uncertainty are pronounced
migration effects, which are already discussed in Chapter 8.4. Furthermore, the third
bin has only a weak sensitivity with respect to the choice of mtop. This is a consequence
of the normalisation which leads often to one bin of the distribution, mostly the bin
with the highest content, that is hardly affected by variations. The most precise results
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for an extraction of mtop are expected from the second and last bin.

The uncertainty for the measured normalised differential cross section in these
bins is about 15% and 30% respectively, predominantly limited by a large systematic
uncertainty that is a factor of three larger than the statistical uncertainty. One of the
main uncertainties arise from JES and JER. The uncertainties related to JES and JER
are larger than for all other normalised differential measurements performed within this
thesis due to the additional jet involved in the definition of ρS. The same is true for the
tt modelling uncertainties (hadronisation, Q2 scale and ME-PS matching threshold).
These uncertainties are also larger than for other cross section quantities because the
production of an extra jet involves additional uncertainties due to the involved higher
order processes.
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13.2 χ2 Approach for the Extraction of the Top-

Quark Mass

In Chapter 7.2.5, the impact of the choice of the top-quark mass constraint in the
applied Double Kinematic Fit event reconstruction procedure is discussed. The fixed
value of 172.5 GeV in the first step of the Double Kinematic Fit is not a problem for the
extraction of the top-quark mass if the measurement is repeated for several predictions
assuming a different value of mtop and the actual mtop dependence of the measured
cross section is taken into account.

To obtain a description of the normalised differential cross section of ρS as function
of mtop, all available MadGraph+pythia tt predictions with different values of the
mtop parameter are used. Taking the mtop dependence of the unfolded result correctly
into account, the measurement is repeated for every prediction with a different mtop

parameter. Unlike for the other cross section quantities, the uncertainty related to the
choice of mtop is not added to the uncertainty of the measured cross section. Instead,
the predicted value as well as the measured value for 1

σ
dσ
dρS

is parametrised as a function

of the assumed top-quark mass. A continuous parametrisation f(mtop) is obtained from
a fit to the seven mass points. The parametrisation is derived separately for data
(fdata(mtop)) and prediction (fpred(mtop)) for each bin of the normalised differential cross
section of ρS:

fbin i
pred (mtop) =

(
1

σ

dσ

dρS

)fit(bin i)

MC

(mtop) (13.1)

fbin i
data (mtop) =

(
1

σ

dσ

dρS

)fit(bin i)

data

(mtop). (13.2)

A linear function f(mtop) is used for the parametrisation in all cases. Analogously to the
extraction of mtop from the inclusive tt cross section [217], different mtop dependencies
are obtained for measurement and prediction. This enables the extraction of of mtop.
The measured result for mtop is more precise the larger the difference in the slopes of
fpred(mtop) and fdata(mtop) is.

Predicted and measured normalised differential cross sections for different values of
mtop are shown in Figure 13.2 for every bin. For the measurement, the uncertainty
band contains the combined statistical and total systematic uncertainty evaluated for
mtop = 172.5 GeV. For the prediction, the uncertainty band contains the major tt

modelling uncertainties (Q2 scale and ME-PS matching threshold). As systematically
varied MC predictions are only present for the central mass point, all systematic
uncertainties are derived for mtop = 172.5 GeV. Furthermore, these uncertainties
are assumed to be constant within the relevant range of mtop. Assuming a constant
absolute uncertainty σsys

tot avoids the d’Agostini bias [218]. Assuming a constant relative
uncertainty, values of mtop with smaller cross section contributions would be unnaturally
preferred for the last bin of ρS.

To extract the most probable top-quark mass, a χ2 expression (χ2
bin i) is build for
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Figure 13.2: Predicted and measured normalised differential cross section
(

1
σ

dσ
dρS

)
for

different assumed top-quark masses using the MadGraph+pythia MC prediction in
all four bins of the ρS measurement. The unfolded data is shown as red diamonds and
the prediction as blue points. The fitted functions are shown as lines in the respective
colour. In addition, uncertainty bands are shown. The data point for mtop = 172.5 GeV
contains statistical and systematic uncertainties while the other data points contain
only statistical uncertainties.

every bin i from the parametrised normalised differential cross sections of the MC
prediction and the measurement using the total uncertainties of the measurement

δdata(mtop) =

√(
δsys

data|mtop=172.5 GeV

)2

+
(
δstat

data(mtop)
)2

and the uncertainty of the prediction (δpred|mtop=172.5 GeV):

χ2
bin i(mtop) =

(
fpred(mtop)− fdata(mtop)

)2(
δdata(mtop)

)2
+
(
δpred|mtop=172.5GeV

)2 . (13.3)
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mtop is extracted from the minimum of the χ2 distribution and the one sigma

uncertainties are derived from ∆χ2 = 1 assuming normal distributed errors. The
corresponding χ2 distribution and the extracted top-quark masses for bin two and
four of ρS are shown in Figure 13.3. Due to construction, the minimum of the χ2

distributions is zero. The other bins do not allow for a measurement with comparable
precision.
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Figure 13.3: χ2 distributions for the separate extraction of the top-quark mass from
the most significant bins of the normalised differential cross section as function of ρS.

A symmetric χ2 distribution is obtained for all bins due to the linear parametrisations.
For the most significant last bin, a value of mtop = 174.6 GeV is obtained with a precision
of 1.7%.

Combining the information of the most significant bins, a global χ2 distribution
(χ2

tot) is constructed. In order to account for correlations between the different bins,
the total statistical and systematic covariance matrix of the measurement (COVdata) as
determined with the method discussed in Chapter 10.3 is considered:

χ2
Tot =

i,j∈(2,4)∑
bin i,j

∆xi ·
(
COV−1

data

)
ij
·∆xj (13.4)

∆xi = f i
data(mtop)− f i

pred(mtop). (13.5)

The uncertainty of the prediction is neglected because it is small compared to the
uncertainty of the measurement in the considered bins. The extracted result from the
global χ2 approach is shown in Figure 13.4. The obtained result of 174.5 GeV and the
achieved precision of 1.6% are almost identical to the result of the most significant
single bin.

Using the full covariance matrix assumes that the correlation between the bins is
precisely known. Therefore, the impact of the assumed correlation on the extracted
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Figure 13.4: χ2 distribution for simultaneous extraction of the top-quark mass from the
most significant bins of normalised differential cross section as function of ρS.

result for mtop is studied in detail.

At first, mtop is extracted using a simple approach (χ2
Tot,simple) without correlations

for all bins. In this case, Equation 13.4 is simplified:

χ2
Tot,simple(mtop) = χ2

tot|ρij=0 =
4∑

bin i=1

χ2
i (mtop). (13.6)

The obtained result is shown in Figure 13.5. It is comparable to the default approach
with reduced uncertainties. This already suggests that the impact of the correlations
on the measured value of mtop value and the achieved precision in not negligible.

Additionally, the result is extracted only from the two most significant bins assuming
different correlations. In this case, the covariance matrix (COV24) can be written as
function of the absolute total uncertainties (σ2 and σ4) and the correlation ρ24 between
the bins:

COV24 =

(
σ2

2 ρ24σ2σ4

ρ24σ2σ4 σ2
4

)
The inverse covariance matrix is then:

COV−1
24 =

 1

σ
2
2 ·(1−ρ224)

1

σ2σ4·
(
ρ24− 1

ρ24

)
1

σ2σ4·
(
ρ24− 1

ρ24

) 1

σ
4
4 ·(1−ρ224)


The nominal correlation determined with the methods explained in Chapter 9.3.1
and 10.3 and listed in Appendix E.3 is ρ24 = −0.72. Probing the impact of the assumed
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Figure 13.5: χ2 distribution for simultaneous extraction of the top-quark mass from all
bins of the normalised differential cross section as function of ρS when neglecting all
correlations.

correlation ρ24 it is varied from -1 to +1 in steps of 0.2 with additional steps around
the nominal value. The results for the extracted value of mtop for the minimum of

Equation 13.4 and the uncertainty derived from ∆χ2 = 1 are shown in Figure 13.6.

For the entire range of −1.0 ≤ ρ24 ≤ 1.0, the extracted value of mtop is stable at
the level of ±1 GeV. Higher values of mtop are obtained for large positive correlations
and lower values for large negative correlations. The precision of the extracted mtop

is stable at the level of 0.1% for −0.8 ≤ ρ24 ≤ −0.4. For assumed correlations that
are very different to the nominal value, the uncertainty of the extracted result for
mtop is significantly reduced. This means, that the uncertainty calculated assuming
ρ24 = −0.72 is not underestimated. The result for this assumed correlation is

mtop = 174.5± 2.7 GeV,

including statistical and systematic uncertainties.

The extracted result for mtop for each bin and for the simultaneous extraction of the
two most significant bins is compared to the world average value [172] in Figure 13.7.
The measured top-quark mass for the single bins of ρS and the combined value are in
good agreement with the world average value.

In summary, a first extraction of the top-quark mass from the differential cross section
of ρS is performed to study the expected sensitivity of the method. The obtained result
is in agreement with other measurements and the achieved precision is of the order
2.5 GeV (≈ 1.5%). This is approximately as precise as the top-quark mass extracted
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from the inclusive tt cross section but still a factor of three less precise than the most
precise direct measurements of mtop [169, 173, 174]. In comparison to the investigations
in [49], higher experimental uncertainties are observed. This might be due to the
number of considered uncertainty sources, the exact definition of ρS, the difference in
the experimental cuts applied and methods used as well as due the choice of the MC
event generator used for the estimate. MadGraph+pythia is used in this thesis while
the more precise prediction of powheg for tt̄+1 jet@NLO ME precision matched to
pythia for the PS is used for the investigations in [49].

A calibration of the obtained value and uncertainties is needed to turn this study into
a complete measurement. This would involve creating pseudo data sets with different
top-quark masses and comparing the measured result with the true value. .
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13.3 Possible Further Improvements

A first extraction of the top-quark mass from the normalised differential cross section

as function of ρS

(
1
σ

dσ
dρS

)
was presented to study the expected sensitivity of the method.

The analysis presented here is optimised for the normalised differential cross section
measurements. Hence, the precision of the determined top-quark mass can be improved
by further optimising the analysis specifically for this measurement.

With the method introduced in Chapter 10.3, the correlation between the bins of
1
σ

dσ
dρS

is calculated for every single uncertainty source. This information can be used to

perform the χ2-based extraction of the most probable top-quark mass separately for
every MC prediction that is used to evaluate a single source of systematic uncertainty.
It might turn out that this approach leads to more accurate results than the combined
χ2 method. In any case, this approach allows to quantify the separate systematic
uncertainty contributions, which is not possible with the combined method.

The large uncertainty of 1
σ

dσ
dρS

also induced by a large JES uncertainty is limiting
the precision of the extracted result for mtop. The JES uncertainty can be reduced e.g.
by a two-dimensional approach to determine the JES in-situ from the reconstructed
W-boson mass peak (see e.g. [169,219]). Within this approach, the JES calibration is
done for light jets and only uncertainties due to the difference in JES between gluon
and light jets and between b jets and light jets remain.
For a significant improvement in precision, the main issue is to reduce the model
uncertainty for the ρS measurement. This can be possibly achieved by using higher
order MC predictions (e.g. tt̄+1 jet at NLO QCD precision), which are already available.
Once a reduction of these uncertainties is achieved, one has to additionally check the
uncertainties stemming from other systematic variations like colour reconnection, which
are usually relevant in top-quark mass measurements. They are considered to be
negligible for the moment but might become important when reaching a precision in
the order of 1 GeV.

In the presented measurement, the top-quark mass is determined using MC predic-
tions. The main challenge to extract a top-quark mass which is ”theoretically well
defined” within a renormalisation scheme, e.g. the MS top-quark mass, is to construct
a phase space definition for ρS that can be accessed from both – theory and experiment.
This phase space has to be on the one hand close enough to the reconstruction level tt
+1 jet definition to limit uncertainties from migration effects and extrapolation. On the
other hand, a prediction that is parametrising 1

σ
dσ
dρS

as function of a ”theoretically well
defined” top-quark mass is needed. One possibility for the phase space definition is to
use a visible parton level definition, involving the top quarks and the highest pT parton
above a certain threshold produced through ISR.

Another possible extension for the determination of the top-quark mass from differen-
tial cross sections is a simultaneous extraction from more than one sensitive distribution
involving e.g. mlb [43]. This allows maximising the input information and the reduction
of uncertainties being different for the different cross section quantities.



Chapter 14

Summary, Conclusions and Outlook

Analysis Resumé

Understanding top-quark production and properties, in particular tt differential cross
sections, is crucial as test of QCD predictions and searches for new phenomena beyond
the SM. In this thesis, top-quark pair production at the LHC in proton-proton collisions
at
√

s = 8 TeV is studied. The analysed dataset is recorded by the CMS experiment and
corresponds to an integrated luminosity of 19.7 fb−1. The analysis documented here is
an extension of a previous work, which is also performed within this thesis project, and
contributed largely to CMS publications at

√
s = 7 TeV [25,28] and 8 TeV [26].

In the analysis presented in this thesis, the tt production cross section is measured
as a function of the kinematic properties of the tt system, the top quarks and their
final-state products (leptons and jets). Eighteen normalised differential tt cross sections
are measured using the semileptonic (tt→WWbb̄→ qq̄′`ν`bb̄) final states with one
prompt muon or electron. This analysis is the most comprehensive to date for this
process. In addition, the normalised differential cross sections are used to determine
the top-quark mass.

An event sample with an expected purity of 95% tt events is selected from data.
The four momenta of the top quarks are obtained from the measured lepton, jets and
neutrino with a constrained kinematic fitting procedure. Here, the neutrino momentum
is determined from the momentum imbalance in the transverse plane. An improved
event reconstruction method with respect to previous CMS analyses [23, 25, 26] is
introduced, involving a fitting procedure with two sequential steps. The first step is
optimised to find the correct assignment of the measured final state objects to the
underlying top and antitop quark while the second step is optimised to obtain the
kinematic properties of the top quarks with relaxed top-quark mass constraints to avoid
additional uncertainties.

The requirement of a minimal fit probability for the final measurement suppresses tt
events from decay modes other than the semileptonic signal and ensures a high fraction
of well-reconstructed signal events. In comparison to previous analyses in the same
final state [23, 25, 26], the expected fraction of correctly reconstructed signal events
is increased from 25% to over 50%. Consequently, the improved event reconstruction

255
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and selection results in reduced migration effects and a smaller total uncertainty of the
results.

The reconstructed event yields are corrected for the background contribution. Detec-
tor and migration effects are corrected using a regularised unfolding technique. The
normalised differential cross sections for quantities related to the final-state lepton or
jets are determined in a visible particle level phase space defined by the kinematical and
geometrical acceptance of the final-state particles. These cross sections do not suffer
from uncertainties due to extrapolation outside the experimentally accessible region. In
contrast, cross sections as a function of top-quark and top-quark pair quantities are
extrapolated to the full parton level phase space to allow for a comparison with recent
QCD calculations.
Finally, the differential cross sections are normalised to the in-situ measured inclusive
cross section in the corresponding phase space to reduce correlated systematic uncer-
tainties. The results are consistent with CMS results in the dileptonic tt final state
at
√

s = 8 TeV [27] and results of ATLAS and CMS at
√

s = 7 TeV [22, 25, 210].
ATLAS and CMS measurements of the transverse momentum of the top quarks
(pt

T) at
√

s = 7 TeV agree for pt
T > 200 GeV while slight differences are observed

for pt
T < 200 GeV. All measurements are compared with predictions of the Mad-

Graph+pythia, powheg+pythia, powheg+herwig and mc@nlo+herwig MC
event generators and if available also with perturbative QCD calculations up to ap-
prox. NNLO precision.

The typical precision of the differential measurements is at the order of 3 − 7%,
which is better than the typical precision of 5− 10% achieved for the corresponding
CMS analyses at

√
s = 7 TeV [23,25]. While most cross sections are described by QCD

predictions within uncertainties, several quantities favour or disfavour some of these
predictions.

As already observed in the published CMS analysis for
√

s = 7 TeV data [25], the
measured pt

T distribution is softer in data than predicted by the MadGraph+pythia,
powheg+pythia and mc@nlo+herwig MC event generators while a perturbative
QCD prediction at approx. NNLO precision [205] yields a better description. For
pt

T < 200 GeV, the observed difference between data and MC predictions is up to 10%
and not fully covered by the uncertainties of the measurement.
Moreover, the powheg+herwig MC prediction provides a good prescription of pt

T

and all other differential measurements presented in this thesis. Within the Top-
Quark LHC working group (TopLHCWG), the discussion about the difference between
powheg+herwig and the other MC predictions started [213]. Understanding this dif-
ference in detail will be an important step in interpreting the measured pt

T distribution.

A wide range of tests ensures that the measured difference between the pt
T distribu-

tion in data and MadGraph+pythia is not artificially introduced by the unfolding
method or a mismodelling, e.g. of the pile-up distribution or the Jet Energy Scale (JES).
Consistent with pt

T, the transverse momentum distributions of the directly mea-
sured final-state lepton and b jets are observed to be softer than predicted by Mad-
Graph+pythia. This difference is already observed before full event reconstruction.
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In addition, the transverse momentum of the top quarks in the tt rest frame and the
transverse momentum distributions of the top quark with higher and lower transverse
momentum are found to be softer in data than predicted by MadGraph+pythia.
The difference is observed to be slightly larger for the top quark with lower transverse
momentum.

The improved description of the measured pt
T distribution by the approx. NNLO pre-

diction, the observed larger discrepancy between data and predictions for the top quark
with lower transverse momentum and first studies regarding the difference between the
powheg+pythia and powheg+herwig predictions indicate that the difference for
pt

T in data and the MadGraph+pythia, powheg+pythia and mc@nlo+herwig
predictions might be due to higher order QCD effects.

The correct modelling of the pt
T spectrum is crucial for many Higgs measurements

and analyses searching for new physics phenomena. The results for pt
T from this work are

used to derive generalised correction factors for the MadGraph+pythia tt prediction,
which are used in current CMS analyses [214–216]. Until the origin of the difference in
pt

T is fully understood or the powheg+herwig MC event generator becomes the new
simulation standard, the introduced pt

T correction procedure will remain the best tool
to correct the simulation of the pt

T distribution.

The dependence of the tt production cross section on the top-quark mass (mtop) allows
determining this parameter from the measured normalised differential cross sections.
Motivated by theoretical studies [49] the extraction of mtop from the dimensionless
quantity ρS= 2·170 GeV

mttj
is studied. Here, mttj is the invariant mass of the tt pair and

an additionally produced jet. The available MadGraph+pythia MC prediction is
used for the mtop extraction. The obtained result of 174.5 GeV is within the achieved
precision of about 1.5% compatible with other CMS measurements and the world
average value. However, the uncertainty is still a factor of three higher in comparison
to the most precise single mtop measurement [173] and a calibration of the obtained
value and uncertainties is needed to turn this study into a complete measurement.

Analysis Perspectives

This work covers the most comprehensive differential tt cross section analysis to date.
While several improvements with respect to previous CMS measurements have been
implemented, further improvements and extensions of the analysis are possible and will
be briefly discussed in the following.

The most relevant experimental uncertainty source is the JES. CMS publishes uncer-
tainties for all jet flavours [153, 220]. Therefore, it is possible to calculate an individual
JES uncertainty for the analysis-specific jet-flavour composition.
Another aspect that will increase the precision of the differential measurements, is an
improved understanding of the modelling differences between herwig and pythia,
if these are used for the parton showering of MC predictions. These differences are
addressed within the hadronisation uncertainty and are currently one of the major
uncertainty sources. This uncertainty includes not only a different fragmentation model,
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but e.g. also different flavour abundances which might affect the b-jet identification.
In order to improve the precision for all differential cross section measurements signi-
ficantly, it can be useful to constrain the systematic uncertainty for the modelling of
the tt signal events with data. One possible approach is to use combined likelihood
methods that fit theory model parameters (such as e.g. Q2) as nuisance parameters
within the unfolding procedure. Alternatively, an iterative unfolding procedure can be
used, which corrects the assumed shape of the prediction in the unfolding step by the
result of the previous iteration separately for each systematic uncertainty.

The precision of the performed cross section measurements in the visible particle
level phase space can be improved by optimising the analysis for those quantities for
example by using resolutions for particle level objects instead of parton level objects in
the event reconstruction.
Using dedicated reconstruction techniques for boosted topologies [221,222] can help to
improve the efficiency for these events and extend e.g. the range of the measurement in

mtt.
The precision of the top-quark mass measurement can be improved by further optimising
the analysis specifically for this measurement. For example, the large JES uncertainties
can be reduced by an in-situ calibration using the hadronically decaying W boson or
the modelling uncertainties can be reduced using higher order MC predictions.

The measured normalised differential cross sections of this thesis are a valuable input
for many other analyses and can be used further to improve our understanding of nature.
Moreover, the provided full (statistical and systematic) covariance matrices are crucial
for several of these follow-up analyses.
The sensitivity of several cross section quantities like e.g. the invariant mass of the top-
quark pair [9] or the difference in azimuthal angle of the two top quarks [62] regarding
new physics signatures can be used to derive limits from the presented measurements
for different BSM scenarios.
The precision of the differential cross section measurements might be further improved
by combining them with those from ATLAS. A combination is possible as equal top-
quark definitions are used as also checked within this thesis and presented in the
TopLHCWG [178].

The large size of the LHC dataset can be used to extend the analysis to double- or (for
the expected next data-taking period) even multi-dimensional differential measurements.

A two-dimensional measurement for ytand mtt is for example beneficial as input for
PDF constraints [191,192]. Other multidimensional measurements can be helpful to
investigate pt

T further.
A possible extension of the differential tt cross section measurements is using the concept
of so-called ”pseudo tops” as discussed in [223,224].

Altogether, this thesis proves that normalised differential tt cross section analyses
are an important piece in the puzzle of high energy physics. Their precise knowledge
and correct modelling has an impact even beyond top-quark physics. Therefore, they
will also remain relevant for the LHC-restart at a higher centre-of-mass energy.



Appendix A

Details on Trigger- and
Lepton-Selection Efficiencies

One-dimensional efficiencies and data to MC prediction SFs obtained from the T&P
study as explained in Chapter 6.7 for the corresponding trigger and lepton selection are
shown for the electron (Figure A.1 and A.2) and the muon (Figure A.3). All statistical
uncertainties shown refer to Clopper-Pearson confidence intervals [163].
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Figure A.1: The single-electron tag-and-probe trigger efficiencies (left) and selection
efficiencies (right) for MC and data (upper part) and the corresponding scale factor
(lower part) as a function of pT of the electron. Red lines denote MC while black
markers denote data. The shown uncertainty bars refer to the statistical uncertainties
only.
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Figure A.2: The single-electron tag-and-probe trigger efficiencies (left) and selection
efficiencies (right) for MC and data (upper part) and the corresponding scale factor
(lower part) as a function of η of the electron in different ranges of pT. Red lines denote
MC while black markers denote data. The shown uncertainty bars refer to the statistical
uncertainties only.
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Figure A.3: The single-muon tag-and-probe trigger efficiencies (left) and selection
efficiencies (right) for MC and data (upper part) and the corresponding scale factor
(lower part) as a function of pT (top row) and η (bottom row) of the muon. Red lines
denote MC while black markers denote data. The shown uncertainty bars refer to the
statistical uncertainties only.
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Appendix B

Efficiencies of the Minimal
χ

2
-Probability Requirement

The minimal χ2-probability requirement introduced in Chapter 7.2.3 is an essential
part of the analysis strategy. To ensure a good understanding of the applied selection
requirement of 2%, the corresponding efficiency is compared between data and MC
prediction as a function of the several differential cross section quantities for the lepton,
b jets, top quarks and tt system. The obtained results are shown Figure B.1 to B.3.
The uncertainties shown correspond only to statistical uncertainties on the data and
the MC prediction.

The differential shapes of the efficiency is well described and observed small differences
are expected to be fully covered by the systematic uncertainties. A difference for the
absolute efficiency is discussed in Chapter 7.3.3 and does not show up here because the
efficiencies are derived from the event yields where the tt component is individually
normalised to the in-situ measured inclusive cross section to focus on shape effects.
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Figure B.1: Efficiency for the minimal χ2-probability requirement in data and Mad-
Graph+pythia MC prediction as function of the tt cross section quantities. The
shown uncertainties are statistical uncertainties only.
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Figure B.2: Efficiency for the minimal χ2-probability requirement in data and MC
prediction as function of the top-quark cross section quantities. The shown uncertainties
are statistical uncertainties only.
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Figure B.3: Efficiency for the minimal χ2-probability requirement in data and Mad-
Graph+pythia MC prediction as function of the lepton and b-jet quantities. The
shown uncertainties are statistical uncertainties only.



Appendix C

Migration Matrices for all Cross
Section Quantities

The migration matrix is defined as:

Amigr
ij =

Ngen in bin i, ∈phase space
reco in bin j

N
bins∑

bin i=1

Ngen in bin i, ∈phase space
reco in bin j

For all events generated in the corresponding bin shown on the x axis, the entry in
each row represents the the fraction of those events which are reconstructed in the bin
shown on the y axis. Therefore, the diagonal elements are identical to the stability
defined in Chapter 8.4 while far off-diagonal entries indicate long range migrations.
Furthermore, the migrations from events which are not part of the defined phase space
but are reconstructed and selected are not shown.

Finally, the obtained migration matrices for the other visible particle level phase
are shown in for the lepton and b jet cross section quantities in Figure C.1 and for the
other final state quantities in Figure C.2. Moreover, the obtained migration matrices for
the extrapolated parton level phase space are shown in C.3 for cross section quantities
related to transverse momentum of the top quark and in Figure C.4 for the other cross
section quantities related to top quarks and the tt system.
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Figure C.1: Migration matrix for the cross section quantities related to leptons and
single b jets in the visible particle level phase space for the combined `+jets channel.
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Figure C.2: Migration matrix for the cross section quantities related to the bb system,
the invariant mas of the lepton and the leptonic b jet and ρS in the visible particle level
phase space for the combined `+jets channel.
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Figure C.3: Migration matrix for the cross section quantities related to single top quarks
and the tt system in the extrapolated parton level phase space for the combined `+jets
channel.
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Figure C.4: Migration matrix for the cross section quantities related to single top quarks
and the tt system in the extrapolated parton level phase space for the combined `+jets
channel.



Appendix D

Summary Tables of the Normalised
Differential Cross Sections

To provide the measured normalised differential cross sections in detail as input for
potential follow-up analyses, the measured value, statistical and systematic uncertainties
are listed for each bin and every cross section quantity in Table D.2 to D.5. In addition
to the experimental result (sub-script exp) the MadGraph+pythia MC prediction
(sub-script MC), which is used to perform the measurement, is quoted too. In general,
systematic uncertainties dominate over statistical ones. Only in a few cases they are
approximately equal.
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ptt
T [ GeV ]

(
1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

0 to 20 0.014369 0.013230 2.3 7.9 8.2
20 to 45 0.011422 0.011840 2.1 3.6 4.1
45 to 75 0.005876 0.006398 1.8 5.5 5.8
75 to 120 0.002810 0.002844 2.3 6.6 7.0
120 to 190 0.001129 0.001066 2.6 5.8 6.3
190 to 300 0.000311 0.000306 3.8 12.3 12.9

ytt
(

1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

-2.5 to -1.3 0.066111 0.060722 3.5 3.0 4.6
-1.3 to -0.9 0.228084 0.220167 1.8 2.4 3.0
-0.9 to -0.6 0.315649 0.326531 1.8 2.9 3.4
-0.6 to -0.3 0.374468 0.372938 1.7 1.6 2.3
-0.3 to 0.0 0.406563 0.426863 1.6 1.6 2.3
0.0 to 0.3 0.407308 0.412947 1.6 1.9 2.4
0.3 to 0.6 0.374207 0.374318 1.7 1.8 2.4
0.6 to 0.9 0.315055 0.317369 1.8 1.9 2.6
0.9 to 1.3 0.227914 0.229797 1.8 2.2 2.8
1.3 to 2.5 0.066069 0.064105 3.3 3.9 5.1

mtt [ GeV ]
(

1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

345 to 400 0.004701 0.004694 2.1 7.2 7.5
400 to 470 0.004422 0.004300 2.1 2.9 3.6
470 to 550 0.002530 0.002673 2.0 6.1 6.4
550 to 650 0.001216 0.001165 2.3 7.9 8.2
650 to 800 0.000464 0.000466 2.5 4.2 4.9
800 to 1100 0.000106 0.000114 3.0 9.6 10.0
1100 to 1600 0.000011 0.000011 8.0 9.8 12.7

Table D.1: Normalised differential cross section for the combined `+jets channel in the
extrapolated parton level phase space as a function of the top-quark pair observables:

transverse momentum ptt
T, rapidity ytt and invariant mass mtt of the top quark pair

system. The quoted uncertainties in the last three columns refer to the data result
(sub-script exp). The quoted Monte-Carlo prediction (MC) is obtained from the
MadGraph+pythia event generator.
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pt
T [ GeV ]

(
1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

0 to 60 0.003732 0.004137 1.2 3.6 3.8
60 to 100 0.006487 0.006692 1.3 1.9 2.3
100 to 150 0.005063 0.004962 1.1 3.0 3.2
150 to 200 0.002786 0.002660 1.3 3.5 3.8
200 to 260 0.001238 0.001057 1.6 3.2 3.6
260 to 320 0.000484 0.000399 2.2 5.6 6.0
320 to 400 0.000173 0.000130 2.8 7.7 8.1
400 to 500 0.000050 0.000037 5.5 9.5 11.0

pt
T (t̄t com) [ GeV ]

(
1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

0 to 60 0.004035 0.004438 1.6 4.4 4.7
60 to 100 0.006820 0.007032 1.7 1.4 2.2
100 to 150 0.005054 0.004925 1.5 2.9 3.2
150 to 200 0.002588 0.002440 1.9 3.2 3.7
200 to 260 0.001068 0.000900 2.4 3.8 4.4
260 to 320 0.000389 0.000321 3.3 4.2 5.4
320 to 400 0.000132 0.000094 4.5 6.3 7.8
400 to 500 0.000036 0.000025 9.6 9.3 13.4

yt
(

1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

-2.5 to -1.6 0.069567 0.073563 2.5 3.9 4.6
-1.6 to -1.2 0.175211 0.175063 1.5 2.5 2.9
-1.2 to -0.8 0.249948 0.261230 1.4 3.0 3.3
-0.8 to -0.4 0.311458 0.300112 1.3 1.3 1.8
-0.4 to 0.0 0.346099 0.333246 1.2 1.5 1.9
0.0 to 0.4 0.346227 0.331009 1.2 1.6 2.0
0.4 to 0.8 0.311138 0.300043 1.3 1.8 2.2
0.8 to 1.2 0.249590 0.246602 1.4 3.0 3.3
1.2 to 1.6 0.175218 0.187734 1.4 1.6 2.1
1.6 to 2.5 0.069545 0.077701 2.4 3.4 4.2

Table D.2: Normalised differential cross section for the combined `+jets channel in the
extrapolated parton level phase space as a function of the following top-quark quantities:
transverse momentum (pt

T), transverse momentum in the tt rest frame (pt
T (t̄t com))

and rapidity (yt). The quoted uncertainties in the last three columns refer to the data
result (sub-script exp). The quoted Monte-Carlo prediction (MC) is obtained from the
MadGraph+pythia event generator.
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plead t
T [ GeV ]

(
1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

0 to 60 0.002349 0.002611 2.2 5.0 5.5
60 to 100 0.006059 0.006391 1.5 2.5 3.0
100 to 150 0.005587 0.005560 1.3 3.3 3.6
150 to 200 0.003416 0.003358 1.6 3.6 4.0
200 to 260 0.001621 0.001428 1.9 3.4 3.9
260 to 320 0.000663 0.000556 2.5 6.4 6.8
320 to 400 0.000243 0.000187 3.1 8.2 8.8
400 to 500 0.000072 0.000056 6.0 10.6 12.2

psublead t
T [ GeV ]

(
1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

0 to 60 0.005115 0.005638 1.4 3.2 3.5
60 to 100 0.006916 0.006975 1.9 2.0 2.7
100 to 150 0.004538 0.004387 1.7 2.7 3.2
150 to 200 0.002157 0.001972 2.2 3.2 3.9
200 to 260 0.000854 0.000693 2.8 3.3 4.3
260 to 320 0.000306 0.000243 4.0 4.5 6.0
320 to 400 0.000103 0.000075 5.3 7.3 9.0
400 to 500 0.000028 0.000019 11.4 11.2 16.0

∆φ (t,̄t)
(

1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

0.00 to 2.00 0.064357 0.068326 2.2 7.2 7.5
2.00 to 2.75 0.299154 0.321726 1.2 3.9 4.0
2.75 to 3.00 1.079666 1.125005 1.4 3.3 3.5
3.00 to 3.15 2.513355 2.272023 1.3 6.6 6.8

Table D.3: Normalised differential cross section for the combined `+jets channel in the
extrapolated parton level phase space as a function of the transverse momentum of the
highest pT top quark (plead t

T ), the transverse momentum of the lowest pT top quark
(plead t

T ) and the difference in azimuthal angle of the two top quarks (∆φ (t,̄t)). The
quoted uncertainties in the last three columns refer to the data result (sub-script exp).
The quoted Monte-Carlo prediction (MC) is obtained from the MadGraph+pythia
event generator.

. . .
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pl
T [ GeV ]

(
1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

30 to 37 0.013093 0.014263 2.2 2.4 3.3
37 to 45 0.021267 0.022109 1.4 2.8 3.1
45 to 55 0.017823 0.018294 1.4 1.8 2.3
55 to 68 0.013507 0.013605 1.5 1.4 2.1
68 to 80 0.009542 0.009420 2.0 1.6 2.5
80 to 100 0.006013 0.005893 1.8 1.6 2.4
100 to 135 0.002718 0.002511 2.1 6.3 6.7
135 to 200 0.000692 0.000573 3.3 9.9 10.4

ηl
(

1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

-2.1 to -1.8 0.083295 0.097643 4.3 4.3 6.0
-1.8 to -1.5 0.129895 0.137417 3.3 3.1 4.5
-1.5 to -1.2 0.187700 0.194319 2.7 3.1 4.1
-1.2 to -0.9 0.248929 0.238727 2.5 2.8 3.7
-0.9 to -0.6 0.302304 0.303410 2.0 2.3 3.0
-0.6 to -0.3 0.345832 0.341437 1.9 1.4 2.3
-0.3 to 0.0 0.367847 0.360210 1.9 1.6 2.5
0.0 to 0.3 0.368524 0.338984 2.0 2.0 2.8
0.3 to 0.6 0.345572 0.334740 1.9 3.1 3.6
0.6 to 0.9 0.303200 0.306142 1.9 4.4 4.8
0.9 to 1.2 0.249268 0.250379 2.2 2.2 3.2
1.2 to 1.5 0.188158 0.201151 2.6 2.3 3.5
1.5 to 1.8 0.130012 0.135696 3.3 2.7 4.3
1.8 to 2.1 0.082800 0.093079 4.2 5.6 7.0

pb
T [ GeV ]

(
1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

30 to 48 0.012795 0.013966 1.2 7.0 7.1
48 to 75 0.011889 0.012348 0.9 1.9 2.1
75 to 180 0.003909 0.003669 0.7 4.9 5.0
180 to 400 0.000170 0.000134 3.3 12.8 13.2

ηb
(

1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

-2.4 to -1.5 0.091601 0.100452 1.7 2.9 3.3
-1.5 to -1.0 0.204017 0.208162 1.3 1.5 2.0
-1.0 to -0.5 0.288985 0.276691 1.1 1.3 1.7
-0.5 to 0.0 0.341621 0.322657 1.1 2.1 2.3
0.0 to 0.5 0.341659 0.328323 1.1 2.0 2.2
0.5 to 1.0 0.289444 0.289402 1.1 1.1 1.6
1.0 to 1.5 0.204200 0.208720 1.4 2.2 2.6
1.5 to 2.4 0.091773 0.102906 1.6 2.9 3.3

Table D.4: Normalised differential cross section for the combined `+jets channel in
the visible particle level phase space as a function of the transverse momentum pT

pseudo-rapidity η of the lepton (pl
T,ηl) and the b-jet (pb

T,ηb). The quoted uncertainties in
the last three columns refer to the data result (sub-script exp). The quoted Monte-Carlo
prediction (MC) is obtained from the MadGraph+pythia event generator.
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mlb [ GeV ]
(

1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

0 to 90 0.002764 0.002592 2.3 10.3 10.5
90 to 122 0.009492 0.009348 1.3 4.5 4.7
122 to 500 0.001178 0.001230 1.4 7.8 7.9

mbb [ GeV ]
(

1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

0 to 85 0.001955 0.002004 1.9 7.8 8.1
85 to 135 0.005637 0.005787 1.7 4.0 4.3
135 to 190 0.004547 0.004436 2.0 3.2 3.8
190 to 255 0.002494 0.002368 2.5 4.7 5.3
255 to 325 0.001121 0.001132 3.7 7.7 8.6
325 to 415 0.000432 0.000450 4.9 8.9 10.2
415 to 505 0.000150 0.000157 8.8 13.1 15.8
505 to 630 0.000049 0.000047 12.6 28.4 31.1
630 to 800 0.000012 0.000012 21.9 15.4 26.8

pbb
T [ GeV ]

(
1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

0 to 35 0.003293 0.003412 2.4 4.1 4.7
35 to 75 0.006784 0.006553 1.7 3.0 3.5
75 to 115 0.008290 0.008514 1.5 3.0 3.4
115 to 155 0.004954 0.005040 2.0 6.9 7.1
155 to 280 0.000632 0.000579 3.8 12.1 12.7
280 to 500 0.000020 0.000017 14.1 31.5 34.6

Njets

(
1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

3.5 to 4.5 0.513525 0.516308 0.7 14.5 14.5
4.5 to 5.5 0.321758 0.325448 1.3 13.2 13.3
5.5 to 6.5 0.121527 0.115853 3.3 11.9 12.4
6.5 to 7.5 0.034157 0.034852 7.0 13.4 15.1
7.5 to 9.5 0.004416 0.003695 19.3 27.6 33.6

ρS= 2·170GeV
mttj

(
1
σ

dσ
dX

)
MC

(
1
σ

dσ
dX

)
exp

stat. [%] syst. [%] tot. [%]

0.00 to 0.25 0.018865 0.023553 10.9 62.9 63.9
0.25 to 0.55 1.444428 1.642313 4.7 15.6 16.3
0.55 to 0.70 2.563340 2.358678 4.4 14.1 14.7
0.70 to 1.10 0.443636 0.369040 9.6 27.1 28.8

Table D.5: Normalised differential cross section for the combined `+jets channel in the
visible particle level phase space as a function of the invariant mass of the lepton and

the leptonic b jet (mlb), the invariant mass (mbb) and the transverse momentum (pbb
T )

of the bb system, the jet multiplicity (Njets) and ρS. The quoted uncertainties in the
last three columns refer to the data result (sub-script exp). The quoted Monte-Carlo
prediction (MC) is obtained from the MadGraph+pythia event generator.



Appendix E

Covariance and Correlation
Matrices of the Differential
Measurements

The covariance matrices for all normalised differential cross section measurements are
derived following the method explained in Chapter 9.3.1 for the statistical uncertainty
and the method explained in Chapter 10.3 for all systematic uncertainties. The
corresponding results can be found in Appendix E.1 for the statistical and Appendix E.2
for the systematic uncertainties. Furthermore, the total (stat.⊕syst.) correlation of
the normalised differential cross sections is derived from the covariance matrices using
Equation 10.16 in Chapter 10.3. The obtained results are shown in Appendix E.3.

279



280 Covariance and Correlation Matrices of the Differential Measurements

E.1 Statistical Covariance Matrices

The statistical covariance matrices for all normalised differential cross sections are
shown in Figure E.1 and E.2 for the quantities measured in the visible particle level
phase space and in Figure E.3 and E.4 for the quantities measured in the extrapolated
parton level phase space.
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Figure E.1: Statistical covariance of the measured normalised differential cross section
for the lepton and b-jet quantities in the visible particle level phase space.
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Figure E.2: Statistical covariance of the measured normalised differential cross section
for the bb system quantities, the jet multiplicity, the invariant mass of the lepton and
the leptonic b bjet and ρS in the visible particle level phase space.
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Figure E.3: Statistical covariance of the measured normalised differential cross section
for the top-quark quantities in the extrapolated parton level phase space.
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Figure E.4: Statistical covariance of the measured normalised differential cross section
for the tt system quantities in the extrapolated parton level phase space.
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E.2 Systematic Covariance Matrices

The systematic covariance matrices for all normalised differential cross sections are
shown in Figure E.5 and E.6 for the quantities measured in the visible particle level
phase space and in Figure E.7 and E.8 for the quantities measured in the extrapolated
parton level phase space.
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Figure E.5: Systematic covariance of the measured normalised differential cross section
for the lepton and b-jet quantities in the visible particle level phase space.
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Figure E.6: Systematic covariance of the measured normalised differential cross section
for the bb system quantities, the jet multiplicity, the invariant mass of the lepton and
the leptonic b bjet and ρS in the visible particle level phase space.
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Figure E.7: Systematic covariance of the measured normalised differential cross section
for the top-quark quantities in the extrapolated parton level phase space.
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Figure E.8: Systematic covariance of the measured normalised differential cross section
for the tt system quantities in the extrapolated parton level phase space.
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E.3 Correlations of the Final Result

The combined (statistical and systematic) correlation matrices for all normalised differ-
ential cross sections are shown in Figure E.9 and E.10 for the quantities measured in the
visible particle level phase space and in Figure E.11 and E.12 for the quantities measured
in the extrapolated parton level phase space. As expected, predominantly negative
correlations are observed due to the normalisation of the results. Moreover, migration
effects often result in a positive correlation for neighbouring bins with approximately
equal content.
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Figure E.9: Total (statistical and systematic) correlation of the measured normalised
differential cross section for the lepton and b-jet quantities in the visible particle level
phase space.
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Figure E.10: Total (statistical and systematic) correlation of the measured normalised
differential cross section for the bb system quantities, the jet multiplicity, the invariant
mass of the lepton and the leptonic b bjet and ρS in the visible particle level phase
space.
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Figure E.11: Total (statistical and systematic) correlation of the measured normalised
differential cross section for the top-quark quantities in the extrapolated parton level
phase space.
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Figure E.12: Total (statistical and systematic) correlation of the measured normalised
differential cross section for the tt system quantities in the extrapolated parton level
phase space.
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Appendix F

Fine-Binned Monte-Carlo
Predictions at

√
s = 7 TeV

Within the TopLHCWG, the predicted shapes of the most important cross section
quantities have been studied for various MC event generators at

√
s = 7 TeV (see

discussion in Chapter 11.2.5).
One million simulated events are used for all MC event generators. All predictions are
normalised by the number of entries to compare the predicted shape of the distributions.
The corresponding CMS MC predictions for the extrapolated parton level phase space
can be found in Figure F.1. The statistical uncertainty for a single MC prediction is
indicated as light grey band.
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Figure F.1: Comparison of normalised differential distributions predicted by different
MC event generators of CMS in the extrapolated parton level phase space for the
transverse momentum (pt

T, a) and rapidity (yt, b) of the top quarks as well as for the

transverse momentum (ptt
T, c), invariant mass (mtt, d) and rapidity (ytt, e) of the tt

system. The grey band indicates the statistical uncertainty of a single MC prediction.



Appendix G

Uncertainties of the
MadGraph+Pythia Prediction

The results of the normalised differential cross sections presented in Chapter 11.2 do
not include uncertainty bands for the MC predictions. Therefore, the impact of the
main modelling parameters (Q2 scale, ME-PS matching scale and top-quark mass) on
the MadGraph+pythia MC prediction are shown in Figure G.1 and G.2.
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Figure G.1: Impact of the top-quark mass, Q2 scale and ME-PS matching scale on
the normalised differential cross section predicted by MadGraph+pythia for the tt
system quantities.
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Figure G.2: Impact of the top-quark mass, Q2 scale and ME-PS matching scale on
the normalised differential cross section predicted by MadGraph+pythia for the
top-quark quantities.



Appendix H

Compatibility of Data and the
MadGraph+Pythia Prediction

Quantifying the agreement between data and the MadGraph+pythia prediction, the
difference in the normalised differential cross section relative to the uncertainties are
shown in Figure H.1 and H.2. The results of the measurement and the prediction as well
as the uncertainties of the measurement are detailed in Appendix D. The uncertainties
of the prediction are detailed in Appendix G and the following uncertainties sources
are taken into account:

• mtop ± 1 GeV

• ME-PS matching threshold

• Q2 scale

}
see Chapter 10

The typical difference between data and simulation is at the level of one to two
standard deviations of the combined uncertainty of data and prediction. However, the
measurements related to the top-quark transverse momentum differ by typically two to
three (two to five) standard deviations of the combined (data) uncertainty.
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Figure H.1: Difference of the normalised differential cross section between data and the
MadGraph+pythia prediction for the tt-system cross section quantities.

Collin und Franzi - ich liebe euch!
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Figure H.2: Difference of the normalised differential cross section between data and the
MadGraph+pythia prediction for the top-quark cross section quantities.
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Appendix I

χ
2

Comparison With Correlations

In Chapter 11.2.3, the compatibility between data and the different theory predictions
is evaluated for each measured normalised differential cross section by calculating a
χ2/ndof expression. The correlation between the different bins is neglected in this
approach. However, the expected correlation of the normalised differential cross sections
are presented in Appendix E and found to be sizeable in several cases and a χ2/ndof
is calculated using the total (statistical and systematic) covariance matrix of the
measurement, following the approach in [22]:

χ2
theory

ndof
=

(
1

Nbins − 1

)
·
(
~∆T

Nbins−1 ·COV−1
sub · ~∆Nbins−1

)
. (I.1)

Due to the normalisation, ndof and the rank of the covariance matrix is lowered by
one and one bin is discarded for the calculation to receive an invertible ((Nbins − 1)×
(Nbins − 1)) sub-matrix (COVsub) of the full covariance matrix. Analogously, the
corresponding entry in the vector of differences between data and theory prediction

(~∆ = ~( 1
σ

dσ
dX

)
data
− ~( 1

σ
dσ
dX

)
theory

) is also discarded.

The calculated χ2/ndof expression is expected to be independent of the discarded
bin. In addition, the p-value, which corresponds to the probability that the χ2 is larger
than or equal to the observed value assuming the prediction to be correct, is calculated
using Equation 7.5. The results can be found in Table I.1 for the extrapolated parton
level phase space and in Table I.2 for the visible particle level phase space.

Note, that the result for χ2/ndof depends heavily on the calculated systematic
covariance matrices. The used method (see Chapter 10.3) has been mainly checked
for the measured cross sections in the extrapolated parton level phase space. For
some quantities measured in the visible particle level phase space like e.g. Njets, the
convergence of the iterative procedure is worse and the changes of the total systematic
uncertainties by the procedure are observed to be larger than for the quantities in
the extrapolated parton level phase space. The obtained result is found to be not
completely independent of the choice of the removed bin for some quantities like e.g. pl

T,
indicating that the normalisation condition is not perfectly fulfilled for all considered
systematic variations in the applied procedure due to the symmetrisation of up and
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down variations.

quantity

χ2
theory

ndof (p-value)

MadGraph
+ pythia

mc@nlo
+ herwig

powheg
+ pythia

powheg
+ herwig

pert.QCD

pt
T 4.9 (0.00) 4.8 (0.00) 4.8 (0.00) 1.4 (0.21) 1.9 (0.06)

plead t
T 3.8 (0.00) 3.5 (0.00) 4.2 (0.00) 1.2 (0.31) -

psublead t
T 8.4 (0.00) 4.3 (0.00) 4.7 (0.00) 0.8 (0.61) -

pt
T (t̄t com) 8.5 (0.00) 2.7 (0.01) 3.6 (0.00) 0.7 (0.67) -

yt 3.2 (0.00) 2.3 (0.02) 2.0 (0.03) 2.2 (0.02) 2.9 (0.00)
∆φ (t,̄t) 1.0 (0.38) 1.2 (0.30) 2.3 (0.07) 1.9 (0.12) -

mtt 0.6 (0.74) 2.3 (0.03) 3.0 (0.01) 1.3 (0.27) 3.0 (0.01)

ptt
T 2.0 (0.07) 1.7 (0.12) 2.5 (0.03) 1.1 (0.38) 6.8 (0.00)

ytt 1.1 (0.35) 1.7 (0.07) 2.1 (0.03) 2.0 (0.03) -
average 3.7 (0.17) 2.7 (0.06) 3.2 (0.02) 1.4 (0.29) -

Table I.1: χ2/ndof expressions and p-values for all normalised differential cross sections
measured in the extrapolated parton level phase space for all investigated predictions
using the total (statistical and systematic) covariance matrix. The last column corre-

sponds to a perturbative QCD calculation of NLO+NNLL precision [202] for mtt [203]

and ptt
T [204] and approx. NNLO precision for pt

T and yt [205].

quantity

χ2
theory

ndof (p-value)

MadGraph
+ pythia

mc@nlo
+ herwig

powheg
+ pythia

powheg
+ herwig

pl
T 1.5 (0.18) 1.1 (0.33) 2.0 (0.05) 1.0 (0.40)

ηl 1.7 (0.06) 1.0 (0.42) 0.7 (0.73) 0.9 (0.57)

pb
T 2.0 (0.11) 0.8 (0.51) 1.8 (0.14) 0.5 (0.66)

ηb 2.4 (0.02) 1.1 (0.39) 1.0 (0.40) 0.8 (0.57)

pbb
T 1.0 (0.43) 1.2 (0.33) 1.4 (0.24) 1.0 (0.42)

mbb 0.6 (0.75) 0.6 (0.74) 0.5 (0.83) 0.9 (0.54)

mlb 0.2 (0.80) 0.3 (0.71) 0.2 (0.83) 0.2 (0.81)
Njets 0.3 (0.89) 3.4 (0.01) 0.9 (0.47) 0.7 (0.59)
ρS 0.4 (0.73) 0.6 (0.64) 0.9 (0.43) 1.0 (0.40)
average 1.1 (0.44) 1.1 (0.45) 1.1 (0.46) 0.8 (0.55)

Table I.2: χ2/ndof expressions and p-values for all normalised differential cross sections
measured in the visible particle level phase space for all investigated predictions using
the total (statistical and systematic) covariance matrix.
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Unterstützung, die ich in den letzten Jahren sowohl innerhalb der Arbeitsgruppe als auch von

privater Seite von meiner Lebensgefährtin, Familie und Freunden erfahren durfte, sind einzigartig.

Wenn ich nun am Ende meiner Doktorarbeit zurückblicke, dann sehe ich nicht nur Betreuer

und Arbeitskollegen, sondern vor allem Ratgeber und Freunde über die Grenzen der Arbeit

hinweg. Danke meine lieben Betreuer: Roger, Thomas, Martijn, Maria und Hartmut – ich habe

von jedem von Euch etwas unterschiedliches gelernt und jeder war auf seine Weise als Betreuer

großartig. Danke Jörn, meinem Bruder im Geiste, und Holger, der großen Konstanten in den

letzten Jahren – wir drei waren in unserer gemeinsamen Zeit ein unschlagbares Team und uns

verbindet mehr als nur die Arbeit. Danke Eike, dass du es vom ersten bis zum letzten Tag
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