High-Energy Scattering in strongly
coupled N = 4 super Yang-Mills Theory

Dissertation

zur Erlangung des Doktorgrades
an der Fakultat fiir Mathematik,
Informatik und Naturwissenschaften

Fachbereich Physik
der Universitat Hamburg

vorgelegt von
MARTIN SPRENGER
aus

BAD SODEN AM TAUNUS

Hamburg
2014



Datum der Disputation: 9. Juli 2014

Folgende Gutachter empfehlen die Annahme der Dissertation:

Prof. Dr. Volker Schomerus
Prof. Dr. Joachim Bartels
Prof. Dr. Gregory Korchemsky



Abstract

This thesis concerns itself with the analytic structure of scattering amplitudes in strongly
coupled N' = 4 super Yang-Mills theory (abbreviated N/ = 4SYM) in the multi-Regge
limit. Through the AdS/CFT-correspondence observables in strongly coupled N' = 4SYM
are accessible via dual calculations in a weakly coupled string theory on an AdSsxS°-
geometry, in which observables can be calculated using standard perturbation theory. In
particular, the calculation of the leading order of the n-gluon amplitude in N' = 4SYM
at strong coupling corresponds to the calculation of a minimal surface embedded into
AdSs. This surface ends on the concatenation of the gluon momenta, which is a light-
like curve. The calculation of the minimal surface area can be reduced to finding the
solution of a set of non-linear, coupled integral equations, which have no analytic solution
in arbitrary kinematics. In this thesis, we therefore specialise to the multi-Regge limit,
the n-particle generalisation of the Regge limit. This limit is especially interesting as even
in the description of scattering amplitudes in weakly coupled N' = 4SYM in this limit a
certain set of Feynman diagrams has to be resummed. This description organises itself into
orders of logarithms of the energy involved in the scattering process. In this expansion
each order in logarithms includes terms from every order in the coupling constant and
therefore contains information about the strong coupling sector of the theory, albeit in a
very specific way. This raises the central question of this thesis, which is how much of the
analytic structure of the scattering amplitudes in the multi-Regge limit is preserved as we
go to the strong coupling regime. We show that the equations governing the area of the
minimal surface simplify drastically in the multi-Regge limit, which allows us to obtain
analytic results for the scattering amplitudes. We develop an algorithm for the calculation
of scattering amplitudes in the multi-Regge limit and apply it to the special cases of the 6-
and 7-gluon amplitude. Our results show that for the cases under study the factorisation
of the amplitude as predicted by Regge theory is also preserved in the strong coupling
limit.
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1. Introduction

Quantum field theory is the pillar on which modern physics rests. It is an indispensable
tool from condensed matter physics to cosmology to particle physics and its success in de-
scribing nature has only recently again been demonstrated in the discovery of a Higgs-like
boson at the LHC [1,2]. But still, eighty years after quantum field theories have first been
studied, no four-dimensional, interacting quantum field theory has ever been solved ex-
actly. The lack of exact solutions is partly explained by that fact that standard methods for
the perturbative computation of observables using Feynman diagrams work nicely in prin-
ciple, but quickly become cumbersome beyond the simplest examples, making it difficult
to generate exact data. However, the final result is often much simpler than intermedi-
ate expressions. The prime example for this is the Parke-Taylor formula [3], describing a
colour-ordered n-gluon maximally helicity violating (MHV) scattering amplitude! at tree
level, which, written in spinor helicity variables, is given by

a4
Af;ee(ﬁ,...,z‘—,...,j—,...,nﬂ:m. (1.1)

This formula is valid for any number n of gluons. The simplicity of this one-line formula is
to be compared with the effort of calculating and summing up O(n!) Feynman diagrams,
every single one being more complicated than the final result. This formula begs for
another, simpler description.

Over the last decade new powerful methods were developed that allow the calculation
of scattering amplitudes without resorting to Feynman diagrams. In fact, the proof of the
Parke-Taylor formula Eq.(1.1) is by now textbook material (see, for example, [4]). This
progress is mostly due to calculations performed in a special theory, N' = 4 supersym-
metric Yang-Mills theory with gauge group SU(N), which we abbreviate as N’ = 4SYM.
This theory is conformally invariant even at the quantum level and is currently the best
candidate for being a completely solvable quantum field theory, at least in the planar
limit N — oo. In fact, the scaling dimension of certain operators in N' = 4SYM can by
now be calculated efficiently using integrability techniques at all values of the coupling
constant [5-10] and it would be desirable to understand how this success can be lifted to
more complicated observables.

After scaling dimensions, scattering amplitudes are the simplest quantities character-
ising a theory. They are of course richer objects than operator dimensions because they
are functions of the kinematical invariants and not just numbers, but they still depend
solely on on-shell degrees of freedom. Another observable closely related to scattering
amplitudes are form factors, which are basically scattering amplitudes with operator in-
sertions and therefore mixtures between off-shell and on-shell degrees of freedom. While

!MHV amplitudes describe the scattering of n outgoing gluons with n — 2 gluons having positive helicity
and 2 gluons having negative helicity. Accordingly, amplitudes with k gluons having negative helicities
are called N*"2MHV.



these observables are studied, as well (see for example [11-20]), it is fair to say that the
main focus still lies on the determination of scattering amplitudes. Correlation functions,
being completely off-shell objects are even more complicated and are not part of this re-
view. It should be noted that A/ = 4SYM is not realised in nature, of course, but it is
certainly a non-trivial gauge theory and understanding any four-dimensional gauge theory
non-perturbatively would be a great success. The hope connected with the programme of
solving N' = 4SYM certainly is that the obtained results and the techniques developed
along the way have validity beyond this particular theory.

The way research on scattering amplitudes developed over the last years typically pro-
ceeded along the following steps: a difficult calculation was performed, a simple result was
obtained and once the result was understood properly, the result became almost obvious.
An example of this, similar in spirit to the Parke-Taylor formula, is a calculation per-
formed by Bern, Dixon and Smirnov [21]. In [21], the authors calculate the 4-gluon MHV
amplitude at three loops by standard methods and find that the amplitude exponentiates.
More precisely, generalising their result to the n-gluon MHV amplitude they find that

b S A\
log M, (¢) := log —— = ZRY) - (s Lpiq)2
0og (€) 0g Atree ;a ([5)2 + le ; <—(pi +pz’+1)2>
+ (@) EY + Cula) + O(e), (1.2)

In this expression, p is the renormalisation scale of the coupling constant a = % (4me=7)"
and the C),(a) are functions with a fixed transcendental weight (for explicit expressions

see [21]). Furthermore, ’y%) and ’y(l)

oo are the l-loop coefficients of the cusp and collinear
anomalous dimension, respectively. Most notably, all kinematical dependence in the IR-
finite piece is stored in F,(ll) whose coupling dependence is determined solely by the overall
factor of the cusp anomalous dimension v (a), which is known to all orders in perturbation
theory [22]. This finite piece can therefore be determined from a one-loop calculation.
The BDS ansatz is remarkable since not only the IR-divergent part, but also the finite
pieces of the amplitude exponentiate and it was conjectured that this is the answer to
all loop orders. As it turns out, this conjecture is wrong as was shown by an explicit
Wilson loop calculation [23], a calculation at strong coupling [24] and considerations in
the multi-Regge limit [25]. However, it was soon found that N' = 4SYM has a dual
conformal symmetry. This is another conformal symmetry, unrelated to the space-time
conformal symmetry of N'= 4 SYM, which is not obvious from the Lagrangian and which
was found both in weak [26] and strong coupling [27] calculations. Once the presence of
this symmetry was understood it became clear that scattering amplitudes have to satisfy
an anomalous Ward identity for dual conformal symmetry [28] for which the finite piece
of the BDS ansatz provides the solution to the anomalous part. This allows us to write
any MHV amplitude as
An,MHV = AK?\?IH\/eABDS+R, (13)

where the remainder function e must be a function of dual conformal invariants, so-called

cross ratios. Those are only available for more than five gluons, which in turn means that
the BDS ansatz in fact gives the full answer for the MHV amplitude for four and five
gluons, again nurturing the hopes that scattering amplitudes in A/ = 4SYM indeed can
be solved completely. In hindsight, it is therefore clear that the BDS ansatz is, up to the
remainder function, the only possible solution consistent with dual conformal symmetry,
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nicely showing the transition of very difficult calculations becoming almost trivial in the
course of a few years.

The main goal then is, of course, the determination of the remainder functions. For
the simplest case, namely the 6-point MHV amplitude, the remainder function is by now
known to four-loop order [29-31]. Reference [31] nicely shows the current state of art of
the field as no reference to any loop integration is made in the calculation. Rather, the
answer is fully fixed by understanding the class of functions that can appear in the result,
as well as using certain kinematical limits. Whether this programme can easily be lifted
to higher loop orders is still an open question, but it certainly shows the superiority of
these modern approaches over standard QFT methods.

It is important to note that the study of scattering amplitudes in A = 4 SYM certainly
goes beyond just simplifying calculational methods, it has led to conceptual insights. As
a specific example, let us mention colour-kinematics duality [32]. Roughly speaking, this
duality relates L-loop integrands in gravity theories with two L-loop integrands of a gauge
theory in a specific way, see for example [4] for a proper description. While this duality is
so far only proven at tree level [33] (steps towards a proof at one-loop level are presented
in [34,35]), it shows that gravity amplitudes might be conceptually much simpler than is
expected from a standard Feynman graph analysis and no more difficult than amplitudes
of a gauge theory. In fact, this relation to gauge theory can be used to improve the pow-
ercounting analysis of supersymmetric gravity theories which is typically too pessimistic
when using Feynman graphs [36]. It also provides a tool for performing high-loop integrals
in gravity theories, which might settle the interesting question whether N/ = 8 SUGRA is
a finite theory or not [37-39].

Scattering amplitudes at strong coupling

The enormous progress described in the previous paragraphs, however, is not limited to
weak coupling calculations. Through the AdS/CFT-correspondence [40], we have access to
the strong coupling regime of A = 4 SYM, which, in fact, is the main focus of this thesis.
As we will explain in much more detail in chapter 2, AdS/CFT relates strongly coupled
N = 4SYM with a weakly coupled string theory on an AdSsxS® background, which is
amenable to a standard perturbative treatment. Specialising further to the planar limit
of N = 4SYM, the theory is related to the supergravity limit of classical string theory on
this particular background, which means that observables in strongly coupled N' = 4 SYM
are determined by classical calculations on the string side of the correspondence. In
this framework, scattering amplitudes have first been studied in [27] and a solution is
developed in a series of papers [41-44] which relate a scattering amplitude of strongly
coupled N = 4SYM to the area of a minimal surface which is embedded into AdSs
and ends on the concatenation of the gluon momenta on the boundary of AdSs. Using
integrability, the area of this minimal surface can be calculated through the solution of a
set of complicated non-linear, coupled integral equations. These particular equations have
the form of a thermodynamic Bethe ansatz which usually appears in quantum integrable
models. In fact, it is known that the sigma model describing classical string theory on
AdS;5xS? is classically integrable, i.e. that an infinite amount of conserved charges exists
[45], supporting the suspicion that N/ = 4 SYM is integrable for every value of the coupling
constant. In a similar way to the scattering amplitudes, form factors were studied in
strongly coupled N' = 4SYM in [24] and progress towards a full solution is made in [46,47].

It should be remarked that AV = 4SYM is not the only theory whose strong coupling



behaviour can be described by a gravity dual. Another well-studied example is ABJM
theory [48], which is a three-dimensional Chern-Simons theory arising from the duality
with a string theory on AdS; x CP3. However, very little is known about scattering
amplitudes at strong coupling in this theory, mostly because it is not clear how to realise
a fermionic T-duality at strong coupling in a similar way to N/ = 4SYM (see for example
the discussion in [49]).

If we want to move from high-loop order calculations at weak coupling to an all-loop
order ansatz, the strong coupling expressions derived from AdS/CFT will provide strong
constraints on a possible ansatz and it is therefore vital to carefully study strong coupling
amplitudes. In the same way, the solution to the operator dimensions in N’ = 4 SYM was
only found after taking into account strong coupling input.

While a full solution for scattering amplitudes at strong coupling exists as mentioned
before, this is not the end of the story: the strong coupling description consists of a
set of implicit integral equations which do not allow an analytic solution for arbitrary
kinematics. This makes a comparison with weak coupling results very difficult. In this
thesis, we therefore try to solve a simpler problem by specialising to a special high-energy
regime, called the multi-Regge limit (abbreviated MRL).

Other kinematical choices are, of course, possible. For example, in [50-52] the external
momenta are restricted to a two-dimensional subspace, which in the strong coupling picture
corresponds to a minimal area embedded into an AdSs-subspace of the full AdSs. Fur-
thermore, the limit in which the boundary polygon becomes regular is studied in [53-56].
Another natural kinematical limit to consider is the collinear limit, which gives rise to an
OPE-like expansion for light-like Wilson loops [57—60]. From this approach, first all-loop
proposals emerged [61-63] based on integrability techniques for the GKP string [64, 65]
which, for example, helped to constrain the four-loop remainder function for the 6-point
amplitude in [31].

The multi-Regge limit

The multi-Regge limit is by definition the limit for a 2 — n — 2 particle amplitude in
which the rapidities of the outgoing particles are strongly ordered. This is the natural
generalisation of the well-known Regge limit s > —t for four-particle scattering. This
limit has received a lot of attention as it describes high-energy scattering in QCD and is
therefore of phenomenological importance, see for example [66]. The multi-Regge limit is
special as it naturally reorganises the perturbative expansion. In fact, even if calculations
are performed at weak coupling ag, loop integrals can lead to large compensating factors
such that the dominant part of the n-loop contribution is proportional to o log™ s ~ O(1),
where s is the energy involved in the scattering process. Since this is not a small parameter,
these contributions have to be resummed. Summing the dominant diagrams leads to the
so-called leading logarithmic approximation (abbreviated LLA). The resummation of all
dominant diagrams works out in such a way that the answer looks like an effective particle
with t-dependent spin, a so-called Reggeon, is exchanged. Remarkably, if one allows for
several Reggeons to be exchanged, their evolution is described by the Hamiltonian of an
integrable spin chain [67-69]. This is already true for multi-colour QCD. How this spin
chain integrability relates to the integrability seen in N'= 4 SYM is a very interesting and
still open question.

The multi-Regge limit has also been studied in N' = 4 SYM, both employing methods
similar to those in QCD and using the modern methods developed in the last years. The
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class of functions governing the multi-Regge limit is identified in [70]. It is a special
class of harmonic polylogarithms and this basis turns out to be restrictive enough to
easily determine the expansion in the coupling constant at a given logarithmic accuracy.
Such an expansion can provide strong constraints on a general ansatz for an amplitude
and was indeed used to bootstrap the four-loop remainder function in the 6-point case.
Furthermore it is shown in [71] that this class of functions can be used to analytically
determine the coefficients in the Mueller-Navelet dijet cross section to any loop order in
LLA. In LLA, QCD and N = 4SYM give the same results, showing that the methods
developed in N’ = 4 SYM can have direct impact in phenomenological applications. If and
how this analysis extends to NLLA in either QCD or N'=4SYM is an open problem.

Further studies in the multi-Regge limit include the study of the Wilson line picture
[72] and the study of the multi-Regge limit in colour-kinematics duality [73,74]. In this
thesis we will focus on results obtained in [25,75] which are based on the factorisation of
amplitudes in the multi-Regge limit. By studying the BDS ansatz in various kinematical
regimes which are defined by the signs of the Mandelstam invariants, it is shown in [25] that
the BDS ansatz does not have the correct analytic structure starting from six gluons to be
compatible with the expected factorisation of the amplitude. Practically, this means that
another term has to be present to fix the analytic structure, which is just the remainder
function mentioned before. From this framework it is furthermore possible to derive
a dispersion relation-like expression for the remainder function [76]. Physically, these
contributions arise from a Regge cut generated by the bound state of two Reggeons.
Finding the strong coupling equivalent of these Regge cut contributions will be a main
aspect of this thesis. Since they will play a major role in our investigations, we will describe
these factorisation-based methods in some detail in chapter 3.

As remarked before, due to the necessary resummation of the large logarithms, every
logarithmic order contains all-loop information in the coupling constant, albeit in a very
specific way. Hence it is a very natural question to ask how much of the all-loop information
as obtained from a weak coupling calculation in the multi-Regge limit survives as we go
to the strong coupling regime. This is the central question of this thesis and will guide us
through the following chapters.
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Organisation of this thesis

Some comments on the organisation of this thesis are in order. As explained in the last
sections, the results we find are ultimately results about the structure of a gauge theory
at strong coupling. However, the methods which lead us to these results are purely string-
theoretic. We therefore focus on the description of the string theory side and introduce
the gauge-theoretic description along the way to an extent which allows a comparison with
our results. In detail, this thesis is organised as follows:

In chapter 2 we provide a self-contained introduction to the calculation of scattering
amplitudes via AdS/CFT, showing the relation to the calculation of minimal surfaces
and a review of the integrability techniques that lead to the set of integral equations
governing the amplitudes.

Chapter 3 then introduces the multi-Regge limit. After a proper definition and
the introduction of the kinematical invariants we use, we derive some necessary
kinematical identities and briefly review the methods and results from weak coupling
to which we want to compare our results in later chapters.

In chapter 4 we then combine the two subjects and study the equations governing
the strong coupling amplitudes in the multi-Regge limit. We find that the inte-
gral equations simplify drastically and allow us to obtain analytic results for the
scattering amplitudes. The results we find provide a clear path towards an explicit
algorithm which determines the amplitudes in the multi-Regge limit. These results
are originally obtained in [77].

This algorithm is worked out in detail for a general number of gluons in chapter
5. We will find that there exists a set of Bethe ansatz equations which determine
the amplitude. In order to find the correct solution of the Bethe ansatz we have to
perform numerical calculations which are also explained.

Following [78-80] this algorithm is then applied to the calculation of the 6- and 7-
point amplitudes in chapters 6 and 7, respectively. Our results are nicely consistent
with gauge theory calculations at weak coupling, which we review, as well.

We conclude in chapter 8 and highlight opportunities for future work. Technical
details are collected in several appendices.



2. N =4 super Yang-Mills

2.1. Field theory

The theory under investigation in this thesis is maximally supersymmetric NV = 4 Yang-
Mills theory with gauge group SU(N). Its field content is fully fixed by extended super-
symmetry [81] and consists of a vector field A4,,, 4 Weyl fermions ¢,4, ¥4 with a,a = 1,2
and A = 1,...,4 and 6 real scalars A with antisymmetric superscript. In total these
are 2 + 6 bosonic and 4 - 2 fermionic degrees of freedom. All fields are in the adjoint
representation of SU(N), which means that we can write them as matrices X = t, X
with t,, a = 1,...,N? — 1, being a set of traceless anti-Hermitian N x N matrices which
generate the fundamental representation of the gauge group SU(N). The Lagrangian of
this theory can be obtained by dimensional reduction of ten-dimensional N = 1 super
Yang-Mills theory, which results in

Sy [t (1R = (Dy0an) (D642 = § [6.am o] [47.67
9y m 4 2
+ ol D s — 504 [677 up] - 59 [6an, w"’B]) : (2.1)

with two free parameters, gy s and N, the covariant derivative D, and some matrices UZ“,
see [82] for details. This theory has the remarkable property that the coupling constant
gy does not run [83,84], which implies that the classical conformal symmetry of the
theory is maintained also at the quantum level and the theory is ultraviolet finite. Since
this is a massless gauge theory, it still contains infrared divergences which we will discuss
later on.

From the Lagrangian Eq.(2.1) we could in principle deduce the Feynman rules and start
calculating scattering amplitudes or other observables. However, as already explained in
the introduction, research of the last ten years shows that there are much smarter ways
to perform calculations, which include different choices of variables, the use of symmetries
and knowledge about the class of functions governing a given observable. As we will not
perform any perturbative field theory calculation in this thesis, we refrain from going into
more details. Recent reviews of this beautiful subject include [4,82].

2.2. AdS/CFT

The framework which allows us to go beyond pure field-theoretic weak coupling calcula-
tions in A/ = 4SYM is the AdS/CFT-correspondence [40,85,86]. Let us therefore briefly
introduce the main ideas, for detailed reviews we refer the reader to [87,88].

AdS/CFT is a duality between a string theory and a field theory and arises from the
study of D-brane solutions. Let us therefore consider type IIB string theory with a stack
of N D3-branes in flat ten-dimensional Minkowski space. The excitations of this theory
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contain open strings which end on the branes, as well as closed strings from the excitations
of the flat space. Furthermore, the open and closed strings can interact, so that the total
effective action for this setting in the low-energy limit schematically reads

S = Sbrane + Sbulk + Sint7 (22)

where Spyu describes the massless excitations of the closed strings, which is just type
1IB supergravity. Sprane describes the low-energy limit of the world-volume theory on the
D3-branes which is U(N) N' = 4SYM with higher-derivative corrections. Finally, Siy
describes the interaction between the two systems. However, taking the low-energy limit
in which all dimensionless quantities are held fixed while o/ — 0, Maldacena shows in [40]
that the interaction part of Eq.(2.2) vanishes and the bulk and the brane sectors decouple.
Furthermore, this limit suppresses all higher-derivative terms in the world-volume theory
and we end up with pure U(N) N =4SYM.

On the other hand, the branes can be interpreted as solitonic solutions of the classical
supergravity equations of motion. In fact, the solution for the case at hand is known and
the backreaction of the stack of branes on the metric is given by

R4
ds* = H_%nw,d:n“d:v” +Hz (dr2 + ’I“Zng) , where H =1+ Py (2.3)

and R* = 47wg,a/>N, with the string coupling constant g,. For large r this reduces to flat

ten-dimensional space. To see what happens close to the branes, we make a change of
2

variables z := RT and find

2
ds® = 15—2 (nuvdatdz” + sz) + R2dO2 (2.4)
in the limit 7 < R, which is the metric of the product space AdS5xS®. One can then
wonder which excitations an observer at infinity would see in the low-energy limit. Firstly,
the massless excitations for r > R contribute, which is just the field content of type 1IB
supergravity. However, excitations from the region r < R are highly redshifted due to
the redshift factor calculated from Eq.(2.3) and an observer at infinity would measure the

energy

gu(r) o . T

gn(00) EOR. (2.5)
Therefore, massive excitations from the region r < R survive the low-energy limit and an
observer at infinity would see the full spectrum of type IIB string theory on AdSsxS®. As
it turns out, the two regions » < R decouple because of the gravitational potential close
tor ~ 0.

We see that in both interpretations of the brane system, we find a decoupled system
of type IIB supergravity. Since we started from the same situation and just interpreted
the D-brane system differently, this result suggests that we should also identify the other
decoupled systems, which gives rise to the idea that A" = 4SYM is equivalent to type IIB
string theory on AdS5xS®. This is a remarkable idea as it postulates the equivalence of a
field theory with a theory of quantum gravity.

Keeping track of the parameters in the above considerations, one finds the following
correspondence,

Ex =Ey

gQYM =gs, R*=dng,Na'. (2.6)
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In its strongest form the AdS/CFT hypothesis proposes the equivalence of the two models
for any value of gs and N. However, arbitrary values of g; and N include very quantum
regimes of either theory and it is difficult to make any progress beyond comparing static
elements such as the symmetry groups or the mapping of states. But even classical limits
lead to very non-trivial statements. Using Eq.(2.6) we see that the limit

N — oo, with A := g%/ N fixed, (2.7)

where A is called 't Hooft coupling, identifies the planar limit of the field theory with a free
string theory. Taking the A — oo limit, we end up with the identification of the infinite
coupling limit of planar N' = 4SYM with the SUGRA approximation of classical string
theory on AdSsxS®, which is the weakest form of the hypothesis. This is a very interesting
regime, as it provides access to the strong coupling regime of a field theory which is not
accessible from standard perturbation theory. Turning this around, the AdS/CFT duality
relates a non-perturbative string theory with a perturbative field theory, which might
actually serve as a non-perturbative definition of string theory. Of course, this virtue
of the duality also reflects the enormous difficulty in proving it - we have to face non-
perturbative effects on at least one side of the correspondence. In the N — oo limit
progress is made using integrability techniques (for a review see [89]), some of which we
will review below. In this thesis, we will use AdS/CFT as a computational tool, which
provides the strong coupling analogue of scattering amplitudes and compare our results
to weak coupling field theory computations. In fact, one might interpret our results as a
non-trivial check of the hypothesis in its weakest form.

2.3. Amplitudes at strong coupling

2.3.1. Finding the correct prescription

We now want to find the description of a gluon scattering amplitude in strongly coupled
N = 4SYM via AdS/CFT. The results presented below are derived in a series of papers
[24,27,41-44] and we closely follow those references and the review [90] in this section.
We start from the brane picture of AdS/CFT, in which N' = 4SYM arises as the
world-volume theory on a stack of N D3-branes. The matter content of the theory is
represented by open strings attached to the branes, where the branes on which the open
string ends determine the colour indices of the corresponding gluon in the low-energy limit.
To calculate a gluon scattering amplitude we therefore face the problem of calculating the
scattering of open strings which end on D3-branes. Since we are calculating the scattering
amplitude of massless particles in a gauge theory, we will necessarily find IR-divergences.
We therefore introduce an IR-regulator by moving the brane on which the strings end! a
finite distance from the stack of the remaining D3-branes. We then take the large-N and
the decoupling limit for the remaining branes on the stack, which generates the AdSsxS®
background, as discussed before. We remain with a probe D3-brane embedded into the

background
2

ds? = % (nudztdx” + sz) , (2.8)

1To be more general, one should consider the possibility that the strings end on different branes. In
this case, one would move all k branes to which a string is attached away from the stack, effectively
breaking SU(N + k) — SU(N) x U(k). However, the central results can be obtained already for the
case k = 1, which we therefore use in the main text.
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Figure 2.1.: Initial setup for the calculation of a colour-ordered amplitude at strong cou-
pling. We separate one D3-brane from the stack to regulate IR-divergences
and scatter strings on this brane, giving rise to a world-sheet with the topology
of a disk with vertex operator insertions.

with a fixed z-coordinate z = z7p and we neglected the S®-part of the metric. As the
branes are originally located at z = oo, z;g is a large but finite quantity and removing the
IR-regulator would correspond to sending z;p — oo. The asymptotic states we scatter
then are the open strings attached to the IR-brane. From a world-sheet perspective we
have the topology of a disk with vertex operator insertions on the boundary. Each ordering
of the vertex operators corresponds to a colour-ordered amplitude. This setup is shown in
figure 2.1.

A crucial observation is that for any value of the field theory momentum k of a particle
we are scattering, the proper momentum of the corresponding string ksi, = k= is very
large. This means that all inner products k; s - kj str become large, which corresponds to
the regime of high-energy, fixed-angle string scattering. This regime is studied in flat space
in [91,92] with the result that the string scattering amplitude in this kinematical situation
is dominated by a saddle point of the classical action. As shown in [91,92] this result
is largely independent of the string states which are scattered and the particular string
theory under consideration, since the dominant terms come from the universal bosonic
part. Classically, these bosonic terms just describe the area of the world-sheet, which
the saddle point then extremises. We therefore see that the leading contribution to the
amplitude we want to calculate is given by a minimal area. We now perform a coordinate

transformation
2

R
Oyt = i?eagaﬁx“, (2.9)

which formally looks like a T-duality transformation, but of course the z* are not periodic
2
directions. We furthermore invert the radial coordinate, r := R7, after which the metric
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reads
2

R
ds* = o) (nw,dy“dy” + drz) , (2.10)

which again is an AdSs space with the same radius as before but the IR-brane is now
located at ryp = %, close to the boundary of the AdSs space. Since this dual AdSs5 space
again has an SO(2,4) isometry group which is not the isometry group of the original
AdS5 space, this coordinate transformation hints at a hidden symmetry?, which we now
know to be dual conformal symmetry. At the time of publication these results, together
with similar observations at weak coupling [26], were the first hints of the covariance of
amplitudes in N' = 4 SYM under dual conformal symmetry3.

To find the boundary conditions in the new metric, recall that a T-duality interchanges
Neumann and Dirichlet boundary conditions so that the boundary of the world-sheet will
be located at fixed values in the four T-dualised directions. Furthermore, T-duality in-
terchanges momentum with winding, so that the boundary condition that the original
coordinates X* carry momentum k; near the operator insertions translates into the state-
ment that the boundary of the world-sheet gets shifted by an amount

Ayt =2kl (2.11)

every time an operator with momentum k; is inserted. This naturally introduces the dual
variables y; which parametrise the positions of the cusps of the boundary curve and are
defined by the relations

ki = vi—1 — i, (2.12)

with adjacent y; being null-separated, (y;_1 — ;)? = 0. These intuitive arguments can be
verified explicitly by following [95], as is nicely shown in [96]. This shows that the correct
boundary conditions for our problem in the new variables are such that the minimal area
ends on the contour of the concatenated momenta of the scattered particles. This contour
is closed because of momentum conservation and every edge is light-like since we are
scattering massless gluons. Furthermore, colour-ordering is reflected in the way the gluon
momenta are attached to each other. An example of such a contour is shown in figure 2.2.
We have reached a remarkable conclusion. The leading contribution to a gluon scattering
amplitude in A/ = 4SYM is given by the area of a minimal surface, which is embedded
into AdSs and ends on the boundary of AdSs on a closed polygon with light-like edges,

s
Amp. ~ e_T?Area(ki), (2.13)

where the full coupling dependence is in the prefactor of the exponent. Note again that
this is the leading contribution for any scattering amplitude and that information such as
the helicity of the gluons are subleading in v/A. The first subleading order would give rise
to a A-independent prefactor in Eq.(2.13), which can be zero (as it must, for example, for
the case of amplitudes with all gluons having the same helicity). To find this prefactor,
one would have to include quantum effects in the calculation. First steps in this direction
are made for Wilson loops in [97].

’In fact, in [93] it is shown that some of the dual conformal generators correspond to the non-local
conserved quantities that appear due to the integrability of the original sigma model [45].

3We only consider bosonic coordinates in the main text. However, by defining a suitable transformation
for the fermionic directions of the superstring sigma model, this result can be lifted to account for dual
superconformal symmetry, as well [93], [94].
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AdS

0AdS

Figure 2.2.: Final setup for the calculation of a colour-ordered amplitude at strong cou-
pling, which is given by the area of a minimal surface embedded into AdSs,
ending on the concatenation of the gluon momenta on the boundary of AdSs.

The prescription Eq.(2.13) is formally the same as the one given for the calculation of
the expectation value of a Wilson loop via AdS/CFT [98,99]. Note, however, that the
boundary in the case of the scattering amplitude lives in the dual AdSs space, not in the
original AdS5 space. This shows that at strong coupling amplitudes are equivalent to the
expectation value of a light-like Wilson loop in a dual AdSs space. After this result was
first obtained in [27], a similar result was verified also in weak coupling calculations [26]
and by now the equivalence between scattering amplitudes and light-like Wilson loops is
expected to hold at any value of the coupling [100,101], with caveats explained in [102].
Furthermore, this amplitude <> Wilson loop duality was extended to a triality which also
includes correlation functions of local operators in the limit where all insertion points
become light-like separated [103—108].

While we found a very nice geometric prescription of how to determine an amplitude
in strongly coupled N/ = 4 SYM, it turns out to be very difficult to obtain explicit results.
In [27], the 4-point amplitude is obtained. To compare their result with the BDS ansatz,
the authors employ the strong coupling analogue of dimensional reduction, which amounts
to considering a Dp-brane with p = 3—2¢. This introduces a regularisation parameter ¢, as
well as an IR-cutoff scale u, which appears since the analytic continuation of the coupling
constant A to an arbitrary dimension is no longer dimensionless, see [27] for details. Using
these parameters the exponent of Eq.(2.13) for the 4-point amplitude is given by

VA 11 [ 11 Apu2e
— Xl Area = —5— —Z—(1-log?2 t
o o 2w\l (—s)F 527r( 082) (—5)5+(8<_> )
2
+Qlog2f+ﬂ T 1 2log2—log?2) . (2.14)
8 t 4m \ 3

Noting that at strong coupling, the leading term for the cusp anomalous dimension is
given by v = % +... [85], this result nicely matches the BDS ansatz Eq.(1.2) evaluated
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at strong coupling. In [24], a large number of light-like edges is used to mimic a space-like
Wilson loop for which the result at strong coupling is known [98,99]. In fact, the result of
this calculation is not in accord with the BDS ansatz and was one of the first hints that
the BDS ansatz fails for a large number of gluons at the time of publication. However,
other than these two results, analytic solutions for the minimal area problem are hard
to obtain and the general solution of the problem is found using integrability techniques,
as we will show in the following. Before closing, let us remark that the above results
have been generalised to include fundamental particles by incorporating a D7-brane in the
background [96, 109, 110], to amplitudes at finite temperature by adding a black hole in
the background [111,112] and to 3-deformed N/ =4SYM in [113].

2.3.2. General solution for AdS;

In this section we will present the general solution of the minimal area problem for the
case in which the minimal surface can be embedded into an AdSs-subspace, following [90].
This is a simpler problem, but will contain the relevant ideas for the solution of the general
case.

We start by embedding AdS3 into R?? as the surface

XX =-X% - X2+ X2+ Xx2=-1. (2.15)

In terms of these coordinates, the world-sheet equations of motion and Virasoro constraints
in conformal gauge are given by

99X — (a)?.é)?) X =0,0%.0X = 9X.0X = 0. (2.16)

The boundary curve on which the minimal surface shall end is determined by the N
positions x; of the cusps, with adjacent cusps being null separated, xfl 41 = 0. Due to the
two-dimensional geometry of the boundary the polygon has to have an even number of
edges N = 2n, because we demand it to be closed. The polygon can then be specified by
n light-cone coordinates azj and n light-cone coordinates z; , where the first cusp is at the
position (:cf, z7 ) and we alternately change the z*- or ™ -component. The second cusp,
for example, is at (z], x5 ), the third at (z3,2z5) and so on. Below we will introduce a
regularised area Eq.(2.24), which is invariant under dual conformal symmetry. Therefore,

it can only depend on conformal cross ratios,

+ _+
Tx

+ 4,5 k,l
R— =, 2.17
Xz]kl xka]i’l ( )
where :):;tj = wli - x;-t, of which there are N — 6, since we have 2N coordinates z', N

relations %21 +1 = 0 and 6 generators of global conformal symmetry in two dimensions.
We now perform a change of variables?

a(z,2) =1log0X.0X, p*(z) = 9?X.0°X. (2.18)

Using Eq.(2.16) it is easy to show that p(z) is a holomorphic quantity, while «a(z, z) satisfies
a generalised Sinh-Gordon equation,

00a — e + ppe ™ = 0. (2.19)

“Note that the function p(z) is defined differently in [42], both definitions are, however, equivalent.
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To get a feeling for the new variables, we can express the explicitly known four-cusp
solution [27] in terms of these variables to find

p(z) =1, a(z,2z)=0. (2.20)

Note that the four-cusp solution corresponds to the simplest possible case. For the case of
2n cusps, we generalise these observations by choosing p(z) to be a polynomial of degree
n— 2,

p(2) = 2"2 + an_g2" 4 -+ ag, (2.21)

since this choice is consistent with the four-cusp result Eq.(2.20) and it is the simplest
possible choice which contains the same number of parameters as we have cross ratios,
namely n — 3 complex coefficients. In Eq.(2.21) we have used scaling and translation
invariance to set the first and second parameter to 1 and 0, respectively.

This entails that o — %log pp as z — oo because this behaviour is both consistent
with the 4-point result Eq.(2.20) and satisfies Eq.(2.19). Using the polynomial p(z) we
can furthermore define the variable w by the relation

dw = +/p(z)dz. (2.22)

The area we want to calculate is given in terms of these variables by

A:/\;ﬁd%, (2.23)

which is just the original action written in terms of the new coordinates. In fact, we know
that this area will diverge as it approaches the boundary because the metric diverges. To
define a regularised area, we simply subtract the boundary behaviour with a = %log pp

and denote
60[
Are :/< —1) d*w. 2.24
g i (2.24)

We focus on the regularised area in the following, the regularisation of the boundary
behaviour is explained in [42]. The virtue of the new variables is that they allow us to
introduce an integrable structure, i.e. a one-parameter family of flat connections, into the
problem, as we shall see in the following. To begin, we write down two linear auxiliary
problems, called left and right problem, for spinor fields on the world-sheet

(d+ AMypk =0, (d+ARwWE =0, (2.25)
in which the new variables appear in the connections
1 12 15 1 -1
ar_ [ 1% e AL _ [ Ta0x gpet (2.26)
o Lpff%o‘ —%00{ ’ o %e%a %561 ’ .
V2 2
1 .1 L 13 A R §
AR _ 70 fzﬁef‘ AR _ —;0a i 5be 2¢ 5 o7
z .1 _1la 18 ’ z — .1 1la 15 . ()
—Zﬁpe 2 -1 (6 Zﬁ€2 1 (0%

After finding a solution to these linear equations, we can reconstruct a solution to the
original equations using

X 1+X X1 — X
Xa,a'=< 1 2 1 0

— L saByR
Xi1+Xo X1+ X2> Q’Z)Ohad wﬁg,av (2.28)
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where indices a, a denote the two independent solutions to each of the auxiliary problems
and «, 8 denote their components. Near the boundary, the connections simplify since
o~ %log pp and p ~ 2" 2. With these simplifications we can explicitly solve the linear
problems for large z and schematically find

Yl ot (3) et A~ <(1)> e~ (wto), (2.29)

i AT (é) emiw=m) A <(1)> elw=), (2.30)

where w ~ 22 at large z. The first solution to the left problem grows exponentially for
Re(w) > 0, while the second grows in the other half-plane. Similarly, each of the solutions
of the right problem dominates in one of the half-planes Im(w) < 0. Put together, this
shows that in each quadrant of the w-plane one solution of both ! and 1 diverges as
z — 0o. Using Eq.(2.28) we see that this translates into the statement that for the first
quadrant of the w-plane the space-time solution behaves like X, 4 ~ AfAewt@—i(w=o)
and diverges in the direction specified by the spinor product, i.e. it approaches a point at
the boundary. As we change quadrants in the w-plane the dominant solution of either the
left or the right problem changes, which means that the direction along which the space-
time solution approaches the boundary changes. The fact that only one spinor changes
when changing the quadrant can be related to the result that the space-time solution
approaches a light-like curve at the boundary, as desired [42]. Since w ~ 2% we encircle
the w plane § times during one rotation in the z-plane, giving rise to the 2n cusps of the
boundary curve.

We have seen before that for each of the two linear problems the w-plane splits into two
halves, leading to n such regions, as we have 5 sheets for the w-plane. In each region we
have one solution which grows and one which decays exponentially, called large and small
solution, respectively. The small solution will play a key role in the following, because it
is well-defined up to an overall factor, while the large solution can be contaminated with
contributions from the small solution. We therefore define sf/ E to be the solution to the
linear problem indicated in the superscript with the fastest decay as w — oo in region .
We then define the quantity

vy A = Pyl vk, (2.31)

and similarly for the solutions of the right problem. Using the linear problem equations
Eq.(2.25) it is easy to see that this product is independent of the location on the world-
sheet and can be set to any value by normalising the solutions v accordingly. In particular,
we can choose 12 A wa = €qp. With this product we can project out the large component
in a given region by

Vg Ast~ Ny (2.32)

where we neglected unimportant prefactors. This is a very useful identity, as it allows
us to relate the space-time boundary polygon with the quantities appearing in the linear
problems. To see this, let us introduce Poincaré coordinates on AdSs, which are related
to the embedding coordinates via

X1+ X

1
=X 1+ X ek nlated Y 2.33
r 1+ A2, & X 1+ Xs ( )
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Comparing with Eq.(2.28) we find that

Al Al
+ 2 - _2
x| = SV 5\21 (2.34)

Using Eq.(2.34) and expanding out the inner products in the numerator, we see that

L L
EARr
+_ o+ i 7y
x, —xl =— . (2.35)
L L L L
’ ! (1/’1/\51‘)(1/’1/\53‘)
From several such differences we can reconstruct the conformal cross ratios Eq.(2.17) and
obtain

TigTier _ (80 A sp) (sk A sp)
vy (s Asp) (7 Asp)

(2.36)

Note that in such an expression, the overall normalisation of the small solutions, as well
as the denominator in Eq.(2.35), drop out. A similar relation with + <> — holds when
we replace L <> R in Eq.(2.36). This completes the dictionary between boundary objects
and quantities of the linear problem.

A central insight is that we can introduce a spectral parameter ¢ in the connection,

1/8a O 11 0 e2x®
A:(Q) = ( 0 —aa> + N <p€_éa 0 ) : (2.37)

1 (=da 0 1 (0 peze
A:(Q) = ( 0 5@) +Cﬁ (e;a ) ) : (2.38)

such that this one-parameter set of connections is flat for all values of (,

04:(¢) — 04:(C) + [A:(¢), A:(Q)] = 0. (2.39)

Note that the two connections introduced before are special cases of this deformed con-
nection with A¥ = A(¢ = 1), A® = A(¢ =i). We hence drop the superscript from now
on, as the left and right problem are just special cases of this more general problem.

This deformation allows us to study the linear problems with an additional dependence
on the spectral parameter (,

(d+ A(Q)) si(¢) =0, (2.40)

which also leads to a (-dependence of the cross ratios. Using the explicit form of the
deformed connection Eqgs.(2.37,2.38) it is easy to check that

A (e”() = 03A(()os, (2.41)

with o3 = diag(1,—1). From Eq.(2.40) we immediately see that this entails s;11 ({) =
03S; (e”(), because a rotation by i shifts the region by one. More importantly, it follows
that

(si A sj) (€7C) = (siv1 A i) (O) (2.42)
relating inner products at different values of (. Normalising s in such a way that s; A sg

1, Eq.(2.42) leads to s; A s;41 = 1. We can now write down a Schouten identity for a
particular combination of small solutions,

(8k+1 VAN s,k)(sk N kafl) + (8k+1 A S,kfl)(S,k N Sk) + <3k+1 N Sk)(sfkfl VAN S,k) = 0. (2.43)
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Introducing the objects Tg := (sg A Ss41) (e_i(s+1)%C) fors =0,...,n—2 and the notation

T(O)F := Ty (ei’%C ), as well as using our choice of normalisation we see that Eq.(2.43)

leads to
THT, =Ts1Ts 1 + 1, (2.44)

which are called Hirota equations. Going one step further, we define the quantities Y :=
Ts_1Ts41 with s =1,...,n — 3, which, by their definition in terms of the small solutions,
can be thought of as generalisations of the physical cross ratios to all values of ¢°. For
these objects we obtain the equations

YV = (1+ Ye1)(1+ Yso1), (2.45)

which relate Y-functions at different values of { through a functional relation. However,
this relation was obtained from a Schouten identity, which follows from the rather trivial
statement that in two dimensions at most two vectors can be linearly independent and
therefore Eq.(2.45) cannot fully determine the Y-functions.

Instead, we consider the limits { — 0,00, in which the linear problem simplifies and
can be analysed by means of a WKB approximation. Without going into details, it is
shown in [42] that in these limits the Y-functions are well approximated by

logYs =2 —mgcosh@ + ..., (2.46)

where ¢ =: €Y, and furthermore that the combination

Y
ls :==log <€mS cosh9> (2:47)

is analytic in the strip [Im 6| < 7. The quantities m in Eq.(2.46) are in general n — 3
complex parameters, matching the number of independent cross ratios. In Eqgs.(2.46, 2.47)
we choose them to be real for simplicity, the generalisation to the complex case will be
discussed in the next section. Technically, the mg arise as integrals of /p(z)dz along
certain cycles. In this way the information about the polygon which is stored in the
polynomial p(z) enters the Y-functions.
Taking the logarithm of the functional relation Eq.(2.45) and adding zero cleverly, we
find that
I 41 =log (14 Ysr1)(1+ Y1) (2.48)

Convoluting the left-hand side with the kernel

1 1

K(0) = —
(0) 27 cosh 6

(2.49)

and choosing 6 such that [Im 6| < T we obtain
A, (0 D) S L (0 =) [ A 1)
K*(lj+ls‘)::/s ) ALW0—ig) _ fdv L©)
27 cosh(6 —0") ¢ 2misinh(6 —0")

—0o0

= 1,(0), (2.50)

5To see this, note that we have set some of the inner products of small solutions to one by our choice of
normalisation.
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where the contour C is the rectangle with the long sides (—oo —4%)...(+00 —i%) and
(00 +1i5)...(—00 +i%), and we have used that the /s are analytic in that region in that
we have only picked up the pole of the denominator. The small sides of the rectangle can
be neglected since we know from Eq.(2.46) that [5 = 0 along these edges. Using Eq.(2.48)

and Eq.(2.50), we have
logYs = —mgscoshf + K xlog (1 4+ Ysy1)(1 4+ Ys—1)), (2.51)

which is a set of coupled, non-linear integral equations, which determines the Y-functions
and is therefore called the Y-system. It is easy to see that the expressions Eq.(2.51) satisfy
the functional relations Eq.(2.45). These equations have the form of thermodynamic Bethe
ansatz (TBA) equations which usually arise in quantum integrable models (for a review
on T- and Y-systems in integrable models see [114]). The fact that such equations arise
here shows that there is an auxiliary one-dimensional quantum integrable system which
is designed exactly in such a way that its ground state energy Eq.(2.53) calculates the
regulated area. The physical meaning of this auxiliary system is, however, unclear.

To find the value of the physical cross ratios for given values of the ms we can evaluate
the Y-functions at ¢ = 1,i. Typically, we would like to solve the inverse problem -
prescribing values for the cross ratios and solve the Y-system at this kinematical point.
This is more difficult and will be a key question in chapter 5, although it should be
mentioned that there is a different version of the Y-system in which the physical cross
ratios enter as parameters [57].

We still need to evaluate the area of the minimal surface. The area is independent
of the spectral parameter ( and again the problem simplifies when considering the limits
¢ — 0,00. As is shown in [44], similar cycle integrals appear as in the definition of ms.
Therefore, the contributions can be extracted from a (-expansion of the integral equations
Eq.(2.51), with the final result given by

Areg :Aper + Afree (252)

=Aper(ms) + Z ;n—; / df cosh O log(1 + Ys(0)), (2.53)

where A, is a function of the m, which we do not spell out explicitly. This determines
the area in terms of the parameters mg and the Y-functions and solves the problem of
finding the area of the minimal surface. More details on the derivation can be found in
the original papers [42—44]. Note that nowhere in this derivation the explicit form of the
space-time solution entered. The integrability-based method computes the area without
knowing the surface, just using the information on the boundary polygon.

2.3.3. General solution for AdS;

The general solution for the AdSs case is more difficult to obtain because the number of
parameters is larger and the shape of the boundary curve is more complicated, of course.
The idea, however, still is to reformulate the problem using a linear auxiliary problem,
introducing a spectral parameter which generates a symmetry of the problem and studying
the behaviour of the small solutions of the linear problem as a function of the spectral
parameter. In this way, one again obtains a set of Y-functions Y, s(f) which satisfy a
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set of integral equation, which we describe in the following. A derivation can be found
in [43,44].

The general answer for the area of the minimal surface ending on an arbitrary light-like
curve is given by several terms,

Area = Agiv + ABDS—like + Aper + Afrec- (2-54)

The first two terms encode the IR divergences. More specifically,
Agiv = 1Enzlog2 (22,.5) (2.55)
8 & v
1=

where € is a small radial cutoff of AdSs and x; are the dual variables defined by
Di = Ti—1 — Ti, (2.56)

which we saw already in the construction of the boundary polygon in figure 2.2. Further-
more,

n 2K
ABDS_like = —Cn Y (log2 T iea+ Y (—1) " loga?, s log x?+2k+1,i+2k+3> , (257
i=1 k=0

where

1
L= 4K +2
=38 " + (2.58)

We have neglected the case n = 4K in the above formula, the reason being a complication
due to a monodromy at infinity that shows up in the linear auxiliary problem. Since we
will not consider the 8-gluon amplitude in this thesis, we will not go into any detail, the
case is worked out in [115]. The BDS-like term is in fact a solution to the anomalous
conformal Ward identity [28]. To compare strong coupling results with weak coupling
field theory results, it is customary add and subtract the one-loop finite part of the BDS
ansatz in Eq.(2.54), which introduces a new quantity

A(u;) = Apps-like — ABDS- (2.59)

As both Agps_iike and Appgs satisfy the anomalous part of the conformal Ward identity,
their difference can only be a function of the conformal cross ratios. We will spell out the
explicit formulas when studying particular amplitudes in chapters 6 and 7.

We then turn to the most relevant piece for our studies, Age.. We begin by introducing
3n — 15 Y-functions Y, 4(f) with @ = 1,2,3 and s = 1,...,n — 5, which depend on
a complex spectral parameter 6. These Y-functions have to satisfy a set of non-linear,
coupled integral equations, the so-called Y-system, similar to Eq.(2.51),

1 1
logYi,s = —mscoshf — Cs — §K2 * Bs — K1 % oig — §K3 * Vs, (2.60)
logYs s = —V2mg cosh® — Ko x g — K1 * s, (2.61)

1 1
logYs3 s = —mgcoshf + Cs — §K2 * Bs — K1 x ag + 5[(3 * Vs, (2.62)
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where 3n— 15 auxiliary parameters appear, namely n—>5 complex mass parameters mgs and
n—5 chemical potentials Cy, which, in (3, 1)-signature, are purely complex. For simplicity,
we choose the parameters ms to be real in Egs.(2.60-2.62) and discuss the general case
later on. Furthermore, we introduced the notation K % f, which denotes the convolution
integral

(K # ) (6) = / K0 — 0)F(0), (2.63)
the kernel functions
1 1 V2 cosh @ 3
e — =———— K3= —tanh26 2.64
' on cosh 6’ 27 "1 cosh20’ 37 ey (2.64)
as well as certain combinations of Y-functions,
(1 + Yl s)(l + Y3 s)
as = lo 2 : , 2.65
g(l +Y2,s—1)<1 +Y2,s+1) ( )
1+Yaos)?
(1+ Ys,) (2.66)

Bs =lo ,
O U Y )+ Yiop) (L + Yoo 1)1+ Yasi1)

(1+Y1 1)1+ Ys3.41)
1+ Yie41)(1+Yss-1)

¥s = log (2.67)

The integral equations Egs.(2.60-2.62) are only valid within the fundamental strip [Im 6| <
7- Beyond those bounds, some of the kernels become singular along the line of integration
and we have to pick up residue contributions of those poles. Instead of picking up the
poles by hand, it is also possible to use functional relations similar to Eq.(2.45), which
relate Y-functions with different imaginary parts:

+1 +1
Vil — (1 + YZHD (1 + Yz[f—a,]s—l)
a,s — ’
4= @8 Y([JT-&:‘—ll,]s Y[aT—_‘—ll,]s

where Y,[f]s (0) = Yq,5 (0 4 irZT) denotes a shift in 6 by a multiple of iZ. When using the
recursion relations, it should be noted that we have boundary conditions Yo, = Y4, = 00,
as well as Yo 0= Yq -4 =0.

Once we allow the mass parameters to be complex, ms = |m|e®s, it is convenient to

introduce shifted Y-functions Y, s(6) := Y4,5(0 + i¢s). Using these functions, all changes
in the Y-system can be accounted for by replacing

(2.68)

ms = [mal, Yau(0) = Yau(0), K25 (0-0) = K5 (0—0 +i(¢s— 6s))  (2.69)

in Eqgs.(2.60-2.62). A special case is the 6-point case, for which there is only one phase ¢.
In this case, there are no relative phases in the kernels of Eq.(2.69) and it is sometimes
more convenient to work with the unshifted Y-functions Y(f) and to account for the
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complex mass parameter by a shift in the driving term and a shifted integration contour,
schematically

log Y, (60) = —|m/|cosh (0 —i¢) + C + Z / dg'K® (0 —¢')log (1+ Y (8')). (2.70)
o' RYig

We see from Eq.(2.69) that the phases ¢s can also lead to a singular behaviour of the
kernels. Again, we need to pick up the residues if the differences of the phases becomes
too large. The pattern under which the Y-system changes is very interesting and has close
connections to the wall crossing phenomenon of [116]. Picking up appropriate residue
contributions will be of fundamental importance in chapter 4 and we will explain this
procedure in detail there. As in the AdS3 case, the cross ratios can be obtained from the
Y-functions at special values of 8. We will spell out these relations when needed later on.

Once we have solved the Y-system, we can finally calculate the free energy contribution
to the amplitude as

| : : )Y
Ao = 1220 [ dBcosh6 (1+Y1,3(9)) (1+Y3,3(9)) (1+Y2,s(9)) . (2m)
S 0 R

The last remaining piece of the amplitude, Aper(ms), is a function of the complex mass
parameters introduced in the free energy part. General expressions are given in [44]. We
refrain from spelling them out here and rather present the expressions for the necessary
cases in later chapters.

Having assembled all pieces of the amplitude, we define the remainder function at
strong coupling as

Amp. ~ e—\2/7?(Adiv+ABDs+A+Aper+Afree) —. e—‘zé(Adiv-i-ABDs)-&-R‘ (2.72)

This closes our general discussion of scattering amplitudes at strong coupling and we
will start using the Y-system in chapter 4 after discussing the kinematics relevant to our
studies.



3. The multi-Regge limit

As we have seen in the last chapter, the Y-system which describes scattering amplitudes
at strong coupling is a rather complicated set of equations and it is not possible to find an
analytic solution in general kinematics. We therefore specialise our choice of kinematics
to the multi-Regge limit. So far, we have identified this somewhat sloppily with the high-
energy regime. Since our special choice of kinematics will play a key role in this thesis, we
will now present a proper definition of the limit, some kinematical considerations as well
as a brief review of weak coupling results in the multi-Regge limit to which we want to
compare our strong coupling results later on.

3.1. Definition

We are interested in 2 — n — 2 production amplitudes of gluons, for which we have two
incoming momenta —p1, —p2 and n — 2 outgoing momenta ps, ..., pn, as shown in figure
3.1. For a n-particle amplitude there are 3n — 10 independent Mandelstam variables!.
Since we will only be interested in A/ = 4 SYM, we describe the independent Mandelstam
invariants in terms of dual variables,

Pi = Ti—1 — T4, (3.1)

which are also indicated in figure 3.1. The dual variables are cyclic, x;+, = x; and, defining
the quantities x; j := x; — x;, we have the identity

2l = (pis1+ - +p5)°, (3.2)

providing the connection between the dual variables and the Mandelstam invariants. Due
to momentum conservation and cyclicity we also have that {L‘ZQ ;= ZL'jQZ These are of
course the same variables used before in chapter 2. Furthermore, we have the constraints
m%i 41 = 0 because of our light-like configuration. In terms of the dual variables, we define
the following basis of Mandelstam invariants:

_ .2
Sr = Triq 743>

.2
tr = $17T+2, (33)
2 2
_ Tp—2pTp—1pt1
np - 2 )

where r = 1,...,n — 3 labels the t-channels and p = 4,...,n — 1 labels the produced
particles. As we discussed before, the remainder function of A/ = 4 SYM is invariant
under dual conformal symmetry, i.e. conformal symmetry acting on the dual variables ;.

'We have 4n momentum components, subject to n relations p? = 0 and we have 10 symmetry generators of
the Poincaré group. Note that momentum conservation is accounted for by the generators of translation.
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¥y

n

Figure 3.1.: Left: standard parametrisation of a 2 — n — 2 scattering process, together
with the location of Mandelstam invariants ¢;(= ¢?) and the multi-indexed
Sij = (Dit-- -+pj)2. Right: parametrisation in terms of the dual variables x;,
together with the location of the Mandelstam invariants we use, cf. Eq.(3.3).

S S T T
Uui Uz us3

Figure 3.2.: Graphical representation of the conformal cross ratios Eq.(3.4) for the 6-point
case.

Therefore, our set of variables Eq.(3.3) is actually too large and we just need 3n — 15
conformal cross ratios?. For these, we choose the following basis:

2 2
xa+1,a+5xa+2,a‘+4

Ule = 3 2 )
mo+2,o+5$o‘+1,o+4

2 2
X Xz
Uny = 1,04+2%n,0+3 (34)

2 2 )
xn,a+2x1,a+3

2 2

L2 o+3L1,0+4
Wo = "5 35
L1 0+3L2,0+4

where ¢ = 1,...,n — 5. A convenient representation of the cross ratios is depicted in
figure 3.2. An important symmetry used later on is target-projectile symmetry, which, as
the name suggests, reflects the fact that the amplitude should be invariant when the two
incoming particles are swapped. In terms of the graphical representation in figure 3.2 this
symmetry amounts to a reflection on the central vertical axis of each blob. It is easy to

2The counting is: 4n coordinates for the z;, subject to n constraints x?yiﬂ = 0 and we have 15 symmetry
generators of the dual conformal group in four dimensions.
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verify that under this symmetry the cross ratios are interchanged as
Ulg < Uln—4—0, U20 €7 USn—4—0- (35)

The primary goal of section 3.3 is to understand the behaviour of this choice of cross ratios
in the multi-Regge limit, but first let us properly define this limit. To do so, we define the
subenergies

2 2
Siwj = (Di+ -+ i) =T (3.6)
Note that this definition includes the total energy s = ss...,, as well as our basis elements
Sy = Sr4+2r+3, Which are just two-particle subenergies. In terms of these variables we

define the multi-Regge limit to be the kinematical regime in which the t; remain fixed and
negative, while all subenergies go to infinity with the hierarchy

82> 83..m—1,84m > 83p—2y - e 3 85y S 0 D 834y, Spn—1 > —l1,..., —lp—_3. (3.7)

A formally more precise definition is that in the multi-Regge limit the rapidities of the
produced particles are strongly ordered with their transverse momenta being of the same
order. However, in terms of Mandelstam invariants this just entails our definition Eq.(3.7),
see [117] for details. In this sense, the multi-Regge limit is the generalisation of the more
familiar Regge limit s > —t for 2 — 2 scattering. In terms of our basis Eq.(3.3), the
multi-Regge limit corresponds to sending all s, to infinity, while keeping both the ¢, and
np fixed.

3.2. Kinematical identities

As a preparation for the analysis of the cross ratios in the multi-Regge limit, we need some
kinematical identities, which we obtain in the centre-of-mass system of the two incoming
particles. We introduce two light-like reference vectors p; = —p1, p2 = —p2, for which
2p1p2 = s holds, and use them to parametrise the transferred momenta (cf. figure 3.1) as

qr = ’I‘ﬁl + '77‘]32 +qr, (38)

where ¢ is a vector pointing in the plane perpendicular to the two reference vectors.
Therefore p1q,; = pag,1 = 0. This is called Sudakov parametrisation. It should be noted
that by our definition of the ¢, in Eq.(3.3), t, = ¢?. Using momentum conservation, the

subenergies can be rewritten as?
sgrp2 =3+ +p2)’ =(-p2—a++@1—a) =P+ a), (3.9)
Sr43n = (Prs + 00 + pn)2 =(@ —@re1+ -+ qn-3— p1)2 =(p1 — %)2 ) (3.10)

which we can use to determine the Sudakov parameters,

t, — S3...
Sgrio =2qrp2 + 1t = —6rS+1, = & = %3”2 (3.11)

and y
Spr43..m —
Spisem =ty —2p1 = Y= % (3.12)

3Note that the first definition uses ss...3 = (p3)2 =0forr=1.
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We now use the strong ordering of the subenergies Eq.(3.7) and see that this, together
with the expressions Eqs.(3.11,3.12) implies a strong ordering of the Sudakov parameters

I1>vm>vn> > -3 (3.13)

and
1> 03> —0p_a> > —01. (3.14)

The above expressions also imply that in the multi-Regge limit

S53... S
SRR g 2 (3.15)

ty = qz = 3'71"67“ + Q,%L s

[1a 2]

where ‘=’ will always denote identities that hold strictly only in the multi-Regge limit.
This means that the transverse components of ¢, stay finite in the multi-Regge limit and,
because of the relation p,t+3 = ¢ — ¢y+1, so do the transverse components of the momenta
of the produced particles p,43, where r = 1,...,n — 4. To calculate the magnitude of the
transverse momentum, we make use of the on-shell condition for the produced gluons,

~ ~ S3erSpe.
0=p2= (g3 —qr_2)’ = —57, 30,2 + 2| = e + 2, (3.16)

where we used the strong ordering of the Sudakov parameters in the first step. From this
identity we conclude that

2 -2
= —DPr1 =Prli> (317)

where we introduced the two-dimensional transverse vector p,.;. Similarly to Eq.(3.16) we
can now calculate the leading behaviour of the subenergies. Explicitly, we obtain

>~

—5Yr—10r41 + (Dry2 + Praa)T

83...r4+38
D BSTEET 4 (pyig + pras)t (3.18)

Sr = (QT—l - QT+1)2

1

where r =2,...,n —4, and

_SPYp—45p—1 + (pp—l + Pp +pp+1)i
S3... Sp—1...
M + (pp—l +pp +pp+1)i (319)

2
Sp—1pp+l = (Qp—4 - Qp—l)

for the three-particle subenergies with p = 5,...,n — 2. Looking back at our basis of
Mandelstam invariants Eq.(3.3), we see that this is all we need to determine the 7, in
the multi-Regge limit. By plugging in the leading behaviour of the subenergies and using
relation Eq.(3.17) we find that

Sp—3Sp—2 2 )
= +—L==_p =p7, (3.20)

which is indeed a finite quantity in the multi-Regge limit. We can lift our analysis to
subenergies involving more particles and obtain

2~ Sr4+2--nS3..p/43 2
Sp42ri43 = (Dry2 + -+ Drg3)” = % + (pryo + -+ —i—prurg)L

Sp Syt

I

_ (3.21)
Nr+3 M 4-2
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where the last step follows by using the leading terms of Egs.(3.18,3.19) repeatedly.
Eq.(3.21) is one of the main results of this section and will be crucial for the determi-
nation of the behaviour of the cross ratios in the multi-Regge limit.

We need one last ingredient from the kinematical analysis which is the angle between
different vectors ¢;, , which we obtain from the relation

Pligr = (@1 — Gr11)” = [te] + [trsa] = 2¢/]te|[trg1] o8 0y i1, (3.22)

where r =1,...,n — 4. From Eq.(3.20), we see that the left-hand side of Eq.(3.22) is just
equal to 1,43 and find

t t —
cos Oy 41 = [tr] + [tr 1] 77r+3' (3.23)

2¢/Itr|[tr41]

Since we will need it in the following, we spell out the sine of this angle, which is given by

. )\(‘tr‘a |t7"+1‘7771”+3)
sinfp,41 =1/1—cos? 0,11 = , (3.24)
" " 2v |tr|’tr+1’

where we defined

N ([tels [trals mesa) = 2ltellbrsn] + 2nry3lte] + 20pg3ltria] = [to* = [tra]® — 0745 (3:25)
From the expressions Eqgs.(3.23,3.24) we can obtain the angle between any two ¢;; because
these are two-dimensional vectors and therefore angles are additive.
3.3. Cross ratios in the multi-Regge limit

We now have all the information we need to determine the behaviour of our basis of
cross ratios Eq.(3.4) in the multi-Regge limit. Using Eq.(3.21) and our definition of the
Mandelstam variables Eq.(3.3) we find that

2
te Toi3n -, to Mota
U200 = ) = R (3.26)
to‘-i—l xo‘+27n ta+1 So+1
2
lot2 T2 043 o, tot2 3
Ugy = 22043 o Cot2 Tt (3.27)

tot1 ﬂfg’g+4 B tot1 So+1 ‘
We see that both sets of cross ratios vanish in the multi-Regge limit. However, the ratios

g tO’ g
$20 o "o Dot (3.28)

U3o tot2 No+3

are a function of quantities which remain finite in the multi-Regge limit. This leaves us
with the u1,, whose definition Eq.(3.4) we can write in terms of Mandelstam variables as

So42---0+550+3 0+4 (3 29)

Ulg = .
So+3---0+550+2--0+4

Plugging in Eq.(3.21), we see that all factors cancel and we get u;, = 1. However, to
compare the behaviour of the u1, with the other cross ratios, we want the first subleading
term, as well, which requires more work. To determine the subleading piece, we write
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down the analogue of Eq.(3.18) for the subenergy s,43,+4 and expand by subenergies to
obtain

1 _ S042---0+480+3--0+5 ( 1 53-~~0'+550'+3~~n> < 1 S3~~-U+450+2~-~n>
So+30+4S0+2---0+5 \So+3--0+5 S So+2--0+4 §
2
s (Po+3 + Pota)]
A e o
83--0+550+2--n So+30+4

Note that the first factor on the right-hand side is just ul_o,l. Inserting the leading behaviour
for the three factors multiplying ul_gl, we see that they are all equal to one, with corrections
of the order of the first factor in each parentheses. These are all much smaller than the
last term in Eq.(3.30) in the multi-Regge regime, because they involve subenergies with
more particles. Therefore, we can consistently replace all factors multiplying ul_gl with one
and only keep the last term to get the subleading piece. Solving for ui, we find

2
(p0+3 + pO’+4)J_
So4+30+4

Uy = 1 + (331)

To write the numerator of Eq.(3.31) in terms of our basis of Mandelstam variables, we use
our result from the last section that angles in the two-dimensional transverse space are
additive to write
(= — 2 = — 2
Po t = (pa+3 +pa+4) = (QJ - QU+2)
= lto| + [to+2| — 2V [to|[to+2] cOS (05,041 + Oot1,042) - (3.32)

This can be rewritten with the help of Eqgs.(3.23,3.24) to find the lengthy expression

lto| + [tot1] = Nos3 [tot1| + [tot2| — Noya
2¢/[to|ltot1l 2/ |to+1||to+2]

7>‘(|t0|7 tot1ls No+3) Atot1l; [torals No+a)
2/ |to|[to+1] 2v/[tot1|lto+2|

Pa(tﬂ?) :|t0| + |t0+2‘ -2 |t0||t0+2‘ (

(3.33)

This finishes our kinematical analysis. In the multi-Regge limit, our basis of cross ratios
naturally splits into triplets. Within each triplet, the cross ratios ug, and us, go to zero,
while u1, goes to one in such a way that the reduced cross ratios
U9y - U3

U3s =
1-— Uls

(3.34)

ﬂ?a =
1-— ulg7

remain finite.

3.4. Weak coupling results

Until now we have treated the multi-Regge limit simply as given by the definition Eq.(3.7).
In this section, we want to highlight why the multi-Regge limit is a very interesting
kinematical regime and briefly review some weak coupling results. We will concentrate on
those facts relevant for our studies at strong coupling and do so mostly following references
[25,75,118]. Other general introductions of (multi-)Regge theory include [117,119,120].
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Figure 3.3.: Dominant one-loop diagrams in the Regge limit s — oo for 2 — 2 gluon
scattering in SU(N,) gauge theory.

Let us begin our survey of the multi-Regge limit at weak coupling with a simple problem,
the calculation of the 2 — 2 gluon amplitude at one-loop level in SU(N,) gauge theory. In
the Regge limit we are only interested in the dominant pieces as the Mandelstam variable
s — 00. As is shown in [117], the leading virtual corrections in this limit are given by the
two diagrams shown in figure 3.3, which give rise to the amplitude

A% iAZi,tree log (i) a(t) (3.35)
where
asN, —t
at) = — yp log <M2> (3.36)

for an IR-cutoff y. Furthermore,

i ~ .8
AR = —8mias L [ SN Gpus iy Gy pa €y (P1) €y (P2) € (P3) el (a) (3.37)

is the tree level amplitude with a; and h; being the colour indices and helicities of the scat-
tered gluons, respectively. Note that the suppression of the one-loop amplitude relative
to the tree level result comes with a factor aglogs. While ag will be small in a pertur-
bative expansion, we are interested in the regime s — oo, in which the large logarithm
can compensate the smallness of the coupling constant such that aglogs ~ O(1). Then,
however, we cannot stop at one-loop level. In fact, we know that the leading contribution
to the n-loop amplitude will be ~ alog™ s, which means that we have to identify the
relevant subset of diagrams contributing to this leading behaviour and then resum those.
This expansion is known as the leading logarithmic approximation (abbreviated LLA).
Subleading terms ~ af log" !5 are collected in the next-to-leading logarithmic approxi-
mation (NLLA), with an obvious generalisation to N*LLA. Note that every logarithmic
order contains information from all loop orders in the coupling constant a.

It turns out that the relevant diagrams are given by a specific set of ladder diagrams,
which, once resummed, give the following form for the scattering amplitude of two particles
with colour indices aq, as and helicities hy, ho in SU(N.) Yang-Mills theory in dimensional
regularisation,

gltw(®)

A2~>2 = _2gséh2,h3T£2a3 TT(zcla4gs(sh1,h4a (338)

4To be more precise, one should note that neglecting self-energy graphs and vertex corrections only gives
the correct leading contributions when working in a physical gauge.
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b3

2

D5

Pn+1

Pn+2
Figure 3.4.: 2 — n production amplitudes in the multi-Regge limit. The blobs represent

Lipatov vertices and the decorated propagators in the t-channels are propa-
gators for the reggeised gluons.

where g2 = 4rag, <, are the generators of the gauge group SU(N.) and

asNe 2¢ 2—2¢ 6‘2 ~ asNe _AN\E —t 1
w(t) =~ 5 (2mp) /d kE?(cj— ERn (4me™) g5 —¢) (3:39)

is the called the gluon Regge trajectory. In writing Eq.(3.39) we used that ¢t = —g?
and introduced p to be the renormalisation scale of the 't Hooft coupling constant \ =
a;—ﬂNc(éhre_V)e. This is a remarkable result, as it shows that the resummation of an infinite
number of diagrams combines in such a way that it mimics the exchange of a particle
with t-dependent spin, called a Reggeon. This process is also called reggeisation of the
gluon. One way of showing the above result Eq.(3.38) uses unitarity in the form of the
Cutkosky rules, which relate the imaginary part of the desired amplitude with products
of lower loop amplitudes (see [121]). From the imaginary part, the amplitude can then
be reconstructed using a dispersion relation. The building blocks from which the LLA
of the desired amplitude can be constructed are given by production amplitudes in the
multi-Regge limit shown in figure 3.4, which take the factorised form

w(t1) w(t2) Sw(tn)

c1 1 n

A2—>n = _28956h1,h4 ajay mgsc(qla q2, kl)TgllcQ (2—t2) T mgséhg,hgT;;a37 (340)
n

where the propagators are those for reggeised gluons and the vertices C(q;, gi+1, ki) are
effective vertices describing the coupling of two Reggeons to a normal gluon, see [122].
These production amplitudes will be explored from the strong coupling perspective in
later chapters. Note that both the gluon Regge trajectory w(t;) and the so-called Lipatov
vertices C(q;, gi+1,k;) are universal quantities. Once calculated for amplitudes with a
small number of gluons as e.g. 2 — 2 and 2 — 3 gluon scattering, they can be used to
build up the 2 — n gluon amplitude as in Eq.(3.40).

As mentioned before, the MRL production amplitudes can be used to build up the
2 — 2 amplitude Eq.(3.38), with the Reggeon being a composite state of reggeised gluons.
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If the Reggeon carries vacuum quantum numbers, it is called a Pomeron. The evolution of
the Pomeron in transverse space is governed by the BFKL equation [121,123,124], which is
a Schrodinger-like equation for the Pomeron wave function whose ground state determines
the intercept of the Pomeron A = wp(0), which in LLA is given by A = %ach log 2.
The intercept in turn determines the total cross section ooy ~ s®. Since this quantity in
LLA is positive, the cross section violates the Froissart bound o < log? s, which signals
a violation of unitarity. To restore unitarity, multi-Reggeon exchanges have to be taken
into account. This modifies the BFKL equation to the BKP equation, which governs the
evolution of a colourless n-Reggeon state [125,126]. Remarkably, in the limit N, — oo, the
BKP Hamiltonian is that of a spin chain and is therefore integrable [67-69]. Historically,
this was one of the first instances that spin chain integrability entered high-energy physics.

Having at our disposal an exact expression for the 2 — 2 and 2 — 3 amplitude in N =
4 SYM through the BDS ansatz, it is a natural question to ask how the BDS ansatz behaves
in the multi-Regge regime and whether it is compatible with the factorised form Eq.(3.40).
Indeed, as is shown in [25], the 2 — 2 BDS amplitude in dimensional regularisation can
be written as®

_s\v®
My = T(t) (M) r(), (3.41)

up to higher corrections in €, from which the gluon Regge trajectory w(t) and the vertices
I'(t) can be extracted to all-loop order in the 't Hooft coupling A\. These formulas, however,
are lengthy and we refrain from spelling them out. They are given in [25]. As before, u?
is the renormalisation point for A.

Going from the elastic amplitude to the first production amplitude, [25] show that the
2 — 3 BDS amplitude can be written as

— 51 w(tl) — 59 w(tz)
My 3 =T(t1) <MQ> I'(t1,t2,m4) (/ﬂ> ['(t2). (3.42)

As explained before, the quantities I'(¢) and w(t) are universal and are therefore the same
as in Eq.(3.41). The new ingredient in Eq.(3.42) is the Reggeon-Reggeon-gluon vertex
I'(t1,t2,m4) which again can be extracted to all-loop order from the general BDS ansatz.
Both Eq.(3.41) and Eq.(3.42) are originally derived for the kinematical region in which all
invariants s;, t; are negative, called the Euclidean region. This is a nice kinematical regime
as all singularities in the s;-planes are on the right-hand side. Therefore the amplitude is
real and it factorises nicely as in the above equations. From Eq.(3.42) it is then possible to
study expressions in other kinematical regions where some of the Mandelstam invariants s;
are positive. These so-called Regge regions will be investigated in more detail in chapter
5. To study the other kinematical regions, we analytically continue in the s; to reach
regions where all or some of the s; are positive. For such a continuation, one starts in the
Euclidean regime with phases s; = €|s;| and then continues the phase from 7 to € to end
up above the cut on the right-hand side. As it turns out, the production amplitude Ms_,3
can, in all kinematical regimes, be written as

My o3 . (_sl)w(h)—W(w) <—s774>”(t2) e (_82>w(t2)—w(t1) <_8774>w(t1)
L)L (t2) p? pt p? pt 5

"Recall from Eq.(1.2) that M, corresponds to the amplitude divided by the tree level expression.

43)
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Figure 3.5.: Graphical representation of the analytic representation of the 2 — 3 ampli-
tude in the multi-Regge limit, Eq.(3.43). In every kinematical regime, the
amplitude can be written as a sum of two terms which make the disconti-
nuities in the s-variables manifest. Note that lines indicating the s-variables
which appear in a given term are not allowed to cross as explained in the main
text.

with certain coefficients ¢;. These coefficients can be fixed by making an ansatz as in
Eq.(3.43) and then comparing to the BDS ansatz in the given kinematical regime. The
form of the amplitude Eq.(3.43) can be represented graphically as in figure 3.5. This is
called an analytic representation of the amplitude in [25], because the discontinuities of the
amplitude in the s-variables can be easily read off from Eq.(3.43). Eq.(3.43) is an example
of a much more general principle, namely that an amplitude in the multi-Regge limit
can only display discontinuities in non-overlapping channels. As is shown in [127,128],
this has connections with the so-called Steinmann relations [129]. Physically, this is the
statement that a produced gluon cannot be in a bound state with two different particles
simultaneously.

We now move on the 2 — 4 amplitude. Assuming for now that the BDS ansatz gives
the full answer, the amplitude in the Euclidean region reads

—51 w(t1) —59 UJ(tQ) — 83 w(t3)
My .y =T(t1) (,ﬂ) I'(t1,t2,m4) (/ﬂ> I'(t2,t3,m5) <M2> [(t3). (3.44)

One can then write down an ansatz for an analytic representation of the 2 — 4 amplitude,
similar to Eq.(3.43). The number of terms that have to be included in such an ansatz for
the 2 — n — 2 MHV gluon amplitude quickly grows with n and is given by the Catalan
number C,, since we are counting non-overlapping subsets. The ansatz for the 2 — 4
amplitude is then given by

Moy d (—81) (-8345774) <—S?74775>

INGVINGEY 2 pt 16

4 (_?’)w(ts) w(tz) (—84546775>w(t2) w(t1) <_377g1775>w(t1)
7 7

T dy <_322)w(t2) w(t1) <_S3i5n4>W(tl) w(t3) (_Sng%)w(ts)
7 7 7

+ dy (_?>w(t2) w(ts) (_545:16775>w( 3)—w(t1) <_377g1775>w(t1)
u "

T d <_23)w(t3)—w(t2) <_S21>w(t1)—w(t2) <_8/17§775>w(t2)_ (3.45)
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This ansatz should be valid in all kinematical regimes. However, comparing this ansatz
to the BDS expression once we go to the mixed region in which

5,80 >0, 51,53,5345, 5456 < 0, (3.46)

there is no solution for the parameters d; as is shown in [25]. This means that the BDS
ansatz in this kinematical region is not compatible with Regge factorisation. In fact, in
this region the BDS ansatz has the asymptotic form

Moy —S1 w(t) —59 w(t2) — 83 w(ts)
Tt S\ 2 r — r — 4
F(t1>r(t3) C ( Mz > (t17t27n4) ILL2 (tQ,t3,775) MQ , (3 7)

with an additional phase C, which reads

¢ = 0 (os( i) ) (3.48)

The appearance of this phase explains the wrong analytic structure of the BDS ansatz. As
explained in [25], this phase is the one-loop approximation of a Regge cut contribution,
which appears because the BDS ansatz is one-loop exact. However, an explicit calculation
in [75] shows that starting from two loops this Regge cut piece is not contained in the BDS
ansatz. We now know that this failure starting from two loops is due to the appearance of
the remainder function, which then accounts for the Regge cut. Physically, the BDS ansatz
accounts correctly for the Regge poles. However, starting from the 2 — 4 amplitude, two
Reggeons can form a bound state in the so-channel which then gives rise to a Regge cut
contribution.

A precise study of the Regge cut piece is carried out in [75,76] and amounts to finding
a solution to the BFKL equation in the colour octet channel, with the result that the
remainder function in the mixed region Eq.(3.46) for the 2 — 4 amplitude can be written
as

eftHio = (3.49)
MRL
)\ n T % dV 2iv = —UJ(V,’H,)
COS TWap + i zn:(—l) (T—*) / @ 7|7 PReg (v, 1) (—(1 — ul)\/u2u3) ,
where

6 = (V)] log (V/iziia) (3.50)

is a phase and

Wap = é’yK(/\) log Z—Z’ (3.51)
is the Regge pole contribution, which both include the cusp anomalous dimension ~yg-.
Furthermore, we have introduced the complex quantity r which, for the n-point amplitude,
is defined as®

U2 1 U3 ‘TO"2

- : - , 3.52
1—uy, 11+ 7,]? 1—uy, 1+ 7,|? ( )

SNote that in the weak coupling literature this quantity is usually called w,, cf. [130]. We choose a
different letter here to avoid confusion with the strong coupling variable w, which we introduce in the
next chapter, as they are not equivalent.
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where o = 1,...,n—>5 and we omit the index in Eq.(3.49) since o = 1 is the only possibility.
The universal quantities that feed into Eq.(3.49) are the BFKL eigenvalue w(v, n) and the
regularised impact factor ®.es(,n), which allow a perturbative expansion,

w(v,n) = =A(Eyn + AES) + O(M\?)), (3.53)
Preg(v,n) = 1+ ABR), (1v,1) + O(A?). (3.54)

Note that the regularised impact factor ®,ee(v,n) is in fact an effective quantity, being
the product of two impact factors,

Dreg (v, 1)

— = 9" (v,n)®(v,n), (3.55)

v+ I
see [75,76]. To show the class of functions that appear, we write out their explicit form
to NLLA accuracy [75,76,130]:

i I

+¢<1+w+) +w<1—z’u+> — 2(1), (3.56)

i

1
Epp=——
v,n 21/24_”742 2 2

1) _— _ = " el " B 1]
E}) = 4<¢ <1+w+ 2)4—1/} <1 w+ 5

2 n
n| (V¥ -2
—QEyn — 3G — L' ( ;1 )3 (3.57)
(v
and )
1 1 3 n
q>%€2g(”’”) = —§E3,n ) 5 — G2, (3.58)

e
with the digamma function ¢(z) = FF/((ZZ)) and the zeta values (¢, = ((n). By now, the BFKL
eigenvalue is known to N2LLA accuracy, while the impact factor is known to N3LLA
accuracy [31]. Furthermore, there is a proposal for all-loop expressions [131] for both
quantities from an ansatz built on the similarity of Eq.(3.49) with the OPE-expansion
of [61]. Eq.(3.49) is the form of the remainder function for which we want to find an
analogue at strong coupling.




4. The Y-system in the multi-Regge limit

We now combine the two preceding chapters by studying how the Y-system behaves in the
multi-Regge limit. We will find that there is a specific choice of the Y-system parameters
which represents the multi-Regge limit. Finding the values of the Y-system parameters
requires a careful analysis of the Y-system equations and possible modifications which arise
from residue contributions. However, our result will be worth the effort, as the Y-system
is shown to simplify drastically in this special kinematical limit.

4.1. Cross ratios and Y-functions

To begin, we need to be more explicit about the relation between our basis of cross ratios
Eq.(3.4) and the Y-functions evaluated at special values of §. This relation is worked out
in [44] and can be easily stated by introducing the functions

1 !
Y2,s O=inr/4 Yg:]s

=1+ , (4.1)

0=0

where we introduced the italic YQ[TS] to denote the Y-functions evaluated at a multiple of
i7. The cross ratios of pairs of adjacent points in dual space are then given by

x2 x2

U[Qp] _ Y—k+pk+p” —k+p—1,k+p—1 (4.2)

2%k—2 = 2 2 .
—k+p—1,k+p~ —k+p,k+p—1

if the number of cusps 2k — 2 between x_;4, and x4, is even and

z? x?
2p+1] _ F—ktpktpt1t—k+p—L1k+p
7 el - (4.3
—k+p—1,k+p+1~ —k+p,k+p
if the number of cusps 2k — 1 between x_j, and x4, is odd. Since our basis of cross
ratios only connects pairs of points with adjacent indices, we can immediately write down
the relations with the Y-functions, which read

2 2 [204+7]
T osToyaod (2047 F . Y2u 44
Utoe = 73 2 = \"1 = [2047]° (4.4)
o+2,04+5%0+1,0+4 1+ Y2 1
2 2 [o+4]
_ Lo43nL1,0+2 . U[O—+4} -1 B YZ,U (4 5)
u20 - 1‘2 1,2 - g - [(7+4] 9 .
o+2nL1,0+3 1+Y,,
2 2 [o+6]
x x -1 Y.
_ 2,043%1,0+4 . o+6 o 2,0
T I (I (4.6)

o
2] 64372 544 1+ Yz[? ]
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The idea of our following analysis is simple. The right-hand side of the equations (4.4-4.6)
depends on the Y-system parameters [mg|, Cs and ¢s. If we demand that the cross ratios on
the left-hand side of Eqgs.(4.4-4.6) show multi-Regge behaviour, i.e. the behaviour worked
out in section 3.3, this will give rise to constraints on the values the Y-system parameters
can take. We will see that these constraints are indeed powerful enough to fix 2n — 10 of
the Y-system parameters.
For a large number of gluons, the upper indices in Eqs.(4.4-4.6) will also become large.
Fortunately, we can make use of the symmetry
Ul = gl (4.7)

n—4—s

which originates in the Z4 symmetry of the Hitchin system underlying the Y-system. Using
this symmetry we can always decrease the absolute value of the upper index to be smaller
than or equal to |5 ]. From there, we can use the recursion relations Eq.(2.68) to express
the cross ratios in terms of Y-functions in the fundamental strip [Im | < %. Applying the
symmetry twice, we find that

Ul = gl (4.8)

This relation is in fact necessary to be consistent with the cyclicity of the dual variables
Ty = Li4n-

4.2. The multi-Regge limit of the Y-system

4.2.1. The 6-point case

We will begin with the simplest case of six gluons, which was first analysed in [78]. We
review the results here to spell out some quantities which we will try to generalise in the
following. Note that in the 6-point case, the index s of the Y-functions is fixed to one and
will be dropped in the following. The three cross ratios and their associated Y-functions
are

2 2 -3 2 2 -1 2 2 1
| X35%36 Yg[ ) _ X3Tye Yg[ } Xy 5To4 Yg“

- - o, U2 = = 7, U3 = = . (49)
36735 14y} 14756 14 Y)Y 14735 1+ v

U1

We know from our kinematical analysis that u; has to go to one, while the other two cross
ratios have to approach zero. From Eqs.(4.4-4.6) it is clear that if a cross ratio vanishes,
the associated Y-function has to go to zero, as well, while a cross ratio going to one forces
the corresponding Y-function to go to infinity. Writing out schematically the equation

]

governing Y2[1 ,

log Yo (z%) = —V/2|m| cos <% — qﬁ) + ZKQ’GI *xlog (14 Ya), (4.10)
a/

we see that log YQM has to be large and negative to make w3 small. This can certainly be
achieved if we take |m| — oo, as long as ¢ € (— e %) This limit has the further virtue
that the leading contribution of the integral terms will schematically be given by

/ d9'K (0 — 0')log (1 +Y(0')) = / d0'K (6 — 0')log (1 + e—lmlcosh@’—i@) —0, (4.11)

—00 —0o0
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which is negligible compared to the term ~ |m| in Eq.(4.10) in the large |m| limit. Indeed,
in [78] it is shown that the parameter choice

|m| — o0, ¢ —0, C =const. (4.12)

reproduces the multi-Regge limit. Since we can neglect the integrals in the Y-system

equations in the fundamental strip [Im6#| < 7§ as we saw in Eq.(4.11) above, the Y-

functions simplify drastically and read
Y1(9) o e—\m\cosh(@—iqﬁ)—C’ Yg(@) o e—ﬂ|m|cosh(9—i¢)’ Yg(@) ~ €—|m|cosh(9—i¢)+0' (4.13)

Using these expressions and the recursion relation Eq.(2.68), we can determine the cross
ratios and find

1
up=1- (w + " + 2coshC> £+ 0(?), ug = we + O(e?), uz = % +0(?), (4.14)

where we have introduced the quantities
e = 67|m|cos¢’ w = e|m|sin¢v’ (415)

which have the limits ¢ — 0 and w — const. in the multi-Regge limit. Eq.(4.14) shows
exactly the behaviour we have found from a purely kinematical analysis in section 3.3. We
now turn to the 7-point case to see how this result extends to more gluons.

4.2.2. The 7-point case

In the 7-point case, we now have six cross ratios given by

2 .2 (2] 2 .2 (—2] 2 .2 (0]

I I26T35 Y2,2 - Tyrriz Y2,2 P L24T15 Y2,2
11 — 5 9 21 21 — 75 5 BT 31 — 5 9 o1’
T36%25 1+ YQ[Q} T37T14 1+ Yz[,z } T14%25 1+ YQ[Q}

2 .2 (3] 2 .2 [—1] 2 .2 (1]

Uy — T37lae Y2,1 oy — Ts7Llia Y2,1 oy — L25T16 Y2,1
12 = 55 — —3p W22 = o 5 — 0 ™32 = T3 o — 17
Tyr¥3e 1+ Y2[71 ] TarTis 1+ YZ[’1 ) T15%26 1+ Y2[1}

(4.16)

It is to be expected that the multi-Regge limit for the 7-point case still connected with the
large |ms|-regime!. For the moment, let us assume that we can still neglect the integrals
in the fundamental strip as described in Eq.(4.11). We will justify this once we have
determined all parameters.

To determine the correct limit, let us start by analysing the cross ratio u;; which
approaches one in the multi-Regge limit. Using the recursion relation Eq.(2.68) for the
associated Y-function, we find that

1 +e*ﬁ|m1|COS(%*¢1)
e—V/2|mz| cos ¢2 (1 + e\m2|005(%*¢2)702) (1 + e|m2\608(27¢2)+02)

12

S — 0. (4.17)

!For example, we can return to the 6-point case by taking a collinear limit.
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This Y-function can only diverge if every term in the denominator vanishes. Expanding
the denominator as

e V2malcosdy 4 oV2malsings | 9 cogh ChemImalcos(G+e2), (4.18)

this forces ¢9 to lie in the interval

by € (—gg) A (=m,0)N <—3;,D - (—%,0) . (4.19)

In writing the intersection, we have assumed that ¢o stays at least in the range —7w <
¢9 < w. To determine the exact value of ¢o we analyse the fraction %, which we know
stays finite in the multi-Regge limit. Since both cross ratios go to zero individually, we
see that the leading term for this fraction in terms of the Y-functions is given by

U921 YQ[EQ} 1+ e—\/§|m1|cos(§+¢>
us ’[0] = e - — const.
u31 Y2 5 e—2V2|maz| cos ¢2 (1 + e|m2|cos<z+¢2)—02> (1 + e\mg\cos(z+¢2)+02>

(4.20)

As before, we can expand the denominator. If this expression shall converge to a constant,
at least one of the terms in the denominator has to remain finite, with all other terms going
to zero. This allows the two choices ¢p2 — —7 or ¢2 — 7, of which the latter is excluded
by Eq.(4.19). A similar analysis determines ¢;. Instead of presenting all equations and
the constraints we derive from them, it is an easier task to just show that the parameter
choice

|ms| = 00, Cs = const.,
m
¢1 — 0, $2 =~ (4.21)
leads to the correct behaviour for the cross ratios. For completeness, we spell out the
remaining constraint equations in appendix B.

To check that Eq.(4.21) is indeed the correct choice of parameters, we start by defining

—|m1]cos ¢1 — elmalsing:
b - )

g1 =¢€ w1

—Imafeos(54¢2) ) elmalsin(§+62) (4.22)

E9g = ¢€

which have the limits e, — 0 and ws — const. in the multi-Regge limit. From the Y-
functions in the fundamental strip we obtain the relations

Y2[11] ef\/ﬂml\cos(%—m) % e
U= =g =+ 0@, 4.23
Yy vl 14 e Vmles(F-a) 142w (%) (4.23)
Y[*l} €7ﬂ|m1|cos(%+¢1) cw
U2 = 2,1 ~ _ Rt S glwy + 0(62), (4‘24)

1+ YZ[,EH - 1 +€—\/§|m1|005(§+¢1) 14w

Y[O] ef\/i|m2\ cos ¢o £2 e
) = e Amlcongs T 1+ E =2 +0(). (4.25)
14 Yy,  Ldemvamaiose Ty W2
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To obtain the other cross ratios we have to employ the recursion relation Eq.(2.68) and
find

_ 1+ Y[il] 1+ec1w
Vi, = 2,1 ~ St = cowy + O(e2), (4.26)

Co Ca

- e” e“2
v <1+Y[1_1]> <1+Y[1_1]> o (L) 50)
3,2

1,2

from which we conclude that

Ys, £9Ww2
Ug| = . = = sowy + O(£2). 4.27
NN Tren ~ O Nl
Similarly, we get
14 £
v = W : (4.28)
22 (L wee@2) (14 wae®?)
which leads to
y 12 1
Uy = i{z] ~1— (wg 4+ — 4 2cosh 02> e9 + O(2). (4.29)
1+ Yy, w2

For the last cross ratio, u11, we have to use the recursion relation Eq.(2.68) several times
and find after a straightforward calculation that

[—2]
S ) |
Y, 14+ —— 1+ >
) (oo
~ (L+ ews) (4.30)
et (1) e (o) |
erwy | 1+ 1+eC2e, L+ Tte C2ey
from which we calculate the cross ratio to be given by
Yyi 1
Uge = ﬂ ~1— <w1 + — + 2 cosh Cl) €1+ (’)(52). (4.31)

We see that we can again find the correct values of the Y-system parameters for the multi-
Regge limit. Making this parameter choice, the cross ratios split into two triplets, which
resemble a ‘double copy’ of the 6-point case. To obtain this result, it is essential that ¢ is
non-zero, as one can nicely see from Eq.(4.25). Pushing on to more gluons, again assuming
that all integrals can just naively be neglected, we see hints that in general ¢, = (1 —s)%
seem to be the values for the phases in the multi-Regge limit. However, as was explained
in section 2.3.3, the Y-system has to be modified once large phases enter the game. We
will therefore analyse when residue contributions from the kernels have to be picked up

before we can prove our suspicion for the values of ¢;.
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4.3. Large phases and residue contributions
In this section, we will make the following ansatz for the Y-system parameters:
ms| — 00, C = const., g5 — (1 — s)%. (4.32)
Furthermore, we introduce parameters
ey 1= e Imsleos((5=DF+0s) 4y i olmslsin((s=1)5+05) (4.33)

where s = 1,...,n — 5 and as before we have that ¢, — 0 and ws; — const. in the multi-
Regge limit. Our goal is to show that for this choice of parameters we indeed find the
correct behaviour of the cross ratios. As mentioned before, the reason this is non-trivial
is that large phases appear in our ansatz Eq.(4.32). Let us therefore begin by spelling out
the relevant Y-system formula for complex mass parameters again:

logYo s(0) = f|m3|cosh0+2/d0 K“ (0 — 0 +igs — ity )log(1+ Yo o (6)), (4.34)
a S R

where, as before, Yo 4(0) = Yo s(0+i¢s). The kernels that appear in Eq.(4.34) have simple
poles along the lines Im (6 + i¢s — i¢y) = ikT, where k = 2(2n+1) for K; and k = 2n+1
for Ko, K3 for n € Z. Whenever we cross such a line, we have to pick up a residue
contribution. However, note that the line actually has to be crossed, for § = ik7 we can
still use an ie-prescription to avoid the singularities (for more details see [44] and section
5.3). Once we have accounted for all crossed poles, our Y-system equations schematically
read

logY2 +(0) = \f]mscosh9+2/d9/ K290 — 0 +igs — iy Nog(1 + Yo o (6))
a’ 8 R

+ ZV: n, log (1 + Ya,,,sl, (0 + i — s, — zkl,%>) , (4.35)

where we have introduced an index v that counts all crossed poles. The coefficient n,
allows for a sign factor which depends on which kernel the crossed pole belongs to and
where it was crossed.

Since we integrate along the real axis, the Y-functions which appear in the integrand of
Eq.(4.34) are always evaluated at real values of #'. Note that due to the structure of the Y-
system Eqgs.(2.60-2.62) kernels are only non-zero if s’ = s+1 or s’ = s. However, for those
values of s” the phase difference is always equal to i or zero due to our ansatz Eq.(4.32).
For those imaginary parts in the kernels we can still use an ie-prescription, which in turn
implies that for real values of # we never have to pick up residue contributions and can
keep on using the standard form Eq.(4.34). This means that as we go to the region of
large mass parameters, we can always use the asymptotic form

?1,5(0) ~ e—\ms|cosh9—CS’ ?275(9) ~ e—\/§|ms|cosh6’ ?3,3(0) o~ €—|ms\cosh0+Cs’ (4.36)

without any additional residue contributions, allowing us to use the argument spelled out
in Eq.(4.11) to conclude that the integral contributions can always be neglected in the large
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mass limit. Still, the integrals can leave their imprint on the Y-functions for arguments
with a non-vanishing imaginary part through the residue terms, which we have to pick up
before neglecting the integrals.

As the cross ratios are given in terms of the Ys ,-functions and not the ?g,s—functions,
we shift the argument in Eq.(4.35) and find

logY2.s(0) = —V/2|ms| cosh (0 — igs) + ; n, log (1 +Ya, s, (0 - zk:,,%)) , (4.37)

where we already dropped the integral contributions. Our main task is now to figure out
which Y3 s-functions are modified by residue terms and how the cross ratios are affected
by this.

4.3.1. The 8-point case

To fill the formulas presented in the last section with some life, let us analyse the 8-point

]

amplitude. As a specific example, let us study YQ[EQ , which is connected with the cross

ratio uge. Note that due to our choice of phases, this is equivalent to calculating }72[7;1]. To
find the residue contributions, imagine starting from 6 = 0 where Eq.(4.34) holds without
residue terms because § = 0 is a real value (cf. the discussion around Eq.(4.36)) and then
moving 6 — —i7%. Looking at the kernels Kg:g,/ (0 — 0" + iy —ids), we see that only for
s =1 do we cross Im(f + i¢o — i) = —i. The only kernel with both a singularity at
—i% and a coefficient with s’ = 1 is K2212 . Therefore we need to pick up a residue and

get a contribution ~ log (1 + {(271 (—i%)), which, after shifting back to the Y-functions,
leads to

Y53 = e V2malcos(§+62) (1 + Ygg”) = eqwy (1 + YJ,I”) : (4.38)

)

Note that for this specific example, the residue contribution is negligible since Yz[zl] &
e1wy. However, it serves to show how residue contributions can affect our equations and
that we have to be careful in taking them into account.

In the same way we analyse the remaining Y-functions relevant for the evaluation of the
cross ratios and present a graphical representation of our results in figure 4.1. Every node
in figure 4.1 corresponds to the three possible values Ya[li] with s and k fixed. Encircled
nodes correspond to Y-functions which receive no residue contributions. Arrows point to
nodes in which a given Y-function shows up as a residue contribution. Y-functions not
indicated above have a more complicated residue structure and should be evaluated using
the recursion relation Eq.(2.68). However, since we need it later, we explain how to read
off the residue contribution for those functions in appendix C.

Now that we have understood the residue structure, we can go ahead and calculate the

I do not
receive any corrections from residues and that with their help we can determine the Ya[(l].

)

We then use the recursion relation to express all cross ratios through these six Y-functions.

cross ratios. The quickest way to do this is to note from figure 4.1 that all Ya[gl
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-2 -1 1
N )
-2 0
w| () [
—3 -1 0
] () (e

Figure 4.1.: Structure of residue contributions for the 8-point case. Every node corre-
sponds to the 3 values Ya[ks} with s and & fixed. Encircled nodes correspond to
Y-functions which receive no residue contributions. Arrows point to nodes in
which a given Y-function appears as a residue contribution. Y-functions not

indicated above have a more complicated residue structure.

After a quick calculation, we find that the cross ratios are given by

1
Uy =1 — <wn_4_g + ——— +2cosh C’n_4_a> Ena_g + O(E?),

Wp—4—0c
U2e = Ep—4—oWn—4—0¢ + 0(52)3 (439)
Uzy = Efndo O(e?),
Wn—4—0

and nicely show the expected behaviour (cf. section 3.3). Note that target-projectile
symmetry Eq.(3.5) interchanges the parameters above as

1
€5 & En_d—g, Wy < ——, cosh Cy <+ cosh Cy,_4_, (4.40)
Wp—4—0

and this prescription will turn out to carry over to higher-point cases, as well.

4.3.2. The n-point case

After all the preparatory work, we are now able to tackle the general n-gluon case. As
stated before, we want to show that the cross ratios have multi-Regge behaviour if we
assume that ¢5 = (1 — s)%. We use the fact that kernels in the Y-system are only non-
vanishing if s/ = s+ 1 or s’ = s, which means that the imaginary parts in the arguments
of the kernels due to phase differences are always given by 4-i7 or zero. This allows us to
lift the analysis of the residues of the 8-point case to the general case, with results shown
in figure 4.2. Figure 4.2 looks similar to figure 4.1 with some changes. Grey boxes, just
like Y-functions not shown in the figure, have a more complicated residue structure, as

explained in appendix C. If a cross ratio is determined by a given function Y'Q[fﬂ we have

S
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Figure 4.2.: Structure of residue contributions for the n-point case. Every node corre-

sponds to the three values Ya[@ with s and k fixed. Encircled nodes corre-
spond to Y-functions which receive no residue contributions. Arrows point to
nodes in which a given Y-function shows up as a residue contribution. Grey
boxes and Y-functions not indicated above have a more complicated residue
structure. If a cross ratios is determined by a given function YQ[IZ] we have
indicated this by putting the cross ratio in the box instead of the Y-function.

indicated this by putting the cross ratio in the box instead of the Y-function. Note that
we have employed the shift symmetry Eqs.(4.7, 4.8) to have the cross ratios uj, in the
first row at negative values of 6.

In the central region of figure 4.2 something remarkable happens. Along the diagonals
on which all cross ratios ug, and us, lie the ‘residue flow’ is very simple. First of all,
there are two functions which do not receive any residue corrections and can be evaluated
immediately. From our general formulas

—(n—4— —(n—6—
Uy = YQ[’n(fnzlig ” U3y = Y2[’n(7n4ig " (4.41)
o = A o = e .
I+ Y2[,n(jl4:10' 7 I+ Y2[,n(zl4fa' 7
we find that
uzl = n=b s U2p—5 — E1W1. (4.42)
Wp—5

Furthermore, every YQ[’z]—function (except for the two functions discussed above) along

those diagonals gets a correction by only one residue term involving YJZZ_LFII} and the Y-

function itself appears as a residue correction for the function }/2[12111], where the upper

sign is valid for the us,-diagonal and the lower sign is valid for the wus,-diagonal. This
allows an iterative determination of the cross ratios. Ignoring the residue contributions
for a moment, we see that the Y-functions along the uso,-diagonal are given by

YQ[;S] = ¢~ V2mslcos(F+H(s—1)T+s) . (Residue Terms) = esw; - (Residue Terms),  (4.43)
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and similarly

YJ;SH] = ¢~ V2malcos(=FH(s=D) T +9s) . (Residue Terms) = S (Residue Terms) . (4.44)

Ws

This allows us to obtain the first non-trivial element along the uo,-diagonal. We find
Y2[32] = Eow9 - (1 + Y2[7_11]) = Eow9 - (1 + €1w1) = gqwy + O (62) . (4.45)

Due to the simple residue structure along the two diagonals, this structure repeats itself
and we can conclude that

U2 = En—4—0cWn—4—0¢, U3s = ﬂ- (446)

Wn—4—0

We are left with the large cross ratios u1, which lie along the first row and therefore have
a more complicated residue structure. To determine those, consider adding another gluon
to a n-point amplitude. This introduces another triplet of Y-functions. Furthermore, all
cross ratios uj, in the first row are shifted to the left by two boxes and a new cross ratio
U1 (n+1)—5 appears which is connected to }/2[33}. However, in the multi-Regge limit where
all integral contributions are negligible, the only way the new functions can influence the
values of the n-point Y-functions is through residue contributions. If a given n-point Y-
function is not affected by residues of the three new Y-functions, it will keep its old value.
Since the functions that appear in a residue term could, of course, also be affected by the
new Y-functions, the question which Y-functions keep their value is a bit subtle. Following
our analysis of the grey boxes in appendix C it turns out that a Y-function keeps its value if
it lies in or on the triangle spanned by the us, diagonal and the diagonal starting from wuos
going to the upper left in the (n + 1)-point analogue of figure 4.2. This diagonal intersects

the first row at the node Ya[}l3_2n], which, comparing with Eq.(4.4), means that the last
u1, which is not affected by the new Y-functions is uy3. In turn, this means that all cross
ratios ui, with o > 3 take the values of the n-point cross ratios uy, with shifted indices.
The two remaining undetermined cross ratios w11, u12 can be fixed using target-projectile
symmetry Eq.(3.5), which relates them with u; (;,41)—5 and u; (,41)—4, respectively. This
fixes all cross ratios. Since we have shown explicitly for the 7- and 8-point amplitude that
the cross ratios show multi-Regge behaviour, we can now conclude that this is true for an
arbitrary number of gluons. Explicitly, the cross ratios w1, are given by

1
Ulg = 1 — <wn4£r + —— 4+ 2cosh Cn4a> En—d—o- (4.47)

Wn—4—0
Comparing the results Eqs.(4.46, 4.47) with the definition of the weak coupling parameter
re, Eq.(3.52), we find the relation

rg = ————e'On—t-0, (4.48)

between the various parameters.

Summing up, we showed that there is a particular choice of the Y-system parameters
which leads to the behaviour expected from multi-Regge kinematics. Furthermore, we see
that the n-point multi-Regge limit is given by a (n — 5)-fold copy of the 6-point case.
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Before we close this chapter, let us mention a point that we skimmed over before. In
section 4.2.2 we analysed the 7-point case and just assumed we could neglect the integrals
without considering any residue terms. Looking at figure 4.2, we see that we were indeed
justified in doing so, as the Y-functions at § = —i% and ¢ = 0 for the 7-point case do
not receive residue contributions for our choice of phases and all other Y-functions were
obtained using the recursion relation Eq.(2.68).



5. Calculating amplitudes in the
multi-Regge limit

In the last chapter, we have seen that the Y-system simplifies drastically in multi-Regge
kinematics. However, this simplification was only analysed on the level of the Y-system
equations and not on the level of the amplitude. In this chapter we will therefore out-
line our method for the computation of the amplitudes and comment on the numerical
algorithms used before applying our programme to the 6- and 7-point amplitude in the
following chapters.

5.1. Excited states and Bethe ansatz

In this section, we will study the Y-system and the free energy contribution to the ampli-
tude more carefully. The other contributions are rather simple and will be discussed once
we do actual calculations.

We start from the schematic form of the Y-system equations

108 Yo.s(0) = —pa.s(6 +Z/d0 K2 (0,0) log(1 + Yo 0 (0)), (5.1)
a’ S R

where we have allowed for a general dependence of the kernels on the variables 6, 6’
for reasons which become clear in section 5.2. pg ¢(6) will be called driving term in the
following. Once we have solved the Y-system equations, we get the free energy contribution
to the amplitude by calculating

Afreezz’g‘;’/decoshmog (14 Y100)(1 + V(01 + Y20 (0)) . (5:2)

As we showed in chapter 4, in the multi-Regge limit the Y-functions simplify and are well
approximated by )
log Yo,5(0) = —pa,s(0), (5.3)

at least in the vicinity of the real axis. In principle, we could use this form of the Y-
functions to calculate the free energy contribution and we will do so in section 6.2 for the 6-
point case. However, in this setup the free energy will be zero in the multi-Regge limit. We
therefore need to be more general. In particular, we want to be able to incorporate the idea
of changing the kinematical regions as discussed in section 3.4 into our calculations. As we
explained there, changing the so-called Regge region amounts to changing the sign of some
of the Mandelstam invariants. We achieve these sign changes by an analytic continuation in
the Mandelstam invariants or, in N' = 4 SYM, an analytic continuation in the cross ratios.
To map this onto the strong coupling formulation recall that the kinematical configuration
of our scattering problem is parametrised by the Y-system parameters. Therefore, an
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Figure 5.1.: A solution of Y(#) = —1 (red dashed line) approaches the integration contour
(green dashed line). Right before a solution crosses the real axis, we can
deform the integration contour to keep the functional form of the Y-system
fixed with a more complicated integration contour. However, once we rewrite
the Y-system in standard form with integration along R, we have to pick up
a residue contribution as displayed above.

analytic continuation in the cross ratios will correspond to an analytic continuation in the
parameters |[ms|, ¢s and Cs.
For a given Y-function Y, 4(f) there are positions y where

Ya.s(f0) = —1. (5.4)

The location of these solutions of course depends on the values of the Y-system param-
eters. Therefore, the points 6y where Eq.(5.4) is satisfied will move in the #-plane as we
analytically continue the Y-system parameters. It can happen that the position of such a
solution comes close to the integration contour in Eq.(5.1). Of course, at a point where
Eq.(5.4) holds the integrand of Eq.(5.1) has a pole. Hence, if such a solution crosses the
integration contour we have to pick up the residue of the pole as depicted in figure 5.1. A
nice way to parametrise these residues is obtained by introducing objects

—2mi K (0,0') =: Oy log S% (6,0), (5.5)

which we call S-matrices, for reasons that will become clear later. For example, the S-
matrices for the kernels Eq.(2.64), which depend only on one variable, are given by

1—ief _ 2isinhf — /2

$1(0) = i—2C _ ez Ve
10) =i 2 sinh 0 + /2

S3(0) = cosh 26. (5.6)
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We list the S-matrices for the various Y-systems we use in appendix D. Every time such
a crossing occurs, we have to modify the Y-system equations. Integrating by parts a
schematic integral contribution we find

/d@’K(e, ") log(1+Y(0)) = — 1,/d9/89/ log S(6,6")log(1 + Y (6'))
1 89’ (0/)
" omi /da )1+Y(0’) (5.7)

where we neglected the boundary terms since we know that the Y-functions decay expo-
nentially as 6" — o0, cf. Eq.(2.46). From the result of Eq.(5.7) it is clear that a solution
of Y(6p) = —1 on the integration contour is a simple pole with residue

S M -1 (5.8)
=0p 1—1—?(9’) . '

Picking up such a pole in Eq.(5.7) will therefore lead to residue contributions
+1log S(0 — 6p). (5.9)

Going back to the full Y-system, we can enumerate the positions of the crossed solutions
by 0y, and write the modified Y-system as

log V', ,(6) = — . ,(0) + Z/d& Ko (0,0 log(1 + Y1y, (8)
CL S R
+ Y (—sgn(Im(fo,))) log S=2 (0, 0,,), (5.10)

where the prime just indicates that the equations we consider have changed due to the
crossing. It should be noted that the location of a crossed solution g, of course still
changes after crossing the real axis until it reaches its endpoint at the end of the analytic
continuation. Furthermore, note that the sign of the contribution depends on whether a
solution crosses into the positive or negative half-plane, as should be clear from figure 5.1.
Since the same kind of integrand appears in the free energy Eq.(5.2), it undergoes similar
modifications,

freo = Z‘m5| /decoshelog((1+y L(O)(1+Y5,0)(1 + V5,(60)"?)

+ ngn Im (o ,,))i|ms| sinh 6 ,. (5.11)

Note that after analytic continuation the quantities |ms|" are no longer necessarily real.
As mentioned before, the free energy contribution in Eq.(5.2) calculates the ground state
energy of the auxiliary one-dimensional quantum integrable system. We see from Eq.(5.11)
that the free energy has changed and now receives contributions of excited states of the
auxiliary system!. This idea is formulated in the context of integrable models in [133,134].

!The idea that the contributions come from excited states is, roughly speaking, that the functional form
of the eigenvalue problem we solve for the 1D-auxiliary quantum integrable system does not change
if we follow a closed path in the space of the system parameters. If we then find an eigenstate of the
system at the end of the continuation and the energy has changed, it must correspond to an excited
state of the original theory, cf. [132].
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At the endpoint of our continuation we always want to go back to the multi-Regge
regime, where the integrals can be dropped and the equations simplify to

log Yy, 4(0) = —p4(0) + Y _(—sgn(Im(fo,))) log Se:6 (0, 6o,..)- (5.12)

We see that changing the Regge region can leave a clear signature in the equations through
the contributions of the S-matrices. In fact, in the multi-Regge limit the free energy is
dominated by the contributions of the excited states,

tree = Z sgn(Im(fo,,))i|ms|" sinh 6y ,, (5.13)

as we show in detail in chapter 6. We still have to determine the endpoints of the crossed
solutions, which explicitly enter Egs.(5.12,5.13). To do so, we evaluate the Y-system
equations for which a solution has crossed at € ; and use that, by definition, Y7, . (60;) =
—1:

T = log (if{li,si (90,1)) = _p:z,-,si (0071) + Z(—Sgn(lm(eo,l,))) log Sgii:g: (90,1', 90,1,). (514)

Exponentiating and rearranging these equations a bit we find

_ ePays;(00,4) _ H S%0v (G0 Qovy)—sgn(lm(%,u))) 7 (5.15)

Si,Sv
14

which is a set of Bethe ansatz equations. For this reason, the 6p; will also be called
Bethe roots. In its original context, the Bethe ansatz enforces single-valuedness of the
wave function of a magnon propagating on a spin-chain. The driving term represents
the momentum of the magnon, while the S-matrix factors represent the scattering of the
magnon with the particles on the spin-chain sites, thus explaining the name. The set of
equations (5.15) are called endpoint conditions in the following. Since we always end up
in a regime where the driving terms pgi,sz, have a large absolute value, we already see from
Eq.(5.15) that the endpoints 6y ; need to approach zeros or poles of the S-matrices to show
the same behaviour as the driving term.

We conclude that for the scattering amplitudes we are after, there exists a set of Bethe
ansatz equations which encodes essential information for the calculation of the remainder
function. Finding the correct Bethe ansatz equations for a given amplitude will be the
crucial aspect of our programme. We will provide explicit examples in later chapters.

5.2. An alternative Y-system

In the last section, we have explained that the central part of our calculations will be the
determination of the solutions of the equations \?M(Q) = —1 which cross the integration
contour. Following these solutions through the 6-plane will be done numerically, using
the algorithm described in section 5.3. In this subsection, we prepare this discussion by
presenting an alternative form of the Y-system which is better suited for the numerical
evaluation.

A major problem in performing the analytic continuation of the Y-system is that the
paths of the Y-system parameters |ms|, ¢s, Cs are a priori unknown. We will therefore
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rewrite the Y-system in such a way that only quantities related to the cross ratios enter,
as was first proposed in [57]. To begin, note that the Y-functions related our choice of
cross ratios can always be expressed through the functions

9, 4(0) = Y, s(0) a+s even (5.16)
“e . Yo s (—i%) a+s odd '

using the recursion relation Eq.(2.68). We can now evaluate the Y-system equations at the
points \?(0) and solve for the original parameters. For simplicity, we will keep the phase
parameters ¢ fixed to their limiting values in the multi-Regge limit (cf. Eq.(4.32)). We
will relax this condition in the 6-point case later. This leaves us with 2n — 10 parameters
to solve for. Solving the Y-functions at the points Eq.(5.16) for the auxiliary parameters

we find
1 Ys5.4(0) 1
Cs =-1 — . s )
2 og (Yl,s(O 9 3*7. |9 0

)
(0 )Y3 s(0 )) - %KZ*,Bs’HZO — Ky xag),_- (5.17)

1 -
|ms| = — ilog (Yl s

These expressions can now be plugged into the original Y-system equations and we end up
with expressions for the Y-functions whose driving terms are functions of the cross ratios
only:

o000 = b (1 05010) s~ v 75

+ Z/d@ KL% (0,0 log (1 +§(a,75,(9’)), (5.18)
log Yg,s(ﬁ) _\}i log (3?1,5»(0)?3,3(0)) cosh 0
+Z/d9/c’“ 6,6 10g<1+Yas(9))7 (5.19)

~ 1 ~ _ YNv .
log Ys3,5(6) D) log (Yl,s(O)Y3,s(0)> coshd + — log ( 3, (0)>

+Z/d0]€3“ 0,0 log(l—i—Ya o(0)). (5.20)

Note that it was necessary to introduce the functions XA((O) to ensure that the new driving
terms can be expressed through our choice of cross ratios. The relations between our cross
ratios and the \?(0) will typically be solved numerically, analytic expressions are only
available in special cases. In fact, note that the relevant quantities in Eq.(5.17) are {(17 s(0)
and Y3,(0). Starting from 8 gluons, the functions \?1/3,3(0) will not be part of the set

Y’a, s(0) because of our choice of phases. This, however, is not an in principle obstruction to
the construction above, as we can always determine the Y3 ,(0) = Y /3 (i¢s) numerically

from the Y(0).
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What we have gained is that we can easily prescribe the behaviour of the driving terms
during the analytic continuation. The price to pay is that the kernels IC ,/ appearing in
Eqgs.(5.18-5.20) and the corresponding S-matrices are more complicated than those in the
original Y-system. They are spelled out for the special case of seven gluons in appendix
D. Note that, in contrast to appendix F of [57], we do not rewrite the full Y-system in
terms of the functions Y, because the free energy is given by a simple integral over the
Y-functions and not the Y-functions. We therefore stick to the former in our description
of the Y-system.

5.3. Numerical evaluation of the Y-functions

To solve the Y-system numerically, we employ an algorithm similar to the one proposed
in [44]. We start by setting the Y-function equal to its driving terms only,
Y0)(0) = e Pee®), (5.21)

a,s

and then iterate the integral equations by plugging the solution above in the integrand:

1og Y8)(0) = —pas(0 +Z/d9’ K% (0,0) log <1+Y(k })(9)). (5.22)
a S R

We iterate this process until the Y-function has converged. This determines the Y-
functions along the integration contour. Once the Y-functions have converged we can
determine the function values for any 6 in the fundamental strip, again using Eq.(5.22)
with the converged function on the right-hand side. For very large values of [Im 6| we
employ the recursion relation Eq.(2.68). The driving terms which feed into Egs.(5.21,
5.22) are also determined numerically by solving the recursion relations for the functions
XA((O) introduced earlier in terms of the cross ratios. For the multi-Regge limit, where the
driving terms are large, this convergence is rather fast. In fact, for the paths we studied
so far, the driving terms alone give the correct crossing picture, although higher iterations
are needed to produce continuous Y-functions at the points where solutions cross. Note
that some of the kernels of our rewritten Y-system Eqs.(5.18-5.20) spelled out in appendix
D have poles along the integration contour. We handle those by performing a principal
value integration and add the appropriate residue contribution of the kernel.

At every point of the continuation, we determine the position of the solutions S?a, s(0) =
—1 by a standard root-finding algorithm. Whenever a solution crosses the real axis, we
have to modify our equations as described in section 5.1. Since the position of a crossed
solution explicitly enters the Y-functions through the S-matrices (cf. Eq.(5.10)), we have
to solve the Bethe ansatz at each point during the continuation after a solution has crossed.
We do so using the zeroth iteration, i.e.

YO (60) = —1, (5.23)
which, depending on how many solutions have crossed, can be either a single equation or
a set of coupled equations. Towards the end of the continuation where the integrals can
be neglected, Eq.(5.23) will already give us the correct positions 6y. However, during the
continuation when the integrals still give non-negligible contributions, the position of the
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crossed solution as determined by Eq.(5.23) will receive corrections through the integral
contributions, as well. We determine those corrections by an analogous iteration procedure
as in Eq.(5.22). In chapter 7 we will find an example in which poles cross the real axis
at different times during the continuation. In such a case, it turns out to be simpler to
deform the integration contour such that no poles cross the contour rather than modifying
the integral equations several times. Once all poles have crossed the real axis, we pull the
integration contour back and pick up the appropriate residues.

In Eq.(5.10) we have shown that the contribution of the crossing solution consists of
residue contributions by partial integration. However, the locations \N’(@) = —1 are not
just simple poles, they are branch points and we choose the branch cuts to point away from
the real axis. This means that once solutions have crossed the real axis and we pull back
the integration contour, the integrand in Eq.(5.10) crosses the branch cuts and we have to
keep it continuous by adding the appropriate cut contributions. This gives the same result
as deforming the integration contour such that no poles cross, as is easily shown. These
remarks become especially important when using our rewritten Y-system Eqgs.(5.18-5.20),
because, as mentioned above, the kernels for this Y-system have poles on the integration
contour and we have to pick up residue contributions. When pulling back the contour,
one has to be careful on which sheet these residues are picked up and add compensating
factors. Again, the comparison with the deformed contour will always lead to the correct
result. All numerical calculations in this thesis were performed using Mathematica.

5.4. Regge regions

In section 5.1 we have discussed an algorithm to find the valid equations for the Y-system
during a given analytic continuation of the cross ratios. Let us now discuss briefly how
we identify the correct prescriptions for the analytic continuation of the cross ratios. We
start from the amplitude in the physical region where all energies s; are positive?. In this
region all produced particles are outgoing and the energy component of the momentum of
those particles is positive. For each produced particle we can then analytically continue
into regions where the energy component of the momentum of the produced particle is
negative, i.e. we choose the particle to be incoming. Hence, we consider 24 so-called
Regge regions for a 2 — n — 2 amplitude. A graphical representation of a Regge region is
shown in figure 5.2.

Since the amplitude is a function of the Mandelstam invariants and not the momenta,
the continuation between different Regge regions must be defined in terms of Mandel-
stam variables. Two-particle invariants of massless particles are simply inner products
of momenta s;;41 ~ p; - pi+1- In the centre-of-mass system of particles ¢ and i + 1, a
sign change in the energy component of particle ¢ will hence translate into a sign change
of the Mandelstam variable s;41. The simplest continuation for a two-particle invariant
is therefore along a path s;,1 — s;41¢"% from ¢ = 0...7. For Mandelstam invariants
including more particles, we can use that in the multi-Regge limit those invariants are
products of two-particle invariants, cf. Eq.(3.21). If the numerator for a given subenergy

“Note that the Y-system is originally derived in the Euclidean regime where all energies are negative.
However, as we will see in the next chapter, none of the cross ratios change as we perform the analytic
continuation from the Euclidean to the physical region with all energies being positive and we can use
the Y-system without modifications also in this physical region.
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Figure 5.2.: Graphical representation for the continuation from the physical regime with all
energies being positive to a Regge region in which some energies are negative.
Effectively, this corresponds to choosing one of the particles to be incoming.
The transition between the two regions is carried out by continuing the s-
variables indicated in the arrow as se’” from ¢ = 0...7. We denote the
Regge region by Ps 4, where we indicate for each produced particle whether
it is incoming (—) or outgoing (+).

si...j in Eq.(3.21) contains an odd number of two-particle invariants which are continued,
it will be continued as s; ; — si,..jew, as well, otherwise we keep it fixed. The t-variables
are kept fixed during the continuation. In the graphical representation in figure 5.2 one
can read off which subenergies are analytically continued by the following mnemonic: If
the two particles spanning the subenergy lie on different sides of the central blob, the
subenergy is continued. If they lie on the same side, the subenergy is kept fixed.

Once we have figured out which Mandelstam variables we need to continue, we can feed
this information into the definition of the cross ratios Eq.(3.4) to see how the cross ratios
should be analytically continued. For the example shown in figure 5.2 we find that

up — ui,  ug — uge’®,  ug — uze Y. (5.24)

Note that the choice to continue along a half-circle is made because it is the simplest
possible path which changes the sign of the energy variables. The Regge regions are only
defined by the signs of the Mandelstam invariants and the path between two regions is
somewhat ambiguous. In fact, we will see in chapter 7 that it is not always possible to
stick to this choice. We will comment on these subtleties once they become relevant.



6. The 6-point amplitude

In this chapter, we perform our first computation of the remainder function for the 6-gluon
amplitude. Remember that the 4- and 5-point amplitude are completely captured by the
BDS ansatz and that the 6-point amplitude is the first non-trivial case where deviations
from the BDS ansatz are obtained, because it is the lowest number of gluons for which we
can build conformal cross ratios out of the w? ;- After describing the equations governing
the 6-point case, we show that the remainder function vanishes in the Euclidean regime.
We then describe different Regge regions and the corresponding analytic continuations
and go on to show that we indeed find a non-trivial remainder function in a particular
Regge region. This calculation was first carried out in [78]. However, in [79] we reconsider
the problem and identify some mistakes made in the original publication.

6.1. Equations for the 6-point case

We already discussed the general formulas and kinematics for the n-point case in chapters
3 and 4. However, since this is our first proper calculation of an amplitude, let us restate
the relevant quantities for convenience. In the 6-point case we have three independent
cross ratios which read

2 .2 [-3] 2 .2 [-1] 2 .2 (1]
_ To6T35 Y2,1 Ti6T31 Y2,1 _ To4T15 Y2,1

up = y U3 = "5 5 = 1"
] T14%25 1+ Y2[1]

= Ug = =
2 2 3] 2 2 -1
T36%25 1+ Y2[’1 ) T36T41 1+ Y2[71

(6.1)

We also have three Y-functions Y, 1(#) and the corresponding Y-system parameters have
to attain the values
|m| — 00, ¢ — 0 and C' = const. (6.2)

in the multi-Regge limit. Then the cross ratios can be parametrised using the quantities
e and w (cf. Eq.(4.15)) as

1
ul—l—e(w+w+2cosh0), ug = ew, U3:§. (6.3)

As there is only one triplet of Y-functions for the 6-point case, we will suppress the second
index in the following. The connection between the cross ratios and the Y-functions has
already been spelled out in Eq.(6.1). For the case at hand, we can actually use these
equations and solve the recursion relations Eq.(2.68) for the driving terms of our modified
Y-system Eqgs.(5.18-5.20) in terms of the cross ratios analytically. We obtain

Yl(O) = 2—u1 (1 — U] — Uy — U3 — \/—4U1U2U3 + (1 — U] — U9 — ’U,3)2> R (64)
T\ up
Y, (—ZZ) = T (6.5)

1
Yg(()) = 2—u1 <1 — Uyl — Uz — U3 + \/—4U1U2U3 + (1 — U] — Uy — U3)2> , (6.6)
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which we can use to prescribe the behaviour of the driving terms during the continuation
to different Regge regions.

The two different sets of Y-system equations we are going to use have already been
presented in sections 2.3.3 and 5.2, respectively. We will use Egs.(5.18-5.20) for the nu-
merical evaluation during the continuation and Eqgs.(2.60-2.62) at the starting point and
the endpoint of the continuation. Once we have solved for the Y-functions, we calculate
the remainder function using the contributions

VA

Rg = —ﬁ (Afree + Aper + A) ) (6'7)
where
Afreo = ‘2”;’ / df cosh @ log [(1 +Y1(0) (1 + Y3(0))(1 + 3?2(9))\/5] : (6.8)
1
Aper = Z|m]2 and (6.9)
S /1 1
_ 2, ; .
A=-— ; (8 log® u; + Zng(l — uz)) : (6.10)

In the form written out above, the equations are valid in the Euclidean regime, where
all Mandelstam invariants are negative, as well as in the physical regime, where all s-like
variables are positive, while ¢-like variables are negative. The change between these two
regions is an analytic continuation in all s-like variables. However, since the cross ratios
always involve an even number of s-variables, the change does not affect the Y-system or
the remainder function.

6.2. The remainder function Rg in the Euclidean regime

Let us first study the remainder function in the Euclidean regime. To do so, we use the
original Y-system Eqs.(2.60-2.62), as we do not need to perform any analytic continuation.
We start with the free energy contribution,

Agree = |;”7T| /d0 cosh 0 log [(1 +Y1(0)(1+Y3(0)(1 +Y2(9))\/§] . (6.11)

For a single Y-function, we can use that in the multi-Regge limit log(1 + Y4 (8")) 2 Y4(8')
and find that schematically (i.e. neglecting possible factors of e*¢ or factors of /2)

m|/d900$h910g (1 —i—ifa(e)) o ‘m’/d(gcoshge—mlcoshe
2 o

_Iml

. Ki(|m]), (6.12)

where K, (z) is the modified Bessel function of second kind (cf. [135]). Using its large x

behaviour,
Ki(x) ~ 1/2le*x for © — oo, (6.13)
x
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we see that the contribution of a given Y-function to the Agee-part of the amplitude is
given by

Im|

[m| / o) ~ L —jm]
o df cosh 6 log (1 +Y,.(0 )) =35 e (6.14)

™

and is therefore negligible in the multi-Regge limit |m| — oc.
The periods part Aper can be rewritten using the definitions Eq.(4.15) as

1 1
Aper = Zym|2 =3 (log? e + log® w) (6.15)

in the multi-Regge limit. This leaves us with A, which was spelled out in Eq.(6.10). To
compare it with the Ape-contribution, we use the multi-Regge form of the cross ratios
Eq.(6.3) and expand around € = 0 to find

1 1
A= ~1 log? e — 1 log? w + const. + O(e). (6.16)
We can now assemble all pieces of the amplitude and find that

Afree + Aper + A = const. + O(e), (6.17)

i.e. the remainder function is constant. In fact, the constant from the A-part comes from
the series expansion of the Lis-functions and therefore cancels against a term with opposite
sign in the Appg-part. Therefore, we indeed confirm the weak coupling prediction that
the remainder function is trivial in the Euclidean regime of the multi-Regge limit [25].

6.3. Regge regions

In chapter 5 we described the general algorithm for the computation of the remainder
function in different Regge regions. Before we delve into any concrete calculation, let us
try to gain some intuition about the necessary conditions for a crossing solution to occur.
In the following, we prefer to work with the unshifted Y-functions, see the discussion
around Eq.(2.70).

If a solution Y,(f#) = —1 crosses the real axis, the corresponding Y-function has to
become of O(1) along the real axis. This, however, means that the approximation

Ya(e) ~ ef|m|’cosh(97i¢’)ic’ (618)

has to fail and corrections from the integrals can no longer be neglected. From the argu-
ments given in chapter 4 it is clear that this is only possible if the driving term becomes
small, which in turn implies that C' has to become of O(|m|) during the continuation,
otherwise there will be no crossing solution®.

For the special case of the 6-gluon amplitude we can be more specific because of the

exact relation
—1 4wy +us + us

2 /uiusus

'One might argue that alternatively |m| could become small. However, from Eqs.(5.17, 6.4-6.6) one can
see that the leading contribution to the mass parameter is ~ log(usus) which stays large throughout
all continuations studied here.

coshC =

(6.19)
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Figure 6.1.: Graphical representation of the Regge regions for the 6-point amplitude.

which we obtain by using the relation

Y3(0) _ Y3(0) _ o
0 = Y1(0) = (6.20)

and Eqgs.(6.4-6.6). Relation Eq.(6.20) does not hold for more external gluons because of the
appearance of the kernel K3 starting from the 7-point amplitude (cf. Egs.(2.60)-(2.62)).
We can now plug the behaviour of the cross ratios during a given continuation in Eq.(6.19)
and see whether C' becomes large or not. If it does not, there will be no crossing solutions
and the remainder function will be trivial.

For the 6-point amplitude we have the following Regge regions with the corresponding
continuation from the physical region with all energies being positive indicated:

Pst—: wu — u, us — e%uy,  ug — e Pug (6.21)
Ps_4+: wup — u, uy — e Pug,  uz — e¥ug (6.22)
Pe,,__ DU — 6721'(’011,1, Uy — U2, uz — u3. (623)

The graphical representation of these regions is shown in figure 6.1. The first two paths
do not involve a rotation of the large cross ratio u; and indeed it is easy to check that for
these paths C' does not become large and hence there is no crossing solution. Therefore,
in these regions the remainder function is trivial, in agreement with the weak coupling
computation of [25]. This leaves us with P__. Indeed, by plugging the paths of the
cross ratios into Eq.(6.19), we see that C' becomes large around ¢ ~ § and crossing can
potentially occur. We study this path in detail in the next section.

6.4. The remainder function % __

After having specified the behaviour of the cross ratios during the continuation, we have
all the information we need to determine the remainder function Rg__. For this path,
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Figure 6.2.: Paths of the driving terms for the path Eq.(6.23). The direction of growing
© is indicated by an arrow. The plots are produced for the specific starting
values [m| = 10, C' = arccosh (2), ¢ = 0.

the driving terms can be inferred from Eqs.(6.4-6.6) and the behaviour we specify for the
cross ratios, Eq.(6.23). The paths of the driving terms during the continuation are shown
in figure 6.2.

6.4.1. Crossing solutions

We begin by checking whether crossing solutions exists for this path. We do so numerically,
employing the algorithm described in section 5.3. Note again that we study paths with ¢
fixed throughout the continuation for simplicity, we will release this restriction later on. In
figures 6.3, 6.4 we present the results of our numerical investigations. Indeed, we see that
a pair of solutions of Y3(#) = —1 crosses the real axis®>. As described before, at this point
we have to modify our equations by picking up the appropriate residues. Furthermore, a
pair of solutions Y2(f) approaches the origin at the end of the continuation.

Let us remark that we can calculate the paths of the original Y-system parameters using
Eq.(5.17). For the path under investigation, the results are shown in figure 6.5. We see
that we nicely reproduce the results of [78], who use the original Y-system equations and
a different numerical method to find the path of continuation for the original Y-system
parameters. While this was to be expected because the two Y-systems are equivalent,
it is of course nice to see agreement in the different approaches. Note that during the
continuation C' reaches values ~ O(|m|). As remarked in section 6.3, this is a necessary
condition for crossing solutions.

6.4.2. Symmetries of the Y-system and endpoint conditions

We now need to determine the endpoints of the solutions that have crossed the real axis.
To do so, it makes sense to relax the condition ¢ = 0 and allow for a small deviation.
For small ¢ this does not spoil the picture of the crossing solutions as numerical studies
confirm, while allowing a more general statement about the endpoint positions. In the

2The reason the crossing appears in Y3 is the starting value we choose for C'. Choosing —C' would lead
to crossing solutions of Y;.
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Figure 6.3.: Movement of the solutions of Y3(d) = —1 as we vary ¢. The direction of
growing ¢ is indicated by the arrows. We switch the colour of the plot at
the point where the first solution crosses the real axis. The green dots show
the endpoints that enter in the calculation of the remainder function. The
crossing is plotted for the specific initial values |m| = 10, C' = arccosh (%)
and ¢ = 0.

case of non-zero ¢, the Y-system equations before any continuation read

log Y, (0) = —|my| cosh (6 — i¢) + C, + Z / A9’ K (8 — ') log (1+ Y (6')), (6.24)
o RYip

cf. Eq.(2.70), where we introduced the collective parameters

|m| a=1 -C a=1
Ime| =4 v2/m| a=2 and C,=140 a=2. (6.25)
|m| a=3 C a=3

These equations have a simple mirror symmetry
Yo(0 +ip) = Yo(—0+1id). (6.26)

To prove the above symmetry we mimic the way we solve the Y-system equations numer-
ically and write

log Y (8) = —|ma cosh (6 — i) + Ca+ > / do'K" (0 — ¢) log (1 + ijf‘”(e’))

a RYip
(6.27)
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Figure 6.4.: Movement of the solutions of Y2(f) = —1 as we vary . The direction of
growing ¢ is indicated by the arrows. We switch the colour of the plot at
the point where the first solution of Y3(f) = —1 crosses the real axis. The
crossing is plotted for the specific initial values |m| = 10, C' = arccosh (%) and

¢ = 0.

for the k-th iteration, where
log Y = —|mg| cosh( — ip) + Cy (6.28)

is just the driving term without integral contributions. To start, it is obvious that the
driving terms satisfy the symmetry. If we then assume that the k-th iteration satisfies the
mirror symmetry, we can write the integral contribution at 6+ i¢ to the k4 1-th iteration
as

/ dO'K (0 +ip — 0') log (1 + Y<k>(9’)) = / dzK (0 + z) log (1 FY® (g up))

R+i¢ R
- /de (—0 — z)log (1 FY® (g 4 igb)) - / d0'K (—0 + i — 0) log (1 + Y<k>(9’)) :
R R+i
(6.29)

where we suppressed all indices for simplicity. In the second step, we used that K(—z) =
K (x), which only holds for the kernels in the 6-gluon case, as well as our assumption that
Y® (0 4 ip) = YHF) (= + i¢). We see that the result of Eq.(6.29) is just the integral
contribution for —6 + i¢. Therefore, each iteration obeys the symmetry Eq.(6.26) and so
does the converged solution. Again, this symmetry is special to the 6-point case because
the Y-system for more gluons contains integration kernels with shifted arguments.
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Figure 6.5.: Paths of the original Y-system parameters during the continuation as cal-
culated from Eq.(5.17). The direction of increasing ¢ is indicated by the
arrows. The starting values for the parameters in this plot are |m| = 10,
C = arccosh (%) and ¢ = 0. Note that the results nicely match those ob-
tained in [78]. Furthermore, note that while |m|(¢) is a real quantity at the
starting point, it becomes complex during the analytic continuation.

We can use this symmetry to determine the endpoints of the crossed solutions. In the
following we will denote the endpoint of the crossed solution of Y3(0) = —1 with positive
(negative) imaginary part with 61 (f_). As we end up in a regime where the integral
contributions can be neglected, the equation for Y5(6) is given by

. S1(0—6-)
log Y5(0) = —|m/| cosh (6 — i¢’) + C" + lo < , 6.30
g Y4(0) = —|ml'cosh (0 — i) 5 (500 (6:30)
where a prime always indicates a quantity at the endpoint of the continuation. Evaluating
Eq.(6.30) at the endpoint of the crossed Bethe root, we obtain the endpoint condition (cf.
Eq.(5.15))
T o [(S1(04 —6-)
1 =Y(h,) = |m|" cosh(04—ig)+C’ [ P1\V+ —V—) ) 6.31
3( +) € S (O) ( )
As explained in general in section 5.1, the two factors on the right-hand side have to
combine into a finite product. Since we send |m| — oo, this means that the Bethe roots
have to approach a pole of the S-matrix factors to compensate the exponentially decreasing
driving term. Specifically, we read off from Eq.(6.31) and the definition of S;(z), Eq.(5.6),
that
T

0y — 6 =ig. (6.32)

Since there are only two Bethe roots in the vicinity of the real axis and ¢ is small through-
out the continuation, we can use the symmetry Eq.(6.26) to conclude that

0. =—0, +2i¢, (6.33)
which, together with Eq.(6.32), implies

0. = ii% +id. (6.34)
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It is conceivable that the solutions f+ leave the fundamental strip [Im(6 —i¢)| < 7,

which case we would have to pick up residue terms of the form ~ (1 + Yo (9 + zg)) in
Eq.(6.30), which in principle could also compensate the divergence of the driving term in
Eq.(6.31). However, assuming that Im(6 — i¢') > T, we immediately see that

n

Im(0_ — i¢') = Im(—04 +i¢) = —Im(04 — i¢) < —%, (6.35)
from which we conclude that Eq.(6.30) holds as it stands for _. An analogous statement
is true for the case Im(f_ —i¢') < —%. Therefore, Eq.(6.30) is always the correct equation
for at least one of the Bethe roots, which suffices to conclude that the endpoints must
attain the values Eq.(6.34).

Let us now turn to the two solutions of Y9(6) which approach each other towards the
end of the continuation. After neglecting the integrals, the equation governing Y5 (6) reads

, Sa(0—6-)
log Y5(#) = —v/2|m)| cosh (8 — i¢’) + o < . 6.36
5 V4(6) = —V2lml cosh (6 —i6/) +log ( & 55 (6.36)
After inserting the values Eq.(6.34), we can use the same argument as before to conclude
that the Bethe roots of Yy have to approach a pole of the function

So (0+i% —ig)) 1, 0\
S (0=i% —ig)) = coth (2(«9 —i¢ )) , (6.37)

which leads to the conclusion that both solutions have to end at the point 65 = i¢’. This,
however, is the imaginary part of the integration contour, so that the Bethe roots pinch
the contour, but never cross. Therefore, they do not give rise to additional contributions
in the Y-system or the free energy. Note that this conclusion differs from [78], where a
contribution of one of the Bethe roots of Y2(#) to the free energy was considered.

6.4.3. Calculation of the amplitude

Now that we have understood the crossing pattern and the endpoints of the crossed so-
lutions, we can finally calculate the amplitude. As a first step, we use Eqgs.(6.36,2.68) to
calculate the cross ratios at the endpoint of the continuation and obtain

Y/[—3] 1
uy=—2——=1—¢vy[w+—= —2coshC’ +O(€l2), (6.38)
14 Y/[—3] w’
2
y/[-1]
uz = ey =W+ O (), (6.39)
2
Y/[l} &
ALl o
2

where v = —3 — 2v/2, ¢/ := e~ Im'cs¢’ apnd o' ;= elM'sin¢’ By definition of our path
Eq.(6.23), the cross ratios come back to themselves at the endpoint of the continuation.

We therefore identify u], = u, and use this identification to express the new parameters
through the old ones. We find

e =~"le4+0O (62) , W =w+0 (€2> , coshC’' = —coshC+ O (52) , (6.41)
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where the last equation simply follows from our analytic formula for C', Eq.(6.19). Note
that these equations can also be used to calculate the original Y-system parameters at
the end of the calculation. For example, for the case |m| = 10, ¢ = ¢’ = 0 we find from
Eq.(6.41)

|m|" = log~y + |m| ~ 11.76 — i, (6.42)
nicely matching our numerical result shown in figure 6.5. Since we will need it in the
following, let us remark that Eq.(6.42) can be turned around and, together with the
numerical result Fig.6.5 used to determine the ambiguity in the imaginary part of log-y.
For example, in this case we find

logy = —im + log(3 + 2V2). (6.43)

The free energy part of the amplitude receives contributions from the two crossing solu-
tions,

/
Ay =1 [ docosh(® — ief) o [(1.+ Y1 (0)(1 + Y5(©)(1+ Y5(6))¥2
Rtig’
+ |m|'isinh(8y —i¢") — |m|"isinh(6_ —i¢’). (6.44)

As we end up in a regime where the integrals can be neglected, the integral contributions
drop out and after inserting the endpoint positions Eq.(6.34) we end up with

/free = _\@|m’/ = \fQIOgEI
=V2loge — V2log . (6.45)

In Bq.(6.45) we used the relation |m| = v/log?¢’ +log? w’ = —loge’. The periods part
at the endpoint can be evaluated easily,

1 1 1
Aper = 1|m|/2 = Z|m|/2 - Z|m|2 + Aper
1 1
= —5 logyloge + 1 log? v + Aper (6.46)

and the A-contribution is given by
2
A=A+ zg (logu; —log(l —uy)) + %

2
=~ T loge — Ez’log (2 coshC' +w + 1) + 24 A, (6.47)
2 2 w 2
where in the first step we have inserted the phase from the path of continuation Eq.(6.23)
and in the second step inserted the multi-Regge behaviour Eq.(6.3). Note that since the A-
contribution is given directly in terms of the cross ratios, the unprimed quantities appear
in Eq.(6.47). For A and Ape, we have added and subtracted the respective contribution
before the continuation because we know that the original contributions cancel in the full
amplitude. The parts in the above expressions other than the original piece are therefore
the contribution due to the continuation of the cross ratios. Assembling all pieces, we find
for the pieces of the remainder function
!/ + A/

free per

+ A" 490’ 2 —eyloge — imes + const., (6.48)
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where e5 = —/2+ % log (3 + 2\@) ~ —0.533 and §' = glog (2 coshC 4+ w + %) is a phase
that comes from the expansion of the Lio-functions appearing in the A-contribution. Since
the Lio-functions only appear in the Appg-part of A (cf. Eq.(2.59)), this phase cancels with
a corresponding term in the BDS ansatz and does not appear in the full amplitude. Using

the relation
g = (1 — ul)\/ ’112’113 (6.49)
we can write the remainder function in terms of the cross ratios and find our final result

g,

~ (_(1 _ ul)\/a2a3> = (6.50)
In Eq.(6.50) the phase on the left-hand side is given by

1
B, = VA log \/iiaiis = %K log \/di2iis, (6.51)

where in the last step we used the strong coupling expansion of the cusp anomalous
Sy
™

elte,——+ids,—— ‘
MRL

dimension yg . [85]. We see that the remainder function in the region P __ is
indeed non-vanishing and shows nice Regge-like power-law behaviour Rg —— ~ (1 — up)“.

It should be noted that our result does not vanish in the collinear limits g — 0. This is
in contrast to the general argument that in the collinear limit the 6-point function reduces
to a 5-point amplitude and therefore the remainder function must vanish. One might
argue that after analytic continuation we have ended up on a different sheet where this
is no longer true. However, all expressions given in [70] from a weak coupling expansion
vanish in the collinear limit even after the analytic continuation. We are probably facing
an order of limits issue here. As our numerical studies have to be performed for a generic
value of w, we should not make any statement about the collinear limits w — 0 or w — oc.
We have checked that our result persists in the range 107! < w < 10. A more detailed
study on the collinear limit in the Regge region Fs __ is in progress.

6.4.4. Comparison with weak coupling

Let us take a moment to compare our result Eq.(6.50) with the weak coupling dispersion
relation Eq.(3.49)

A (6.52)
MRL
P R s dv ) —w(v,n)
COS TWap + i~ Z (=" <—) : / |7 [*" ®Reg (v, n) (—(1 - ul)\/ﬁ2ﬁ3>
2 n=-—o00 r V2 + nT
—0o0

We see that both at weak and strong coupling, the remainder function shows a Regge
power-law dependence ~ (1 — u;)“. Furthermore, the phase dg__ we find in Eq.(6.51)
nicely matches the expression in [76] once the strong coupling expansion of v is taken
into account and the phase (—1)~* shows up correctly.

However, there is a striking difference. While the weak coupling expression contains
an integration and a summation over the conformal quantum numbers v and n, only one
term appears at strong coupling. The result Eq.(6.50) therefore suggests that at strong
coupling the integral is dominated by a saddle point, which lies at v = 0, because we see
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no factor of |r| when comparing our strong coupling result Eq.(6.50) with Eq.(6.52). The
exponent eg we find in Eq.(6.50) can then be interpreted as the strong coupling limit of
the BFKL eigenvalue. In fact, also at weak coupling the remainder function is dominated
by a saddle point at n = 1, v = 0. While we are not sensitive to the n-dependence on the
strong coupling side as it is subleading in v/\, the strong coupling result shows that the
dominant saddle point is located at v = 0 at strong coupling, as well.

The above speculations are supported by [131], where the author proposes all-loop
expressions for the BFKL eigenvalue and the impact factor. Taking the strong coupling
limit, he indeed finds a dominant saddle point with the BFKL eigenvalue e,.

Before closing this chapter, let us remark that the strong coupling results are in very
nice agreement with the analytic structure predicted at weak coupling [25] - we see a Regge
cut-like contribution the region FPs —_ and no contributions in the other regions. We now
move on to the 7-point amplitude to see whether this nice matching also holds for more
external gluons.



7. The 7-point amplitude

In this chapter, we study the 7-gluon amplitude. The result of the last chapter nurtured
the hope expressed in the introduction that the analytic structure imposed by Regge
theory at weak coupling is preserved even in the strong coupling limit. The calculation
of the 7-point amplitude will provide crucial input because we know from weak coupling
predictions that the same BFKL eigenvalue is probed (i.e. the same number ey should
appear in our remainder function) and there are four Regge regions where this number
should show up. Confirming these predictions would provide very non-trivial support for
our hypothesis.

We begin this chapter by highlighting the differences to the 6-point amplitude. This
includes a study of the Regge regions and the analytic continuations of the driving terms,
which will naturally lead us to the discussion of conformal Gram relations. We then go
on to study the crossing solutions for the four relevant Regge regions and calculate the
remainder function for the respective configurations. The 7-point amplitude in the multi-
Regge limit has also been investigated at weak coupling recently, see [136-138]. Beyond
the Regge limit, the two-loop symbol of the 7-point amplitude is determined in [139]
and the part of the remainder function containing the highest-weight functions is found
in [140] based on motivic amplitudes and the classification of the combinations of cross
ratios which appear in the remainder function [141].

7.1. Cross ratios

In the 7-point case we have six independent cross ratios,

2 .2 2] 2 .2 (—2] 2 .2 [0]

- T2,6%35 Yy I Ly7T13 Y5 - L24T15 Y5
11— —»5 5 - o1 21 — 5 2 - _2131_ P) 5 - o1’
T36las 1+ Y2[2] 37074 1+ Y2[’2 ] Ti4%25 1+ Y2[2}

2 .2 (3] 2 .2 (—1] 2 .2 (1]

Uy — L37T46 Y2,1 Uy — L7014 Y2,1 ey — L2516 Y2,1
12 = ~5— 5 — gy W22 — 5 5 — Q032 = T 9 T 17°
Ti7lse 1+ Yz[ 13} Tirlis 1+ Y2[ 1 ] TisTae 1+ YQ[I}

(7.1)

which we parametrise as

1 €
uip =1— (wg + — + 2COSh02> €9, U9l = W92, U3l = i,

w9 w9
1 &1

g =1— w1+ — +2coshCq | g1, wug = wier, wugs = —, (7.2)
w1 w1

via the quantities 5 and w, defined in Eq.(4.33).
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However, starting from seven points, there are actually more cross ratios than indepen-
dent ones. In particular, for the case at hand

2 .2 [—4]
L27L36 Yso

33%,6953,7 1+ Yé;ﬂ

(7.3)

U=

is another cross ratio which is not part of our basis Eq.(3.4). Since there are only six
independent cross ratios, @ must be a function of the cross ratios of our basis. The equation
relating our basis to @ is a conformal Gram identity whose full form and derivation we
show in detail in appendix E. Here we just spell out the relation in the multi-Regge limit
setting all small cross ratios ugs = ugs = 0,

0= (a—1)(1—u11 —u12 +ur1uioh) (7.4)

for which the non-trivial solution is given by

1—wupp —upe (7.5)

U= —

U11U12
However, just like the other cross ratios, @ is a combination of Mandelstam invariants and
can have a non-trivial behaviour during the analytic continuations. We therefore have to
make sure that we find paths of continuation that are consistent with the Gram relation.

7.2. Regge regions

Following our general discussion in section 5.4, we have 274 = 8 possible Regge regions.
However, we will ignore those Regge regions in which only one leg is flipped. As in the
6-point case, these involve only rotations of the small cross ratios and will not lead to a
non-trivial remainder function. This leaves us with five regions, of which the Euclidean
region again leads to a trivial result, as we show in section 7.4.1. We present the interesting
Regge regions in figure 7.1, for which the calculation of the phases for the cross ratios gives
us the following paths:

Pro—— run(e

(¢) (») (¢)

u12(p) = e 2 Pura,  uga(p) = uge, ugz2(p) = usg, u(p) =1
Pr_iunn(p) = e Purn,  usi(p) = e Pugr, uzi(p) = ePus,

uia(p) = e Puty,  uga(p) = €Puga,  uza(p) = e Puzy, U(p) = e 2¥u
Pr__ 4 iunn(p) = e Pupy,  ugi(p) = ua, u31(p) = us1,

u12(p) = u12, us2(p) = e Puga, uza(p) = €Puzg,  U(p) =i
P un(e) = ui, u21(p) = uat, u31(p) = us1,

u12(p) = w1z, u2(p) = uge, ugz2(p) = usg, i(p) = e *¥a.

While the first three paths look reasonable, the last path is rather odd. All cross ratios of
our basis remain fixed, while the dependent cross ratio 4 has to do a full rotation. This
is impossible, of course. The reason for this behaviour lies in our assumption stated in
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=

P?,——+ P7’+__

P’?./fff P77,+,

Figure 7.1.: Interesting Regge regions for the 7-point amplitude.

section 5.4 that we can always perform the continuation along (semi-)circles. We now see
that this is too naive. Instead, we should choose paths that both have the same winding
number around u,s = 0 as the naive paths using circles and are consistent with the Gram
relation Eq.(7.4).

Let us illustrate this for the path P§7___. In the multi-Regge limit, we can use the
Gram relation in the approximation ui1o = w11 =: u; with all small cross ratios set to zero,
Eq.(7.5). Inverting this relation for u;, we find

up = % (1 + m) . (7.6)

This Gram relation has two solutions for u;, of which we choose the one that has winding
number zero around uy; = 0. This specifies a path that fulfils both our requirements.
Explicitly, it is given by:

Pr___ tupi(p) =¥ (1 - V1= 6‘”“”) uit, uiz(p) = €% (1 2 64”’) u12
lNL(gO) = 6—22'4,0&’ u28(90) = U2s, u3s(80) = U3s- (77)

We can now study the crossing solutions for the given paths and calculate the remainder
functions. It should be kept in mind that our assumption that only the winding number
and consistency with the Gram relations and no further details of the paths are relevant
is a hypothesis.

7.3. Predictions from weak coupling

Before we begin the explicit calculation of the remainder functions at strong coupling, let
us briefly review the predictions for the analytic structure of the 7-point amplitude in the
MRL as derived in [137]. The approach taken in [137] is similar to the method outlined in
section 3.4 for the 6-point amplitude. Analysing the factorisation properties of the BDS
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Region Cuts Relevant variables Conformal phase §

P 1o Uq1 Tk log (Vg1 tsy)

Pry_— t3 Ug2 Tk log (Vigatsz)

P ta+ts Uql * Ug2 Tk log (%vﬂzlﬂslﬂmﬂm)
1—uyp)(1— o] ©

Pr_ o o, t3,l9 +13  Ual, Ua2 Tk log (4( mi_xa 2] %%)

Table 7.1.: Predictions for the structure of the 7-point remainder function in the multi-
Regge limit.

ansatz, the authors of [137] find that in some Regge regions unphysical poles appear which
need to be cancelled by a Regge cut contribution. In that way, the Regge regions in which
Regge cuts show up can be identified. In particular, for the 2 — 5 amplitude, the four
Regge regions of figure 7.1 are shown to receive the following cut contributions:

o P7___: ‘short’ Regge cut in to-channel

e P;__: ‘short’ Regge cut in t3-channel

e P;___: ‘long’ Regge cut in to + t3-channel

e P; . _: both short cuts and the long cut contribute

The Regge cuts in the 7-point amplitude still arise from a bound state of two Reggeons.
Therefore, it is to be expected that the universal quantities governing the 6-point case reap-
pear in the 7-point amplitude and the remainder function should have the same structure
as Eq.(6.50). Of course, we have twice as many variables as in the 6-point case. However,
the relevant variables can be identified from the cut structure. For example, in the region
P; __ acut should appear in the ¢3-channel, which is connected with the energy variable
so. This variable, in turn, appears only in the triplet u,; and we expect the remainder
function to be a function of these three variables only. Similarly, the remainder function
in the region P74 __ should only depend on the triplet uq2. The long Regge cut in the
region P; ___ is connected with the energy variable so34 in the notation of section 3.1.
As we know from Eq.(3.21) we have s34 ~ s2s3 in the multi-Regge limit and therefore we
expect the remainder function to be a function of the products ug1ug2.

As we have already seen in the 6-point amplitude, the Regge cut contribution is con-
nected with a conformal phase §. These phases are also obtained in [137]. We spell
them out, together with the other weak-coupling predictions, in table 7.1. Note that
1 — @ = O(£?) in the multi-Regge limit so that all conformal phases are constants in the
MRL.

The structure of the cut contributions is studied in [138]. Like in the 6-point case, every
cut contribution gives rise to a dispersion relation-like integral. In analogy with Eq.(3.49),
the remainder function in the region P7 __ is given by

efr——++i07,——

MRL (7.8)

—+00

A nlT 2 dv v S— —w(v,n)
COSWwab+Z§ Z(—l) (;) / Wq)reg(l/7’n)|7’1|2 <—(1 —U11)\/U21u31) 5
n 1 veTor
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with the phase d7 —_ spelled out in table 7.1 and a Regge pole contribution wy,. Note
that the quantities ®reg(v,n) and w(v,n) are the same quantities governing the 6-point
case. The form of the remainder function in the region P __ can be obtained from
Eq.(7.8) by applying target-projectile symmetry. This leaves us with the regions involving

the long cuts. For the region P; ___ one obtains
€R7,,,,+i57’777 ‘ — (79)
MRL
A 5\ F [ dnd
. + T\ 2 [(r2)? v1avy
5 Do (=ymtne (T’f) <T§> / 2n)? ®*(v1,n1)C(v1, 1, v2, n2) B(12, n2)
ni,n2

. . — —w(v1,n1) — —w(v2,n2)
X |1y |20 g |22 (—(1 —ui1)y/ U21U31) (—(1 — Uu12)V/ U22U32) +

Again, the quantities ®(v,n) and w(v,n) are the same quantities as in the 6-point case.
However, a new vertex C(v1,n1,12,n9) appears, which is calculated to leading order in
[136] and reads

T (—iVl — %) T (il/Q + %) T (i(Vl — 1/2) + %(TLQ — nl))

P*CP = :
D(1+in—%)T(1—iva+2)T (1 —i(v1 —v2) + 3(n2 — my))

(7.10)

In addition to the nicely factorised expression in Eq.(7.9) further Regge pole and subtrac-
tion terms should appear, as indicated by the dots. These, however, are not relevant for
our discussion and are explained in [137,138].

The region Pr __ should also be governed by a factorised ansatz as in Eq.(7.9). In
fact, the only difference in the dispersion relation should be that the complex conjugate
of the new production vertex appears. To leading order this vertex C' is real-valued in
momentum space, therefore differences between the two regions can only appear starting
from the NLLA. Furthermore, the subtraction terms for the region P _,_ are different
from those in the region Py ___.

7.4. Contributions to the remainder function

Let us begin our investigations by spelling out the explicit formulas for the contributions
to the remainder function. As in the 6-point case, the remainder function consists of three

5y
Ry = _‘2/; (A + Aper + Apree) (7.11)

The free energy part Ag.q has standard form,

terms

2

s=1

Ao = 22: | /decoshe [(1 +3?1,s(0)) (1 +3?3,s(0)) (1 +3?z,5(0))ﬁ] . (1.12)
R

Recall that ?G,S(G) =Y, (0 + ips). The periods part Ape is more complicated than in
the 6-point case and the phases explicitly enter:

2 2
1
_ m21| |m22| + —\/§|m1]|m2\ (cos ¢1 cos g2 + sin ¢y sin ¢9) . (7.13)
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This leaves us with A, which is a function of the cross ratios and is written down in [142],

7

1 : 1 u
A :=Apps_iike — Apps = —= Y _ (log® u; + Liz(1 — u;)) + g logun log (2122)

4 U
P 32

1 1 1 N
+ < log uiz log < 32u31> + < log ug log <u11U32> + < log ugz log < ot )
8 u21 8 U12U22 8 U1 U1

1 U 1 1
+ — log us1 log < tzd ) + = log uss log <u12u21> + — log ulog <u22u31> . (7.14)
3 U22U32 3 u11U31 3 UL1U12

7.4.1. The remainder function in the Euclidean regime

As a quick check that the above expressions are correct, let us compute the remainder
function in the Euclidean regime. We will drop the integral contributions and thereby
Afree from the beginning, since we know that their contribution is negligible (cf. section
6.2). To calculate the contributions of the other two terms, we use the parametrisation
Eq.(4.33) and the multi-Regge limit expressions Eq.(7.2). After expanding in 5 and
keeping only the leading terms we find

1
Aper =5 (log2 1 + log? wy + log? &9 + log? wo
+logeq log ey + log wy log wy + log eg log wy — loger logws) + O(e).  (7.15)
as well as
™ 1 2 2 2 2
A:_E — i(log e1 + log” wy + log” e + log” wy)
1
~3 (logeq log ey — log g1 log we + log 2 log wy + log wy log ws) + O(e). (7.16)

Summing both terms, we see that only a constant remains, which actually cancels with a
constant appearing in the BDS-part of the full amplitude. Consequently, the remainder
function is trivial in the Euclidean regime, as it should.

7.5. Region P, __

We now discuss the calculation of the remainder function in the region P; __ for which
we identified the path

u11(p) = 672@%117 u21(p) = uar, us1(p) = usi,

u12(p) = ui2, ug(p) = e P ugs, usa(p) = e us, u(p) = a. (7.17)

Before we present the results, let us make a remark. The Y-system we use for the numerical
investigations Eqs.(5.18-5.20) was derived under the assumption that the phases are fixed
during the continuation, as described in section 5.2. This choice amounts to setting uos =
ugs during the continuation. Looking at the prescribed path P; __ in Eq.(7.17) we see
that this condition is not satisfied, because % is not a constant during the continuation
but rather rotates along a full circle. We can estimate the size of the error we are making
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by allowing a small shift in the phases ¢ = (1 — s)§ + d¢s. We keep the index s variable
as the same discussion applies to the path P; __. This leads to

Ugp—4— in(gs—(1—s) = '
n s _ w? — 2lmslsin(es—(1=9)7) _ 2Imsléds _ 62“0, (7_18)
U3n—4—s

which translates into

Sy = f:f No( ! > (7.19)

|| log e,

for the size of the phase deviation. Since the mass parameters |mg| stay very large during
the continuation, the error we are making is negligibly small and we conclude that we can
still use the Y-system for fixed phases without making a mistake. This is consistent with
the observation that in our numerical analysis of crossing solutions the rotation of the
small cross ratios has practically no effect as compared to the rotation of the large cross
ratios.

7.5.1. Continuation of the driving terms

To determine the driving terms, we solve the recursion relations Eq.(2.68) numerically
for the driving terms of the modified Y-system Egs.(5.18-5.20), imposing the behaviour
Eq.(7.17) for the cross ratios. We find the results shown in figure 7.2.

7.5.2. Crossing solutions

We now study how the locations of the solutions Y, s(f) = —1 move in the #-plane during
the continuation, using the algorithm described in section 5.3 and find the behaviour shown
in figure 7.3. We see that the crossing behaviour looks very similar to the one studied in
the 6-point case in section 6.4.1. We have one pair of crossing solutions of \?3,2 and one
pair of solutions of ?272 which approaches the origin towards the end of the calculation.
All other Y-functions do not come close to the real axis. We can then spell out the set of
equations at the end of the continuation by picking up the appropriate S-matrices,

log Y/ ,(6) = —|ms| cosh 6 — C +Z/d0 K (06 +id, —idl,) log (H?ng(@’))

+log532(9 O- 1 ig, — i) (7.20)
SI3(0— 0y +ig, —igh)

log\?'z (0) = —V/2|ms|" cosh 6 + Z/d@’ (6 — 6" +i¢), —igl,) log (1 + ?(/1/78/(9/))

SZ30 — 0_ +id), — i)
+ log 55 . . ,
Sga (0 — 04 +id, —igh)

log Y4.,(6) = —|ms|’ cosh 6 + C, +Z/d9 K39 (0 - 0 +i¢, — idl,) log (1+if;,,s,(0’))

(7.21)

53,3 9 _ 07 +Z /o Z /
+ log f,;@( ,% ,¢2). (7.22)
Sia(0 — 04 +idy —idy)
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Figure 7.2.: Paths of the driving terms during the analytic continuation for the path
Eq.(7.17). For this plot, the specific starting values for the parameters are
Im1| = 10, |mg| = 9, Cy = arccosh (2), Co = arccosh (2). Note that some
axes have been shifted and rescaled. The direction of growing ¢ is indicated
by the arrows.

Note that, despite the fact that the numerical analysis was performed for fixed phases,
we keep the phases ¢’ general in Eqs.(7.20-7.22). This is consistent because the crossing
picture does not change for small deviations of the phases. One should, however, be careful
about taking collinear limits of our results, as explained in section 6.4.3.

After neglecting the integrals, the functions above for the triplet ?a’g in which the
Y-functions with crossing solutions live are the same as in the 6-point case for fixed phase
¢’ = 0. This means that the endpoint conditions are the same, as well, and we can
conclude without any further calculation that

0y = iz% (7.23)

are the endpoints for the crossing solutions of ?372 and the solutions of ?272 pinch the
contour but never cross. Note that the second triplet 3?%1 plays no role in the deter-
mination of the endpoints because no solutions of Y-functions in that triplet cross. For
completeness, we also show the behaviour of the original Y-system parameters during the
continuation in figure 7.4.
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Figure 7.3.: Left: Crossing solutions of Y32(f) = —1 during the continuation Eq.(7.17).
One pair of solutions crosses the real axis and approaches +i%. Right: One

pair of solutions of ?2,2(9) = —1 approaches the origin, but does not contribute
to the remainder function. The direction of growing ¢ is indicated by the
arrows.

7.5.3. Calculation of the remainder function R; __

Now that we know the endpoints of the crossing solutions, we can use the expressions given
in section 7.4 to calculate the remainder function in this region. First, let us determine the
cross ratios at the end of the continuation by evaluating the Y’-functions at the appropriate
values of 0 (cf. Eq.(7.1)). Neglecting the integrals and shifting the argument, we find the
relevant formulas for the Y’'-functions from Eqs.(7.20-7.22):

1,3 Y
{o(0) = (eIl comho—ion e Ssi@ (115 —ida) (7.24)
’ S5 (0 — i —ign)
2,3 Y,
Y2 L(0) = < —V2|ms|’ cosh(6— qu’)) 53273(0 + 13 i) (7.25)
Sgp(0—if — Z¢2)
Yé 5(0) = <ef‘mS|ICOSh(0*i¢ls)+Cg> S (9 + Z4 ’L(bQ) . (726)
7 Ss7 ( _i4_Z¢2)
From these equations, we calculate the cross ratios and find!
/ / / 1 ! !/ !/ / 6/2
Uy =1 —yey | wy + o 2cosh 5 |, Uy = YWsyEq, Uy = ’y—/,
2 Wy
1 1 1 1 e}
Uy =1+ ¢ (w'—|—+2 Sinh0/>, Uy = ——whel, uhy=——,  (7.27)
12 L\ 5" W, — 1 22 S e 32 w’1
where vy = —3 — 2v/2, and all above expressions are valid up to corrections of O(&'?). As
before, we define
o — glmsl cos((s=0F+8) f — elmaslsin((s=1)F+%) (7.28)

'Note that in evaluating the cross ratios, we set ¢, = ¢ in the S-matrices because any small deviation
from the strict value in the multi-Regge limit would lead to a subleading contribution (cf. Eq.(7.19)
and the discussion in section 6.4.2).
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Figure 7.4.: Behaviour of the original Y-system parameters during the continuation
Eq.(7.17). Note that C5 starts and ends on the imaginary axis and quickly
attains a large real part, as in the 6-point case (cf. figure 6.5), while C is
considerably smaller. The mass parameters |mg| stay large throughout the
continuation. The direction of growing ¢ is indicated by the arrows.

By our choice of the path Eq.(7.17), we have to identify uhy = —ug2, uhy = —uge and
ul, = uqs for all other cross ratios. This identification relates the primed parameters with
the original parameters and gives

1 2
el = g1, wy = /qwi, coshC] = \/1 - <w1 +— +coshC1> ;
w1

1
eh = —g9, wh=wo, cosh C) = — cosh Cs. (7.29)

Using Eq.(4.33) we can analytically calculate the |mg|’, which are nicely consistent with

our numerical results in figure 7.4. We now turn to the individual terms of the remainder

/

function, beginning with Ay,

1
Al =3 (log? €} + log? w} + log? &}, + log® wh

+log e} log £5 + log wy log wh + log e log w} — log e} logwy) (7.30)
Using Eq.(7.29) we obtain

1 1
Al — Aper = 1 log? ~ — 3 log v log es. (7.31)

per
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As always, the free energy part A, is dominated by the residue contributions, which we

worked out in section 7.5.2. Inserting the information that one pair of solutions of 3?372
crosses and approaches +i7%, we find

/
o ‘”2”’ (271'2' sinh (—zg) _ 9rmisinh (z%))

free -
= —V2|my| = —\/§\/Iog2 ey + log? w)
>~ 4+ V2logeh = +v2(loges —log ). (7.32)

Note that in going from the second to the third line in Eq.(7.32) it is important to choose
the correct sign in the square root. The last missing piece is A’ which is a function of the
cross ratios and therefore is easy to obtain. Performing the rotation in the cross ratios we
have to pick up some cut contributions and end up with

A=A+ z% (2log uyy + loguig + log i — 2log(1 — u11))

1
+ Z (L12(1 — u22) — ng(l + U22) + L12(1 — U32) — ng(l + U32)) -+ const.
T T 1
= —j—logey —i—log [ we + — 4 2cosh Cs | + const. (7.33)
2 2 wo

Adding up all pieces, we find

/ /
free + Aper

+ A" 400, = —eplogey — imey + const., (7.34)

where 5’7’__4_ = g log (wz + w% + 2 cosh Cg) is a phase similar to the one we found in the

6-point case and ey = —v/2 + %log (3 + 2\/5), as before. We rewrite this result using the

relations
~  ~ u
€9 = \/U21U31(1 - ull), wo = Ti, (735)

which of course only hold in the multi-Regge limit. After exponentiation, we obtain our

final result
VN

Y2eo

~ (—(1 — U11)y/ ’11211131) i (7.36)

Rewriting the phase in terms of the cross ratios we find

§7— s = \f log (\/amagl) - %K log (\/amagl) : (7.37)

BT —— 4107,

MRL

where we again used the leading strong coupling behaviour yx = % A closer look at our
result Eq.(7.36) shows a remarkable similarity with the 6-point result. In fact, the only
difference is that in the region P; __, the 6-point result is evaluated on one triplet only,

Ry (uqs) = Re,——(u11, uat, usi). (7.38)

Furthermore, the phases match nicely, as well. In this section we have only considered
the region P7 __ . Yet it is clear that the region P7 __ should be related to the region
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studied here, by target-projectile symmetry Eq.(3.5). This is indeed true and we show by
explicit calculation in appendix F that

Ry 4+~ (uqs) = R, ——(u12, u22, usa), (7.39)

and the conformal phase is given by

Sri = \f log (\/amaw) _ %K log (\/amaw) . (7.40)

We have now determined the remainder function for the regions in which two legs are
bend down. As we saw, the crossing picture is very similar to the 6-point case and so is
the result, although the intermediate calculations are somewhat different. We now turn
to the region P7 ___ in which new effects start to appear.

7.6. Region P;___

In this section, we investigate the region with all three produced particles flipped, for
which we identified the path

U11<90) = 62i<,0 (1 — m) Uu11, U’QI(SD) = U921, ’LL31(Q0) = Uusi, (741)
u1a(p) = € (1 - m> w2, u2a(p) =uge, usa(p) =usy, Ulp) =e 20,

in section 7.2.

7.6.1. Continuation of the driving terms

This region differs from the two studied before in that it is invariant under target-projectile
symmetry, Eq.(3.5). Due to that symmetry, we can actually find analytic formulas for the
driving terms which are approximately correct and which generate the desired winding
behaviour. The formulas read

1 1
21 —wuin — w2 —uz
F V/ —durgugousa(—1 + 2uny + ugr) + (=1 + uge + uiz + uryuse)?).

Y2:1,1(0) (=14 w12 + urusze + ugy (7.42)

A similar formula holds for Yoi1 2 (—i%), which can be obtained by applying target-
projectile symmetry to the right-hand side of Eq.(7.42). We obtain Eq.(7.42) by solving
the recursion relation Eq.(2.68) for the special kinematical point w1 = w9, ug1 = usg,
ug1 = ugo. We then reconstruct which of the cross ratios appears by demanding that
taking the strict multi-Regge limit, i.e. uis = 1, ugss = 0, ugs = 0, in one triplet should
reduce to the 6-point formulas Eqs.(6.4-6.6) for the other triplet. For example, the strict
multi-Regge limit for the triplet uq; reduces Eq.(7.42) to the 6-point case Eqgs.(6.4-6.6).
This leaves some ambiguities in the above formulas, which, however, are subleading. From
this result, we obtain the behaviour of the driving terms shown in figure 7.5.
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Figure 7.5.: Paths of the driving terms during the analytic continuation for the path
Eq.(7.41). The direction of growing ¢ is indicated by the arrows. The
curves shown correspond to the specific choice |m| = |my| = |me| = 10,
C = (1 = —(Cy = arccosh (%) at the starting point.

7.6.2. Crossing solutions

Let us now perform the analytic continuation and study the crossing solutions. We choose
to study the crossing behaviour mostly for the specific case

]m\ = |m1\ = ]mgl, C = Cl = —CQ, (743)
which gives rise to an additional exact symmetry
?a,l(e) = ?4—a,2(_9)- (744)

We choose this special kinematical point for convenience and have made sure that the
crossing picture presented below persists for the non-symmetric case |mp| # |ma|, C1 #
—(5. The analytic arguments which determine the endpoints of the crossing solutions will
be valid for the non-symmetric case, as well.

We present our results in figure 7.6. For the first time, we see crossing solutions for
more than one Y-function. In fact, we have two pairs of crossing solutions, one from
?172 and one from {(371, whose positions we denote by 619+ and 6314, respectively. Note
that the solutions of the Y-functions do not cross simultaneously, which introduces some
numerical complications. Since no other solutions cross the real axis, we can write down
the Y-equations at the endpoint of the continuation:

log\?’ly (0) = — |ms|" cosh§ — C, —i—Z/dQ Kla (6 — 6"+ ig), — i) log <1+Yfl,78/(0’)>

(7.45)

S 21(0 12— +i¢), — igh) S, (9 O31— + idl, — i)
Shy (6 — &%+wuﬂw)“w—%u+wgw¢)

log Y ,(0) = — v2|m,/ cosh«9+Z/d9K2a (0 — 6"+ ig}, — i) log (1+Y;,’s,(0’)>

S25(0 — O1a— + i¢), — idh) SO — 31— + i), — i)
+ log 52

(7.46)
o2 (0 — 0124 +igl, —igh) S (9 0314 + i, —ig))’
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Figure 7.6.: Crossing solutions for the function Y;2(#) (left) and Y3 1(6) (right) during
the continuation Eq.(7.41). The mirror symmetry is due to our choice of
parameters, cf. Eq.(7.44). The arrows indicate the direction in which the
solutions move. We change colours once the first solution crosses the real axis.
The plots correspond to the specific choice |m| = 10 and C = arccosh (%) at
the starting point.

logi’&s( ) =—|mg| cosh@—l—C'—i—Z/ (9K3a (0 — 6"+ ig}, — i) log (1 —I—?;,?s,(ﬁl))

T log S 5 (0 — O1a_ + i), — igh) S 30 — 031 +i¢, — i) (7.47)
S 5 (0 — Oroy + ¢, — ih) SO s 20 — 0314 + i), —igh)

We now need to understand the endpoints of the crossed solutions. Due to the symmetry
Eq.(7.44) we know that 0124 = —6315. Furthermore, it seems obvious from figure 7.6 that
the differences of the locations of the solutions satisfy

T

LT
912+ - 912_ = 1= (931+ - 931_ == Zg, (748)

5
but their absolute position does not seem to correspond to a special position in the 6-
plane. This problem is due to the fact that our choice of the mass parameter |m| is still
too far away from the multi-Regge limit |m| — oco. For all other paths studied so far, this
was not an issue as only one triplet contained a crossing solution. The fact that we now
find two large Y-functions seems to spoil the fast convergence we see for the other paths.
Nevertheless, since we have control over the driving terms at the endpoint via Eq.(7.42),

log (\71,s - Yg,s) (o)‘ = —9|m,| + 274, (7.49)
p=m
we can study the solutions of the Bethe ansatz at the endpoint numerically as a function
of the initial mass parameters, which explicitly enter in Eq.(7.49). Indeed, we find that
both 612, and 60314 approach i%, as shown in figure 7.7. The paths of the original Y-
system parameters |m| and C during the continuation is shown in figure 7.8. Let us now
try to understand the endpoints analytically. We begin by writing out the usual endpoint
conditions 3 )
—1=Y12(0124+) = Y3,1(031+), (7.50)
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Figure 7.7.: Convergence of the crossing solutions 6124 and 631, against i%. The green
dots indicate the position of the endpoints in figure 7.6. The starting point
corresponds to an initial value for the mass parameter of m = 10. We then
increase the initial mass parameter up to m = 2000 to see the convergence
against 7.

which, however, only enforce the constraints Eq.(7.48). To find the absolute endpoints,
note that for the case of four crossing solutions we have the possibility to construct non-
trivial quotients of Bethe ansatz equations,

?1 2(912 ) 6\m2|’(cosh 0124 +isinh 610.) < 1+ COSh(912+ - 031+) + isinh(912+ - 031+) )
Yl 2( -1+ COSh(012+ — 931+) + isinh(012+ — 931+)

+)

_ Y31(031-) __ plmul'(cosh 0 +isinh 031, (—1 + cosh(fro4 — 0314) + isinh (6124 — 931+)>

Y371(931+) 1 + COSh(912+ - 931+) + isinh(912+ — 031+) ’
(7.51)

1=

where we already used Eq.(7.48). They, too, give rise to endpoint conditions. We see that
the S-matrix factors in Eq.(7.51) are inverses of each other. Since the S-matrix factors
have to either diverge or go to zero in the infinite mass limit, this means that the S-matrix
factors of one of the equations (7.51) diverge while the S-matrix factors for the other
equation go to zero. This is fulfilled for

912+ - 931+. (752)

This still leaves us with one undetermined position. We can, however, take the product
of both equations in Eq.(7.51) and use Eq.(7.52) to find

1= €(|m1\+\m2|)(cosh012++isinh612+)’ (753)

from which we conclude that the driving term has to vanish. This finally gives
™

912+ == Y,Z (754)

and we conclude that all pole positions lie on +i7.
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Figure 7.8.: Paths of the original Y-system parameters |m| and C during the analytic
continuation Eq.(7.41). The direction of growing ¢ is indicated by the arrows.
The curves shown correspond to the specific choice |m| = |mq| = |ma| = 10,
C = (Cy = —Cy = arccosh (%) at the starting point.

7.6.3. Calculation of the remainder function R; ___

While the determination of the endpoints and the numerical investigation was much more
difficult for this region, the calculation of the remainder function is as simple as for the
other regions. We start from the Y’-equations at the endpoint of the continuation,

1,1 173
o= (crmepeoshio-isn)-c1) S0 415 = 105) S, (0415 = i64) (7.55)
7 Ss 72( % Z¢/) Ss,’l (9 4 Z¢/)
§23
N S (9“4 T i05) Soa 0+ g_“ﬂl) (7.56)
2,5 — \€ 21 : 23 it _id) )
Ss 5 (0 — i —igh) S s,1 (60— ty — id)
i 3,3 - .
¥y, = (el coh0-ieyscy) S, 1( i§ —id) g;( i o) (7.57)
)8 ! . . ) :
55,2( % Qy) 5,1 O Z% - Kb/l)
which, evaluated at the corresponding values of 6, give us the cross ratios
/ / 1 / . / !/ !/ / 6/2
upp =146 ol +ywy + 2¢/—=ysinh Cy |, uy = —ywhey, uz = Tl (7.58)
2
/
€
uy =1+¢) <w1 + — +2y/—7sinh C'1> Uy = —wiel,  uh = —Ww—ll. (7.59)
1

For the path under consideration Eq.(7.41), we impose u,; = u4s at the endpoint and
obtain the new parameters

/ E1 / / .
g1 = —, wy=—y/ywi, coshC] = —sinhCY, 7.60
N 1 VY 1 (7.60)
gy = 2 wh = 2 cosh (%) = sinh Cy, (7.61)
VY val
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where again v = —3 —21/2. This gives rise to the following contributions to the remainder
function:
;ree = \/ilog €1+ \/ﬁlOg & — \/ilOg v (762)
o 1 i w1
Ai)er - Aper = _5 (Zﬂ' + log 7) 10g (5152) — ? log <w2) -+ const. (763)

For A/, a small subtlety appears due to the non-trivial rotation of @, which gives rise to
contributions ~ log(1 — ) and ~ log 4. @ appears explicitly in the answer. However, we
will not replace it with an expression in terms of the &5 and wsg, but just use the fact that
1 — @ ~ O(e?) as can be seen from Eq.(7.5). This allows us to drop the term ~ log % and
we obtain

A A= —ig log (e1€2) + %r log (Zi) — zg log (1 — @) + const.

From figure 7.8 we see that the ambiguity for log~y for this path is resolved by
log v = log(3 4 2v/2) — 3i, (7.64)

see also the discussion around Eq.(6.43) in the 6-point case. Adding all contributions, we
find

tree T Aper + A + 007, & —eylog (e162) + const., (7.65)

where e3 = —v/2 + %log(?) +24/2), as before. After using the relations

= < (7
1 =V UQQU32<1 — ulg), w1 = 2 (7.66)

u32

and the corresponding relations for the other triplet we find the remainder function to be
given by

. e,
6R7,___+157,___‘ ~ <(1 —u11)(1 - U12)\/m> T (7.67)
MRL
where
A 1-— 1-— A tg1 Us
O ——— = £log (1 = un)( ~ u1z) V l21Ug1U2Us2 | + £108; L) (7.68)
’ 4 1—a 4 ug1 U2
Remarkably, we find that the remainder function for the region P; ___ is just the sum of
the remainder functions for the regions Pr __ and P7__,
Ry (uqs) = R7—— 1 (Uas) + R7+——(Uqgs)- (7.69)

This ends our study of this path and we turn to the last remaining region for the 7-point
amplitude.
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Figure 7.9.: Paths of the driving terms during the analytic continuation Eq.(7.70). Note
that some axes have been shifted. The direction of growing ¢ is indicated by
the arrows.

7.7. Region P, __

7.7.1. Continuation of the driving terms

The remaining Regge region we want to investigate is P; __, for which we identified the
path

un(p) = Py, u1(p) = e Py, uz1(p) = e“Pugy,

ui2(p) = e?Puyg, u(p) = g, usa(p) = e Pugs, u(p) = e 2% q. (7.70)

This again is a path which is target-projectile symmetric and we can use the analytic
formulas Eq.(7.42) to describe the driving terms. We find the results depicted in figure
7.9.

7.7.2. Crossing solutions

Studying the movement of the solutions to S?a,s (#) = —1 during the continuation, we find
that no solution crosses the real axis, as shown in figure 7.10.
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Figure 7.10.: Movement of the solutions \N’w(@) = —1 for the path Eq.(7.70). Specifically,
we show the results for Y12(f) (left) and Y31(f) (right). The solutions
Y, s(0) = —1 of all other Y-functions do not approach the vicinity of the real
axis. The direction of growing ¢ is indicated by the arrows.

7.7.3. Calculation of the remainder function R; _ _

The fact that we see no crossing solutions means that the Y-system equations at the
endpoint of the continuation are just given by the original equations. Since this is the
same situation as in the Euclidean regime, we conclude that the remainder function is
almost trivial in this Regge region. The only difference stems from the fact that we have
followed a non-trivial path in the cross ratios which can give rise to cut contributions in
A. To be precise, we find

1-— 1-—
A= A+izlog <( ) ?12)) + const. (7.71)
2 U22U31(1 — u)
This gives rise to a phase contribution
T 1 1
07 4 = —yg 1 —_— ], 7.72
et = Tk og<(1_ﬂ)a22ﬂ31) (7.72)

which combines with the otherwise trivial remainder function,

eftr —+— 107, 4~

~ 1. 7.73
MRL (7.73)

7.8. Comparison with weak coupling predictions

We have finished the calculation in all relevant Regge regions. Let us therefore now
compare our results to the weak coupling predictions presented in section 7.3. For the
regions P; __ 1 and P74 __ we find full consistency with the weak coupling predictions.
The remainder function in these Regge regions has the same structure as the 6-point
result presented in chapter 6. Furthermore, the strong coupling analogue of the BFKL
eigenvalue shows up with the same value and all phases match perfectly. It should be
noted that this is non-trivial, as the contributions to the remainder function have a more
complex dependence on the kinematical variables, of which we have twice as many as in
the 6-point case. The additional variables also show a non-negligible movement during the



7.8. COMPARISON WITH WEAK COUPLING PREDICTIONS 89

analytic continuation (cf. figure 7.4), which, however, does not lead to a crossing solution
and allows us to obtain the same structure as in the 6-point case.

Turning to the region P; ___ we faced a new situation with two pairs of crossing
solutions and more complicated paths for the cross ratios. Still we are able to confirm
the weak coupling prediction that a product of 6-point structures shows up also at strong
coupling. Comparing Eq.(7.68) and table 7.1 we see that we do not find the same conformal
phase 47 ___. In fact, we find an additional conformally invariant contribution. This,
however, is not necessarily a problem, as the Regge cut piece at weak coupling, which is
still not fully known, can contain additional phases through prefactors (see e.g. Eq.(4.59)
of [137]) or the production vertex C.

In region P _,_ the weak coupling analysis predicts that all three cuts contribute.
Alas, at strong coupling we find no crossing solutions and the remainder function is a
pure phase. The origin of this discrepancy is not understood. The strong coupling result
looks like there is a cancellation between the three cut pieces we expect, since they all
come with the same prefactor ez in log R7 __ and the long cut is given by the product
of the two short cuts. Furthermore, the rotation sense of the wuis is opposite to that
of . However, such a cancellation would be difficult to accommodate from the weak
coupling perspective, where we expect a sum of terms which exponentiate as we go to
strong coupling, not an exponential of a sum. It may well be that the choice of our path
is too naive. For example, the right prescription might be to approach the relevant region
in a stepwise process P74y — Pr___ — P;_,_. It would certainly be interesting to
see whether the crossed solutions found in the transition to the region P; ___ cross back
over the real axis. Furthermore, this process would test our hypothesis that the transition
between Regge regions is defined by the winding numbers and the Gram relations only,
and not by details of the path. This interesting question will be explored in future work.



8. Conclusions and outlook

Let us summarise our results. In this thesis we have studied the remainder function of
scattering amplitudes in strongly coupled N’ = 4SYM. As the general prescription in
terms of the Y-system is too difficult to solve analytically, we specialised to the multi-
Regge limit.

A central result we found was that the non-linear integral equations simplify drastically
in this kinematical limit. In fact, all integral contributions can be dropped and the multi-
Regge limit is governed by algebraic equations. This simplification is necessary to obtain
analytic expressions for the remainder function. We then developed an algorithm for
the computation of the remainder function in the multi-Regge limit in various Regge
regions with the result that in each region there exists a set of algebraic Bethe ansatz
equations which contain all necessary information to calculate the remainder function.
The identification of the correct solution of the Bethe ansatz equations, however, requires
a numerical analysis.

We applied this algorithm to the 6- and 7-point amplitude and found that the analytic
structure predicted from field theory calculations also holds in the strong coupling limit.
The results we find have exactly the structure expected from the dispersion relation-like
results at weak coupling and suggest that at strong coupling a saddle point dominates the
integrals appearing at weak coupling. Remarkably, we find that the universal quantities
governing the 6-point case show up in the 7-point case, as well, exactly as predicted by
Regge theory. Furthermore, our results suggest that there is a nice dictionary between
Regge cut contributions at weak coupling and crossing solutions at strong coupling. For
every triplet of variables appearing in the dispersion relation of the Regge cut contribution,
we find a pair of crossing solutions and in Regge regions where no cut contributions is
present, there are no crossing solutions.

From our results, many interesting new questions emerge: For a better understanding
of the connection between Regge cut contributions and crossing solutions, it would be in-
teresting to study the 8-point amplitude. In this case, a Regge cut which is generated from
a bound state of three Reggeons appears for the first time. Studying this cut contribution
from the strong coupling side would provide the analogue of the new BFKL eigenvalue at
strong coupling and is amenable to an analysis very much similar to the cases studies in
this thesis. It would be very interesting to see whether this quantity is somehow related
to the BFKL eigenvalue we determined in this thesis and if speculations about the strong
coupling BFKL eigenvalue for a bound state of n Reggeons can be made. Furthermore,
this contribution is still unknown at weak coupling and would serve to show that the
difficulty of the computation grows less with the number of gluons at strong coupling as
compared to a weak coupling analysis.

We also found a discrepancy of the weak coupling prediction with our strong coupling
result for the Regge region P; __. This region is more complicated than the other three
Regge regions of the 7-point case since it is expected to contain contributions from all
three possible Regge cuts. A full analysis at weak coupling is still missing, but on general
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grounds one would expect the difference between P; ___ and P _,_ to be given only by
a different phase for the production vertex of the central gluon. It may well be that the
choice of our path for this region is too naive and it would certainly be interesting to study
more sophisticated paths for this region.

As we mentioned before, our result for the 6-point amplitude does not vanish in the
collinear limit and we have also identified a potential reason for this discrepancy in the way
we obtain our numerical results. Understanding this phenomenon will require new methods
as our numerical investigations are not suitable for taking limits, since they are always
carried out for finite parameters. This is a very interesting question to investigate as it
would open a connection with the Wilson loop OPE programme of [61] from which an all-
loop proposal for the universal quantities in the multi-Regge limit emerged recently [131].
Understanding this connection properly might help to introduce N/ = 4 integrability in
the description of the dispersion relation Eq.(3.49), which, in turn, might lead to an
understanding for intermediate couplings and for any number of gluons. As our results
crucially depend on the existence of a gravity dual and the planar limit, understanding it
from a field theory perspective would be very relevant for potential generalisations to less
symmetric theories. All this is left for future work.

We hope it has become clear throughout this thesis that the major virtues of the multi-
Regge limit lie in the fact that the perturbative expansion is not just an expansion in the
coupling constant but that every logarithmic order contains all-loop order information in
the coupling constant and therefore probes the structure of the theory at all couplings.
Furthermore, the scaling to higher-point amplitudes is accessible, as some of the universal
quantities can be lifted to cases with more gluons. This serves to show that the multi-
Regge limit is a rich and important kinematical regime which is and will continue to
be an essential ingredient in the programme of determining all scattering amplitudes in
N =4SYM.
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B. Determination of the phases ¢, for the
7-point amplitude

In this appendix, we provide the formulas for the constraints on the Y-system parameters
in the 7-point case which are left out in the main text in section 4.2.2. As for the formulas
presented in the main text, we indicate the desired behaviour of the cross ratio along
with the behaviour of the Y-function that is needed and the constraints on the Y-system
parameters this entails. For those cross ratios related to a Y-function in the fundamental
strip, we easily find:

uz; - 0 = YZ[,OQ] = 6—\/§|m2\cos¢2 — 0 = ¢2 S <*g, g)
3

uzz =+ 0 = Yz[ll] o o ~V2maleos(F-¢1) o = o1 € <—Z, I)

Uy > 0 = YQ[EH =~ e—ﬂ\mﬂcos(%—&-qﬁl) —0=|¢1 € <—37T W)

Since the remaining cross ratios involve values of the Y-functions outside the fundamental
strip we must use the recursion relations Eq.(2.68). This gives:

—1
| 1+ Yy,

ugp — 0 = Y2[;2 =
_1
) (1+5t5)

[0] 1
Y2 (1 e
eV/2Imal cos 2 (1 n e—mmlicos(%m))

3,2

= —0
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To determine the precise values of ¢ in the multi-Regge limit, we look at the finite ratios:

[—1] —V2Im |cos(3+¢> )
U Y2 1 e 1 PR .
22 _, const. = — 2L = = 2milsingr _y const. = [ ¢y — 0
1] e—\/ﬁ\mﬂcos(%—m)

u32 Y2[ 1

U21 YQ[EQ} 2V2Ima| cos ¢ (1 + e—\/i‘ml‘v:os(%—(jyl))

— — const. — = - _ _, const.
us1 Y2[2] <1 + e‘m2|005(z+¢2)—02) (1 + e|m2|005(z+¢2)+02)

™

2

= ¢2—>—%H¢2—>

Taking all constraints into account, we see that the phases have to attain the values
d)l — 07 ¢2 — _%



C. Residue structure for the large cross
ratios in the MRL
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Figure C.1.: Graphical representation of the residue structure of v e, Eq.(C.1). All

a,l
Y-functions which are not contributing are hidden for simplicity.

A central issue in finding the multi-Regge limit in the Y-system parameters is the
residue structure of the Y-functions. In the main text, we concentrated on those Y-
functions with a simple residue structure. However, to establish the correct expressions
for the w1, we need to understand the residue structures of the grey boxes in the first row
of figure 4.2, too.

As a specific example, we present the residue structure of }/2[34} for the n > 7-amplitude.

As in the main text, we start from the equivalent calculation of }72[_14] and consider the
equation for 6 = 0, which receives no residue contributions. We then move 6 towards —i.

In this process, we cross the lines Im 6 = —3i%, —i5, —i7, as well as Im (6 + ip1 — igo) =
—i%,—i%, on which poles lie. Shifting back to the Y-function, this gives rise to
-3 -2 -2
o (1+ v35Y) (1+vi3") (1+ v57Y)
L =a’ 3] =3 -2\
(1 + Y3, ) (1 + Y ) (1 + Yy, )
Residuesat —i Residues at —i %
1

(CERIEED) “

Residues at —i % g

This shows that there is a simple graphical representation of the residue structure of the
grey boxes, as well. For our specific example, this is shown in figure C.1 - all Y-functions
in the same row and the row below to the right of the function we want to determine can
give rise to a residue contribution, with the rightmost Y-functions being those that do not
receive any residue contribution themselves. A subtle point is that the Y-functions which
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appear in residue contributions can receive residue corrections themselves. In the example
given above, YQ[ES] would be such a function. However, note that residue contributions
always come from Y-functions that are to the right and/or below the Y-function we are
interested in. This means that the Y-function with the highest s’ that can influence a
given Y-function Ya[’l] with k negative lies on the intersection point of the two diagonals

v and Y[;ﬂ.

a,s+1 a,



D. Kernels and S-matrices

D.1. Kernels

In this appendix we list the explicit expressions for the Y-system kernels ICaa, of the
rewritten version Egs.(5.18-5.20) used in the numerics in terms of the kernels of the original
Y-system Eqgs.(2.64) for the 7-point case. In the following, s+1 denotes the unique possible
choice for ¢’ in a given kernel. Furthermore, if a formula holds for both @’ =1 and o’ = 3
we just write a’ =2 £ 1.

Ke310,0') = K1(0) cosh 6 — K1(0 — 0')

Ki2(0,6') = Ka(6') coshd — Ko(6 — 0')

Ky?2,(0,0) = —Kl(—e’ + ips — ips1) cosh O + K1(0 — 0 + iy — ihes1)

’Cs s:l:l(e 0') = (K2(9 — 0 +igs —ider1) — Ko(—0' +ips — ighs+1) cosh §)
(=1 (K3(0 — 0 + ips — icpsi1) — Ka(—0' + iy — ips1))

Ks sil(e 0') = = (Ka(0 — 0 +ips — ipst1) — Ko(—0' + ips — i¢hs11) cosh 9)

(—1)% (K3(0 — 0 + iy — ipst1) — K3(—0' + ichs — icps1))
K2251(0,0') = V2K (0') cosh 6 — Ko (0 — ¢)

K22(0,0)) = V2K3(0') cosh§ — 2K, (0 — ¢)

K3 s:|:1<6 0') = —V2K1(—0 +i¢s — isi1) coshf + Ko (0 — 0 + ichs — ihss1)

+ l\’)\»i =+
N A [\D\H

1
—EKQ(_Q/ +iths — igpsn1) cosh O + K1(0 — 0 + i — icpsar)
K32510,0") = K1(0') cosh 6 — K1 (6 — ¢')
K32(0,0") = Ko(0') cosh 0 — Ka(6 — 0')

ICS s:l:l(e’ 9/) _Kl(_el +1¢s — i¢si1) cosh 0 4+ K (9 A + 105 — i¢si1)

Ko (0.0)

ICs 511(97 9/) = 1 (K2(9 - 9/ + i¢s - i¢si1) - KQ(—HI + igbs - iqf)sil) cosh 9)
(—1)° (K3(0 — 0 +igps — igps1) — K3(—0' + ips — ips1))

ICS sil(g 0') = = (K2(0 — 0" +ips — ipst1) — Ko(—0' + ips — ipsa1) cosh 9)

+ l\?\»—\ +
N A [\D\H

( 1)s+1 (KB(H — ¢ + i(lss — i¢s:ﬁ:1) — K3(—9/ + i(z)s - i(lss:tl))
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D.2. S-matrices

Corresponding to the new set of kernels written out above, we also have a new set of S-
matrices. Since the kernels presented above are linear combinations of the original kernels,
possibly with prefactors, the S-matrices too should be constructable from the original S-
matrices Eqgs.(5.6). Recall the definition of the S-matrices,

—2miK(0,0") =: 9y 1og S(6,0'). (D.1)
Using this definition, we see that for a kernel of the schematic form
K(0,0) = f(0)K1(0,0") + g(0)K2(0,0") + ... (D.2)
the S-matrix is given by
5(0,0") = $1(0,0) 7). Sy(0,0)90) . . .. (D.3)

As explicit examples, we write out the S-matrices for a crossed solution of ?3,1 in the
rewritten Y-system:

ST (0,0) = S1(0)V2 50 — ) (D.4)
Si:ll:lﬁ( ) Sl( /)cosh(@ (0 0) (D5)
si3(e,¢) = S0 T idr Zidn)> 2 oh(O) G50 + iy — )7 (D.6)

S2(0 — 0 + iy — z¢1)253(9 — 0 +ipe — i¢1)%

S330,0) = S0 ~ i + i) VE MOS0 -0 +igy—io) (D7)

So(—0' + iy — ih1)? MO S5(0 — 0/ + iy — ip1)?
Sa(0 — 0 + ichy — ih1)2 Sa(—0' + ich — ih1)?

Since the remaining expressions are lengthy and can be easily obtained from the expressions
for the kernels in section D.1, we refrain from spelling out the other S-matrices.

$57(0.0) =

(D.8)



E. Conformal Gram relations

In this appendix we describe the construction of the conformal Gram relations. Gram
relations are not only available for conformal theories, but appear already on the level of
the Mandelstam invariants. Since the latter are simpler, we describe them first. We start
from a very simple, but powerful fact: there are at most four linearly independent vectors
in four dimensions. Choosing pi1,..., p4 to be a basis, this means that for a n-particle
amplitude we have n — 4 relations

1,....4,k
Z CkiPi = 0 (El)

%

for some non-vanishing coeflicients cy;. Multiplying Eq.(E.1) with p;, we obtain a linear
relation between the Lorentz invariants p;p;. Choosing j = 1,...,4,1 for [ > 4 we obtain a
set of five linear relations for the five variables cy;. This set of equations has a non-trivial
solution for the cg; only if the determinant of the coefficient matrix

0 pip2 p1ps pP1Pa P1Pk
pep1 0 pops pops p2pk
psp1 psp2 0 psps pspk| = 0. (E.2)
pap1 pap2 pap3 0 papg
bip1 pip2  PiP3  PiP4  PiPk

The zeros along the diagonal are a consequence of the fact that we are scattering gluons.
Since Eq.(E.2) is symmetric in [ and k we get $(n — 4)(n — 5) relations, which, together
with momentum conservation®, reduce the number of independent Lorentz invariants DiDj
to

%n(n—l)—n—%(n—4)(n—5):3n—10, (E.3)
which indeed is the correct number of independent variables.

We now follow a similar argument to find the Gram relations for the conformal cross
ratios. This discussion follows [143]. The essential trick is to lift the four-dimensional
momenta to six-dimensional objects, which in light-cone coordinates are given in terms of
the dual variables z; (cf. Eq.(3.1)) by

XA = (1,22, 2"). (E.4)

% 7

The four-dimensional dual conformal symmetry group SO(2,4) simply acts linearly as a
rotation symmetry on these objects. For the XZ-A we can now repeat our above argument

"Momentum conservation counts as n relations below because we have a relation pipn = — Y pipk for
k#n
every 1.
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by saying that at most six vectors can be linearly independent. Choosing X1, ..., Xs as a

basis, this leads to relations
1,...6,k

> X =0. (E.5)

Observing that

2 _ 2 B,
X; =201 z7) — 2zt'z;, =0, (E.6)
as well as
Xi - Xj=at42? -2 x;= (v, —x;)* =22 (E.7)
it Aj =Ty i it T =T ) = Ty .
this translates into the statement that the determinant of the matrices
2 2 2 2 2 2
0 27, x13 14 (s Tig iy
2 2 2 2 2 2
riy 0 w33 X5y Xy Ty Thy
2 2 2 2 2 2
i3 w33 0 w3y, x35 a3 T3y
2 2 2 2 2 2
iy wp4 w34 0 X5 TG iy (E.8)
2 2 2 2 2 2
ri5 T35 X35 xys 0 x5e x5y
2 2 2 2 2
Tig Tie T3 Tig Tig 0 Xgy
2 2 2 2 2 2 2

Tig Loy T3p Ty Ts; Tgp Ty

has to vanish, for a total of 2(n — 5)(n — 6) relations among the xf]

are invariant under dual conformal symmetry by construction and can easily be converted
into expressions involving only the cross ratios. For the 7-point case, the unique Gram
relation in arbitrary kinematics is given by

These relations

aii®> + bl +c =0 (E.9)
with lengthy coefficients
a =ujjui2 (—1 + ui2u2r + uiiusz) , (E.10)
1
2
b=— B +ui + §u11ul2 + Ur2U21 — 2U11UI2U21 — UTU2T + U22 — UT1U22
—9 2 02 _1
U2U21U22 + UTTUT2U21 U22 + UTo US| U22 2U22u31 + ur2u21U22U3]
1 1 L
+ §u11u12u21u32 + §u11u12umuz2umu32 + (target <> projectile), (E.11)
1
c 25 — U1l — U2 T UI1U21 + UI2U2] — U2 + UTTU22 + U1 U2 — U1 U2 U2

1
2
+ u12u21U22 — U2UZ U22 + §u22u31 + U21U22U31 — 2U12U21 U22U31
2 2 2 1
— U21 U U31 + U2UH UG U3T + §U2W32 — U1U21 U2 — U1 U22U3]1 U32

1 ..
+ U1 u21U22U31U32 + 5U21’LL%2U§1U32 + (target <> projectile) , (E.12)

where (target <> projectile) means that the same expression after applying a target-projectile
transformation, including the constant terms, should be added.



F. The remainder function R;__

In this appendix, we briefly spell out the results for the region Pr __. Since practically
everything works as for the region P; __, we will be brief. The path of continuation for
the region P; __ is defined via

u11(p) = w1, u1(p) = e"Pugy, uz1(p) = e Pugy,

ur2(p) = e *Puys,  ug(p) = ug, usa (@) = us2,  u(p) = . (F.1)

The numerical solution for the driving terms is shown in figure F.1. By comparison with
figure 7.2 for the path P; ___, we see that the two triplets have changed their roles. From
this observation it is clear that the crossing solutions will appear in the other triplet, as
well. Indeed, we find a pair of crossing solutions for the function Y371 which approaches
+i%, as shown in figure F.2. Furthermore, a pair of solutions of ?271 approaches the origin,
which do not contribute, as before. We can then spell out the equations at the endpoint
of the analytic continuation, after dropping the integrals:

Sap(0+iT —igh)

/ _ [ —|ms|’ cosh(0—id¢))—C".
1, (0) = <e ° s) 13 ; ; ) (F.2)
’ Syp(0 —i% —igh)
2,3 o y
Y4 (0) = <e—ﬁ|ms\'cosh(9—i¢;>) 552,1(9 ty “’51), (F.3)
’ Ser(0 —if —id))
3,3 Y Y
Y5 (0) = (e—lmsvcosh(e—w;)w;) Sg’g O+ Z¢1), (F.4)
’ Sey (0 — i —idh)
Using these equations, we determine the cross ratios and find
1 1 1€l
/ / / . ! / !/ / 2
=1 — +2——5sinh 5 |, = - ; =———,
Uy + & (wz + ey + = sin 2) Ugy Wyky, Ugy ~
1 /
dy =12 (4 —2eo ), = el dp=rT ()
w) wy
Setting uh; = —ugi, uhy = —ugy and u,; = ugs for the remaining cross ratios we find
/ 1 / /
€ = —€1, W] =wi, cosh C] = —cosh (1,

1 1 ’
5/2 = ﬁEQ, w/2 = ﬁwz, cosh Cé = \/1 - <'LU2 + 'LU72 + cosh 02> (FG)

By comparison with the corresponding equations for the path P; __ . in Eqs.(7.27,7.28), we
see that the results are related by target-projectile symmetry. Since the terms appearing
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Figure F.1.: Paths of the driving terms during the analytic continuation for the path
Eq.(F.1). Note that some axes have been rescaled and shifted. The direction
of growing ¢ is indicated by the arrows. The plots were generated for the
specific choice [mq| = 10, [mo| = 9, Cy = arccosh (2), Co = arccosh (2) at
the starting point.

1 <_/ \%
0.5 i
S
: of 1
—0.5 o
-1 —-0.5 0 0.5 1
Re6

Figure F.2.: Movement of the solutions to Y31(f) = —1 during the continuation Eq.(F.1).
We find one pair of crossing solutions. The direction of movement is indicated
by arrows on the plot. For convenience, we change the colour when the pair
of solutions crosses the real axis.
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in the remainder function are all invariant under this symmetry, the rest of the calculation
is exactly the same as for the path P; __| and we can immediately conclude that

N,

~ (~(1 = 1)) (F.7)

BT —— 1074 — ‘
MRL

where

Sri = \f log (\/0221132) - %K log (\/ama%) . (F.8)



G. Zusammenfassung

Zusammenfassung

Die vorliegende Arbeit befasst sich mit der analytischen Struktur von Streuamplituden
in stark gekoppelter N' = 4 super Yang-Mills-Theorie (kurz N/ = 4SYM) im multi-
Regge Limes. Dank der AdS/CFT-Korrespondenz kénnen Observablen in stark gekop-
pelter N' = 4SYM durch duale Rechnungen in einer schwach gekoppelten, und daher
mit normaler Storungstheorie beschreibbaren, Stringtheorie auf einer AdSs x S?-Geometrie
berechnet werden. Insbesondere entspricht die Berechnung der fiihrenden Ordnung der
n-Gluon Amplitude in N' = 4SYM bei starker Kopplung so der Berechnung einer Mini-
malfléche in AdSs, wobei die Flache auf der Aneinanderreihung der Gluonimpulse, und da-
her auf einer lichtartigen Kurve, enden muss. Die Berechnung der Minimalflache kann auf
die Losung eines Satzes von nichtlinearen, gekoppelten Integralgleichungen zuriickgefiihrt
werden. Diese Gleichungen haben jedoch keine analytische Losung in allgemeiner Kine-
matik. Wir untersuchen sie in dieser Arbeit daher im multi-Regge Limes, der n-Teilchen
Verallgemeinerung des Regge-Limes. Dieser Limes ist besonders relevant, da selbst in
der Beschreibung von Streuamplituden in schwach gekoppelter N' = 4SYM in diesem
Limes eine bestimmte Klasse von Feynman-Diagrammen resummiert werden muss. Diese
Beschreibung organisiert sich in Ordnungen von Logarithmen der im Streuprozess vorhan-
denen Energie. Jede Ordnung in Logarithmen enthélt dabei Terme aus allen Ordnungen
in der Kopplungskonstante und damit auch spezifische Informationen iiber das Regime
starker Kopplung der Theorie. In dieser Arbeit untersuchen wir daher die Frage, in-
wiefern die Struktur der Streuamplitude im multi-Regge Limes erhalten bleibt, wenn wir
in den Limes starker Kopplung gehen. Wir zeigen, dass sich die Gleichungen, die die
Minimalflache beschreiben, im multi-Regge Limes fiir eine beliebige Anzahl von Gluonen
stark vereinfachen, was eine analytische Auswertung der Streuamplituden ermoglicht. Wir
entwickeln einen Algorithmus zur Berechnung von Streuamplituden im multi-Regge Limes
und wenden diesen auf die 6- und 7-Gluon Amplitude an. Unsere Ergebnisse zeigen, dass
die von Regge-Theorie vorhergesagte Faktorisierung der Amplitude fiir die betrachteten
Félle auch bei starker Kopplung gilt.
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Summary

This thesis concerns itself with the analytic structure of scattering amplitudes in strongly
coupled N/ = 4 super Yang-Mills theory (abbreviated N' = 4SYM) in the multi-Regge
limit. Through the AdS/CFT-correspondence observables in strongly coupled N' = 4 SYM
are accessible via dual calculations in a weakly coupled string theory on an AdSsxS°-
geometry, in which observables can be calculated using standard perturbation theory. In
particular, the calculation of the leading order of the n-gluon amplitude in N’ = 4SYM
at strong coupling corresponds to the calculation of a minimal surface embedded into
AdSs. This surface ends on the concatenation of the gluon momenta, which is a light-
like curve. The calculation of the minimal surface area can be reduced to finding the
solution of a set of non-linear, coupled integral equations, which have no analytic solution
in arbitrary kinematics. In this thesis, we therefore specialise to the multi-Regge limit,
the n-particle generalisation of the Regge limit. This limit is especially interesting as even
in the description of scattering amplitudes in weakly coupled N' = 4SYM in this limit a
certain set of Feynman diagrams has to be resummed. This description organises itself into
orders of logarithms of the energy involved in the scattering process. In this expansion
each order in logarithms includes terms from every order in the coupling constant and
therefore contains information about the strong coupling sector of the theory, albeit in a
very specific way. This raises the central question of this thesis, which is how much of the
analytic structure of the scattering amplitudes in the multi-Regge limit is preserved as we
go to the strong coupling regime. We show that the equations governing the area of the
minimal surface simplify drastically in the multi-Regge limit, which allows us to obtain
analytic results for the scattering amplitudes. We develop an algorithm for the calculation
of scattering amplitudes in the multi-Regge limit and apply it to the special cases of the 6-
and 7-gluon amplitude. Our results show that for the cases under study the factorisation
of the amplitude as predicted by Regge theory is also preserved in the strong coupling
limit.

This thesis is based on the following publications:

e J. Bartels, V. Schomerus and M. Sprenger, Heptagon Amplitude in the Multi-Regge
Regime, arXiv:1405.3658, submitted to JHEP.

e J. Bartels, J. Kotanski, V. Schomerus and M. Sprenger, The FExcited Hexagon
Reloaded, arXiv:1311.1512, submitted to JHEP as erratum to JHEP 1101 (2011)
069.

e J. Bartels, V. Schomerus and M. Sprenger, Multi-Regge Limit of the n-Gluon Bubble
Ansatz, JHEP 1211 (2012) 145.
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