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1. Introduction

Nowadays, most electronic devices are based on semiconductors, mainly silicon. Within the
last decades the performance of these devices has increased enormously due to downscaling
of the devices. However, the possibility of downscaling is limited. One approach to overcome
this problem is using not only the charge of an electron but also its spin as information carrier.
The combination of electronics and spin information is called spintronics [1, 2].
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Fig. 1.1: Schematic drawing of a magnetic tunneling junction consisting of two ferromagnetic
electrodes (F1 and F2) separated by a thin insulator (I) and the respective density of states
profile for magnetization in both electrodes aligned parallel (a) and antiparallel (b).

One example for a spintronic device is the magnetic tunneling junction (MTJ). A MTJ consists
of two ferromagnetic electrodes separated by a thin insulator (typically a few nanometer) as
illustrated in Fig. 1.1. If the electrodes are spin-polarized, i.e. the density of states at
the Fermi level is different for spin-up and spin-down states, the tunneling magnetoresistance
(TMR) effect can be observed. If the magnetization in both electrodes is parallel the tunneling
probability through the insulator is higher than in the antiparallel case. This can be explained
by the spin polarization of the electrodes and the fact that the electron spin is preserved in
the tunneling process [3, 4].

Due to their half metallic character with a predicted 100% spin polarization at the Fermi
level and high Curie temperature magnetite (Fe3O4) thin films are excellent candidates for
creating spintronic devices such as magnetic tunneling junctions [2, 5]. Magnesium oxide and
magnetite have a lattice mismatch of only 0.3%. Therefore, magnetite films can be easily
grown on magnesium oxide surfaces at high crystal quality. Apart from that, magnesium
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Chapter 1. Introduction

oxide can be used as a material for the insulating layer in a magnetic tunneling junction [6].

Iron oxides show various stoichiometries since the valence of Fe may alter between Fe2+ and
Fe3+. Therefore, iron oxides are, apart from their applications in the field of spintronics,
also of large interest for catalytic applications. Possible catalytic applications are the Fis-
cher–Tropsch synthesis [7], the oxidation of carbon monoxide [8–10], or the use as catalytic
support for noble metal nanoparticles [11].

For both catalytic and spintronic applications it is important to understand the structure
and growth properties of such oxide films. For ultrathin films characteristic material prop-
erties are often changed due to finite size or interface effects. In MTJs often reduced TMR
effects, compared to theoretical predictions, have been observed. This could be attributed to
spin-flips occurring at the ferromagnet/insulator interface [3, 4]. By improving the quality of
the interface it was possible to considerably increase the TMR effect [4]. Interface induced
effects also often lead to changes in the electronic structure, which might cause a reduced
spin polarization in the ferromagnetic layer of a MTJ. For magnetite thin films grown on
magnesium oxide such reduced spin polarization has also been found [12].

Therefore, this thesis addresses the structure of ultrathin magnetite films grown on magnesium
oxide by reactive molecular beam epitaxy. The main technique used to study the structure of
these films is synchrotron radiation based (grazing incidence) x-ray diffraction (SR-(GI)XRD).
In addition, x-ray reflectivity (XRR) is used to study film thickness and layer structure, lab
source based x-ray photoemission spectroscopy (XPS) to obtain chemical information and
low energy electron diffraction (LEED) to study the surface structure of the films.

Within the last decades SR-(GI)XRD has proven to be a very powerful technique to study
the structure of surfaces and ultra thin films [13–16]. In contrast to standard surface science
techniques for structure determination, like scanning probe microscopy (SPM) or electron
diffraction, the large penetration depth of x-rays allows to study not only surface properties
of the films but also the structure of buried layers, as well as properties of the film substrate
interface. Using SR-(GI)XRD it is also possible to study oder-disorder transitions within the
film structure.

The first part of the thesis gives an overview on the theoretical background (Chap. 2). This
includes considerations on the growth of single crystals and the theoretical basis of the ex-
perimental techniques used. In addition, a short review on the properties of iron oxides as
well as iron oxide thin films will be given (Chap. 3). After that the experimental setup for
synchrotron radiation based x-ray diffraction is discussed in detail (Chap. 4).

The second part of the thesis presents and discusses the experimental results on the structure
of ultrathin iron oxide films. First, the influence of deposition conditions on the film structure
is investigated. Afterwards, the influence of post-deposition annealing is studied.
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2. Theoretical background

This chapter overviews of the theoretical background that is important for this work. First,
crystals and crystalline thin films will be introduced briefly. Afterwards, x-ray diffraction
(XRD), which is the main technique used in this work, is discussed in detail including a quan-
titative derivation with main focus on thin film layer systems. In addition, x-ray reflectivity
(XRR), low energy electron diffraction (LEED), and x-ray photoemission spectroscopy (XPS)
are discussed briefly.

2.1. Crystals and epitaxy of crystalline thin films

Since the topic of this work is about the structure of epitaxial thin films, the properties of
single crystals [17, 18] and crystalline thin films [19] will be discussed briefly in the following.

2.1.1. Single crystals

A crystal is a structure with a periodicity in three dimensions. It consists of a basic arrange-
ment of atoms, the unit cell, which is repeated infinitely in all three dimensions at constant
distance for a perfect crystal. The repetition of the unit cell forms a three dimensional peri-
odically ordered lattice, which is called crystal lattice.

b

a

(0,0)

ratom

rj

rn

Fig. 2.1: Sketch of a two dimen-
sional crystal. The position of each
atom within the crystal ratom is
given by the sum of the position
vector of the unit cell rn and the
position vector of the atom within
the unit cell rj .

The crystal structure can be described by the positions of the atoms (or ions) in the unit cell
and three linear independent translation vectors (a, b, and c) giving the spatial repetition
of the unit cell. These vectors define the shape and spacing of the crystal lattice and are
therefore called lattice vectors. The position ratom of any atom (or ion) in a crystal is given
by its position in the unit cell rj and a linear combination rn of the three lattice vectors a,
b, and c:

ratom = rj + rn = rj + m ·a + n · b + o · c , (2.1)
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Chapter 2. Theoretical background

where m, n, and o are integer numbers. This is illustrated in Fig. 2.1 for a two dimensional
crystal.

Different types of crystals are sorted by their symmetries. A common example is the face
centered cubic (fcc) lattice. Here the crystal lattice has a cubic symmetry with an additional
atom on each face of the cube. Details can be found in the literature [17, 18,20].

Instead of describing the unit cell directly with lattice vectors it can be alternatively charac-
terized by the absolute values of the lattice vectors a, b, and c and the angles α, β, and γ
between them. The lattice vectors can be calculated from these values.

Lattice planes

For Bragg reflection the lattice planes of a crystal play a very important role. A lattice plane
is indexed by three integer indices h, k, l, known as Miller indices. They describe the lattice
plane which intercepts the three crystallographic axes defined by the lattice vectors at a/h,
b/k, and c/l.

If any of the Miller indices hkl is a non integer value they are replaced by a set hkl with the
smallest common integer multiple but the same ratio as the original hkl, e.g. (11

2
1
3) becomes

(632).

2.1.2. Epitaxial films

The growth of a crystallographically oriented single crystal film on a single crystalline sub-
strate is called epitaxy [19]. The epitaxial growth is usually divided into three basic growth
modes (cf. Fig. 2.2):

• Layer-by-layer (or Frank-van der Merve) growth:
Each atomic layer is completed before a new layer is formed on top. This is the case if
the adatoms are bound stronger to the substrate surface than to each other.

• Island (or Vollmer-Weber) growth:
Three dimensional islands nucleate directly on the surface. In this case the adatoms are
bound stronger to each other than to the substrate surface.

• Layer-plus-island (or Stranski-Krastanov) growth:
After the formation of an initial atomically flat layer (see layer-by-layer growth) the
growth mode changes to island growth. The thickness of the intermediate flat layer
depends on the particular case.

z
a) b) c)

Fig. 2.2: Schematic drawings of the different growth modes: a) layer-by-layer, b) island, and
c) layer-plus-island growth.
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2.1. Crystals and epitaxy of crystalline thin films

Lattice mismatch and relaxation

Apart from the growth mode the lattice mismatch and resulting strain effects play an impor-
tant role in thin film epitaxy. When depositing one material on a different one (heteroepitaxy)
their lattice constants usually do not exactly match. However, only the mismatch within the
surface plane is of concern. The lattice mismatch is defined as

ǫ =
afilm − asubstrate

asubstrate
(2.2)

where asubstrate and afilm are the lateral lattice constants of the substrate and the film mate-
rial, respectively. It is important to note that the lattice mismatch is generally not the same
in different crystallographic directions. To compensate the lattice mismatch two processes
can be observed.

1. pseudomorphic growth: The lattice of the film is compressed (or stretched) in lateral
directions to meet the lateral lattice constants of the substrate. As a result the film is
distorted in vertical direction accordingly to keep the unit cell volume constant.

2. formation of misfit dislocations: The misfit is compensated by dislocations in the film
lattice. With increasing film thickness the film is relaxing towards its bulk properties.

If the lattice mismatch is relatively small pseudomorphic growth can typically be observed,
while misfit dislocations usually occur for larger lattice mismatch.

substrate

film

a) pseudomorphic b) misfit dislocations

Fig. 2.3: Schematic drawings of the different relaxation processes: a) pseudomorphic growth,
and b) misfit dislocations.

Molecular beam epitaxy

One of the most common techniques to grow epitaxial thin films is molecular beam epitaxy
(MBE). Here, the material grown on a sample surface is delivered by an atomic or molecular
beam. Due to the very small free mean path of such molecular beams under ambient condi-
tions, MBE is usually performed in ultra high vacuum (UHV) chambers. The molecular beam
is generated by heating a source material until it starts to evaporate or sublimate (depending
on the used material). One of the most common techniques to achieve the heating is electron
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Chapter 2. Theoretical background

beam bombardment. High voltage of typically ≈1000 V is applied to a crucible containing the
source material. Electrons emitted from a filament nearby are accelerated by the high voltage
towards the crucible, which is heated by the electron impact. In case of metals it is also
possible to omit the crucible and apply the high voltage directly to the material source. Here,
it is necessary, that the metal sublimates at lower temperatures than the melting temperature
(at the given pressure), which is the case for e.g. iron.

To grow metal oxide films by MBE the pure metal may be evaporated in a low oxygen
atmosphere. Typically, it is much easier to evaporate the pure metal instead of the metal
oxide, since the required evaporation (or sublimation) temperature is usually much lower. By
changing the oxygen partial pressure during growth it is possible to change the oxide phase
of the film. This technique is called reactive MBE. When using oxygen plasma instead of
oxygen gas it is called plasma MBE.

Other common techniques to grow epitaxial films are pulsed laser deposition (PLD), where
the source material is evaporated by an intense pulsed laser beam and sputter deposition,
where the atoms from the source material are ejected by ion bombardment (sputtering).

10



2.2. X-ray scattering

2.2. X-ray scattering

The basic principle of x-ray scattering techniques is that an incoming x-ray beam is scattered
at an object. Afterwards, the scattered intensity is detected [20]. Since the cross section from
x-rays with the atomic nucleus is of orders of magnitude smaller than the cross section with
electrons, the contribution from x-rays scattered at nuclei is usually neglected. The amplitude
A(q) of an x-ray wave scattered at an electron at the position re is given by the Thomson
formula

A(q) = A0
e2

me c2 R0
e
iq · re (2.3)

where A0 is the amplitude of the incoming wave, e and me are the charge and the mass of an
electron, c is the speed of light and R0 is the distance between the electron and the observer.
The amplitude is given as a function of the scattering vector q ≡ kf − ki determined by the
difference of the wave vectors of the scattered (kf ) and incoming wave (ki). For reasons of

simplicity we combine all constants in one constant C ≡ e2

me c2 R0
and reduce formula 2.3 to

A(q) = A0C e
iq · re . (2.4)

Here, the influence of the polarization of the incidence beam is neglected. Since it strongly
depends on the specific scattering geometry, it will be introduced as a correction factor to the
measured intensity later on (Chap. 4.4).

Real objects contain many electrons. Therefore, the scattering at such objects is the sum of
the scattering processes at all contributing electrons. Due to the low interaction of x-rays with
matter it is possible to describe x-ray scattering processes in terms of the kinematical scatter-
ing theory. Here, multiple scattering, refraction, and absorption are neglected. Within
this approximation the scattered intensity of an object is given by the Fourier transformation
of its electron density.

2.3. X-ray diffraction

The scattering of x-rays at long range ordered periodic systems is in general called x-ray
diffraction. These systems are typically crystals. The scattering at these periodic structures
cause constructive and destructive interference of the scattered waves resulting in spots of very
high intensity. These spots are called Bragg peaks or Bragg reflections. The phenomena of
x-ray diffraction in single crystals was first discovered and theoretically described by Laue [21]

and Bragg [22] in 1912 and 1913, respectively.

2.3.1. The Bragg condition

Bragg described the diffraction of x-rays at a crystal lattice by reflection of the incidence
x-rays at lattice planes. Due to their path difference, as illustrated in Fig. 2.4, the reflected
beams from different parallel lattice planes cause an interference pattern. Here, Bragg peaks
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a

q

q

q

dhkl

ki

kf

q

Fig. 2.4: An incidence wave ki is reflected at a crystal lattice plane (solid lines). The
outgoing waves kf have different phase due to the path difference a. If 2 a = nλ is fulfilled
the outgoing waves interfere constructively and a Bragg peak can be observed. The scattering
vector q resulting from ki and kf is oriented perpendicular to the lattice planes.

occur where the Bragg condition given by

2dhkl sin θ = nλ (2.5)

is fulfilled. The distance between two lattice planes is given by dhkl, θ is the angle between
the lattice planes and the incidence angle and the exit angle, as well. The order of the Bragg
reflection is given by n and λ is the vacuum wavelength of the incidence beam. This equation
also gives a condition for wavelengths used for diffraction at typical crystal lattices. The
Bragg angle of the first order Bragg reflection is given by

θ = asin
λ

2dhkl
. (2.6)

This equation is only valid if λ ≤ 2dhkl is fulfilled. This means if the maximum path differ-
ence which can be achieved (2dhkl at normal incidence) is smaller than the wavelength no
constructive interference is possible. Therefore, no diffraction phenomena can be observed.

Since the distance of lattice planes in typical crystals is in the order of a few Ångstroms the
wavelength should also be of that order or less. At the same time, the wavelength should not
be too small since this would cause very small Bragg angles, which are technically difficult to
observe and lead to a lower resolution in reciprocal space.
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2.3. X-ray diffraction

This requirement on the wavelength is fulfilled by x-ray photons.

The reciprocal space

Instead of using the Bragg law to identify positions of Bragg peaks one can also use the
equivalent Laue conditions

q ·a = 2πh , (2.7)

q · b = 2πk , (2.8)

q · c = 2πl (2.9)

with the scattering vector q and the unit vectors of the crystal a, b, and c. Bragg peaks
occur wherever h, k, and l are integer numbers. h, k, and l are the Miller indices which are
also used to index lattice planes as explained above.

An important concept related to the Laue conditions are the reciprocal lattice vectors. They
are related to the real space lattice vectors a, b, and c and are defined as

a∗ =2π
b× c

a · (b× c)
, (2.10)

b∗ =2π
c× a

a · (b× c)
, (2.11)

c∗ =2π
a× b

a · (b× c)
(2.12)

where a · (b× c) gives the unit cell volume. If all angles between the lattice vectors are
α = β = γ = 90◦ the lengths of the reciprocal lattice vectors are given by

a∗ =
2π

a
, (2.13)

b∗ =
2π

b
, (2.14)

c∗ =
2π

c
. (2.15)

If the scattering vector q is equal to one of the reciprocal lattice vectors a∗, b∗, and c∗, the
Laue condition is automatically fulfilled for h, k, and l, respectively. Thus, when using these
vectors as basis vectors for the reciprocal space the Laue condition is fulfilled at all positions
in reciprocal space given by the coordinates (hkl) where h, k, and l are integer numbers.
Therefore, it is convenient to describe diffraction phenomena using the reciprocal space with
the reciprocal lattice vectors as basis vectors.

The Laue condition as well as the Bragg condition define only the occurrence of Bragg peaks
due to the symmetry of the crystal lattice. However, the contribution from the structure of
the unit cell is neglected. The inner structure of unit cells often leads to interference at Bragg
peaks which may alter the intensity. If the interference leads to zero intensity at Bragg peaks
they are called structure forbidden peaks. Describing the diffraction by a crystal the amplitude
is typically divided into its contribution from the unit cell, the structure factor F (q), and the
contribution from the lattice symmetry, the lattice factor G(q). Thus, the amplitude A(q) is
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Chapter 2. Theoretical background

given by

A(q) = F (q) G(q) . (2.16)

The Bragg condition and the Laue conditions are not giving quantitative information on the
diffracted intensity. Therefore, a quantitative description for the diffracted intensity from
single crystal thin film systems grown on single crystal substrates will be derived in the
following using the simplifications from the kinematic approximation explained above. The
derivation is mainly based on theoretical descriptions given by Feidenhans’l [23], Robinson
and Tweed [24], and Deiter [25].

2.3.2. Scattering at a single atom

The amplitude of a wave scattered at a single atom is given by the summation over the
scattering from all electrons of this atom, given by the Thompson scattering formula (cf.
Eq. 2.4), taking the phase difference between the waves scattered at different electrons into
account. One has to consider that the electrons are not localized at the center of an atom given
by ra but are distributed around the center according to the electron distribution function ρ.
A second point to consider is that the distance between electron and observer R0 is slightly
different for all possible electron positions. But since the distance between the electrons and
the center of the atom |r| is typically many orders of magnitude smaller than R0 we can
assume the same value of R0 for all electrons. Thus, the amplitude of a wave scattered at an
atom is given by

A(q) = A0C

∫

d3r ρ(r) e
i q · (ra + r)

(2.17)

= A0C f(q) e
i q · ra . (2.18)

Here, we define the atomic form factor

f(q) =

∫

d3r ρ(r) e
i q · r

(2.19)

which results from the Fourier transformation of the electron density of the atom. It can
be determined by quantum mechanical methods such as Hartree-Fock or density functional
theory. Calculated values for different atoms and ions can be found in literature [26]. In this
work values calculated assuming a spherical electron distribution are used. Thus, the form
factor depends only on the absolute value of q and not on the direction.

To derive a function defining the form factor the calculated values are approximated by four
Gaussian functions

f(q) =
4
∑

j=1

aj e
−bj

( q
4π

)

+ c . (2.20)

Values for the constants ai, bi and c are also available for many ions in literature [26].
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2.3. X-ray diffraction

2.3.3. Scattering at a unit cell

After deriving an expression to describe the amplitude of x-rays scattered at a single atom we
move on to the most basic structure in a crystal, the unit cell. The unit cell describes a basic
arrangement of atoms which is periodically repeated to build up the crystal (cf. Sec. 2.1.1).
The amplitude for an x-ray wave scattered at a single unit cell is given by the summation
over the amplitudes scattered at the atoms of the unit cell

A (q) = A0C
∑

j

fj(q) e
iq · (rn + rj)

(2.21)

= A0C F (q) e
iq · rn . (2.22)

Here, the position of the unit cell is given by rn while the position of the atom within the
unit cell is given by rj . We define the structure factor of the unit cell

F (q) =
∑

j

fj(q) e
iq · rj . (2.23)

It is important to mention that in contrast to the atomic form factor, which is isotropic in all
directions, the structure factor depends on the direction of the scattering vector due to the
phase difference between x-ray waves scattered at different atoms.

The Debye-Waller factor

The equation obtained above assumes that all atoms are located at fixed positions. In fact
these positions are just average values. Due to thermal vibrations, impurities, dislocations,
or defects, the atoms within a unit cell might be shifted from their ideal position. This leads
to a change in the scattered intensity which is typically described by a Debye-Waller factor
D so that the modified structure factor is given by

F (q, D) = e
−D |q|2 ∑

j

fj(q) e
iq · rj (2.24)

assuming a Gaussian distribution of the atoms around their ideal position. Thus, the Debye-
Waller factor leads to a dampening of the structure factor which increases with increasing
scattering vector. The Debye-Waller factor itself increases with increasing atomic displace-
ment. A detailed derivation of the Debye-Waller factor from thermal vibrations can be found
in the book of Warren [20].

2.3.4. Diffraction at single crystals

So far we considered only single objects to describe the scattered x-ray wave amplitude. Now
we look at periodic structures, crystals, which are formed from these objects. As already
mentioned a crystal is an object consisting of a unit cell which is periodically repeated. The
scattering from such periodic structures is called diffraction. The amplitude diffracted at a
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Chapter 2. Theoretical background

crystal is given by the summation over the scattering amplitudes of all unit cells

A (q) = A0C
∑

n

Fn (q) e
iq · rn . (2.25)

In our case of a three dimensional perfect crystal where Fn is identical for all unit cells we
can rewrite Eq. 2.25 and obtain

A (q) = A0C F (q)

Na−1
∑

na=0

Nb−1
∑

nb=0

Nc−1
∑

nc=0

e
iq · (naa + nbb + ncc)

(2.26)

= A0C F (q)

Na−1
∑

na=0

e
ina q ·a

Nb−1
∑

nb=0

e
inb q · b

Nc−1
∑

nc=0

e
inc q · c (2.27)

with the lattice vectors of the crystal a, b and c and the number of unit cells in the three
corresponding dimensions Na, Nb and Nc.

2.3.5. Crystal truncation rods

Considering a bulk crystal with infinite size in all three dimensions Eq. 2.27 becomes a series of
δ functions with intensity peaks at single points known as Bragg peaks. However, considering
surfaces and thin films the crystal is not infinite in the vertical direction. As a consequence
the diffracted intensity is not located at single spots but smeared out in vertical direction
forming crystal truncation rods (CTRs) [23, 24], as illustrated in Fig. 2.5.

a) 3D crystal b) 2D crystal c) crystal surface d) thin film

Fig. 2.5: Schematic drawing showing the intensity distribution in reciprocal space. a) Three
dimensional crystals produce diffraction spots in reciprocal space. The dashed lines are direction
markers only. b) Two dimensional layers produce diffraction rods. c) Surfaces of crystals
produce diffraction spots connected by modulated diffraction rods in vertical direction. d)
Thin films produce diffraction spots and oscillations (fringes) in vertical direction.

To describe a semi-infinite crystal substrate we have to substitute the sum over nc for the
vertical direction by the sum

Nc(na,nb)
∑

−∞

e
ncǫ e

incq · c . (2.28)
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2.3. X-ray diffraction

This results in

Asubstrate (q) = A0C F (q)

Na−1
∑

na=0

e
ina q ·a

Nb−1
∑

nb=0

e
inb q · b

Nc(na,nb)
∑

nc=−∞

e
i nc q · c + ncǫ

(2.29)

where e
ncǫ is a dampening factor taking into account the absorption within deeper crystal

layers. The function Nc(na, nb) describes a variation of height in lateral direction (cf. Fig.
2.6) and is therefore describing a surface roughness.

0

-∞

N n nc a b( , )

n na b,

Fig. 2.6: Height profile of a semi-
infinite crystal surface. The aver-
age step height is at the zero level,
while the profile is defined by the
function Nc(na, nb).

In case of a crystal truncation rod we can assume that the Laue conditions in lateral direction
(q ·a = 2π h and q · b = 2π k) are fulfilled and thus, simplify Eq. 2.29 to

Asubstrate (q) = A0C F (q)

Na−1
∑

na=0

1

Nb−1
∑

nb=0

1

Nc(na,nb)
∑

nc=−∞

e
i nc q · c + ncǫ (2.30)

= A0C F (q)

Na−1
∑

na=0

Nb−1
∑

nb=0

e
(i q · c + ǫ)Nc(na, nb)

1 − e
−(i q · c + ǫ)

(2.31)

where the sum over na and nb can be considered as an averaging over the height function
Nc(na, nb). Thus, we write

Asubstrate (q) = A0C F (q)NaNb

〈

e
(i q · c + ǫ)Nc(na, nb)

〉

1 − e
−(i q · c + ǫ)

. (2.32)

Assuming a Gaussian height distribution of Nc(na, nb) we obtain

Asubstrate (q) = A0C F (q)NaNb
e
−σ2 (1 − cos q · c)

1 − e
−(i q · c + ǫ)

(2.33)

where σ is the rms1 roughness of the semi-infinite substrate. A detailed derivation is given in
Appendix A.

1root mean square
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Chapter 2. Theoretical background

Using a similar approach we can describe the diffraction from a thin film of only a few layers.
Here, in addition to the roughness at the top of the film one has also to consider a roughness
at the bottom resulting in two hight functions N+

c (na, nb) for the top and N−

c (na, nb) for the
bottom (cf. Fig. 2.7). The intermediate number of unit cells is given by Nc. In addition we
can neglect the influence of absorption for thin films. We now obtain

Afilm (q) = A0C F (q)

Na−1
∑

na=0

1

Nb−1
∑

nb=0

1

N+
c (na,nb)
∑

nc=N−

c (na,nb)

e
i nc q · c (2.34)

= A0C F (q)

Na−1
∑

na=0

Nb−1
∑

nb=0

e
i q · cN−

c (na, nb) − e
i q · cN+

c (na, nb) + 1

1 − e
i q · c (2.35)

where the sum can also expressed by an averaging

Afilm (q) = A0C F (q)NaNb

〈

e
iq · cu−c

〉

− e
i q · cNc

〈

e
iq · cu+c

〉

1 − e
i q · c (2.36)

where u+c and u−c are the deviations from the average film thickness Nc to the top and the
bottom, respectively.

Nc

0
N n nc a b

-
( , )

N n nc a b

+
( , )

n na b,

Fig. 2.7: Height profile of a thin
film with an average thickness of
Nc. The roughness of the film top
is given by N+

c (na, nb), the rough-
ness of the film bottom is given by
N−

c (na, nb).

Assuming again a Gaussian distribution for u+c and u−c we obtain

Afilm (q) = A0C F (q)NaNb
e
−σ2

−
(1 − cos q · c) − e

i q · cNc e
−σ2

+ (1 − cos q · c)

1 − e
i q · c

(2.37)

with σ+ and σ− representing the top and bottom rms roughness of the film.

Assuming zero roughness the diffraction from a thin film reduces to the form

SN (x) =
N−1
∑

n=0

e
inx

=
1 − e

ixN

1 − e
ix

. (2.38)

This formula is known as the N-slit function with x = q · c and N = Nc. It shows main
maxima at x = 2πm for m ∈ Z with a maximum value of N . In addition to the main maxima
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2.3. X-ray diffraction
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Fig. 2.8: The N-slit function for N = 6. Main maxima occur at multiples of 2π with N − 2
smaller side maxima or fringes in between two main maxima. The spacing between two fringes
is 2π

N . The FWHM of the main peaks is also given by 2π
N .

the N-slit function has also N − 2 smaller side maxima between two main maxima. These
smaller side maxima are called fringes. With increasing number of slits N the number of the
fringes increases and the peak width of the side maxima and the main maxima is decreasing.
For infinite N the N-slit function passes over into periodic iterated δ functions located at the
positions of the main maxima. Fig. 2.8 shows the characteristic profile of an N-slit function
for N = 6.

g2

g1

c1

c

film1

substrat

c2

film 2

Fig. 2.9: Schematical drawing of a layer sys-
tem consisting of two films and a substrate.

2.3.6. Modeling the diffracted intensity from a thin film layer system

A layer system (cf. Fig. 2.9) is usually consisting of a substrate and one or more layers on
top of it. To calculate the diffracted intensity we have to calculate the sum over the substrate
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Chapter 2. Theoretical background

and all top layers taking the phase difference into account. The amplitude for such a layer
system is given by

Asystem (q) = Asubstrate (q) +
∑

i

Θi e
i q ·piAfilm,i (q) (2.39)

where Θi is an occupation factor describing impurities and dislocations in the layer. The

phase factor e
i q ·pi takes into account the phase difference between the substrate and the

layers. The phase vector pi is defined as

pi =
i−1
∑

j=0

gj + Ncjcj (2.40)

where gj is an interface vector defining distance and lateral shift between layer j and j + 1.
Ncjcj gives the phase shift due to the film thickness of layer j.
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2.4. X-ray reflectivity

With x-ray reflectivity (XRR) it is possible to investigate the layer structure of surfaces,
interfaces and thin films. To study the x-ray reflectivity of a thin film or a layer system
the intensity of the reflected beam is measured as a function of the incidence angle αi. For
such measurements the incidence angle is typically kept below 5◦. In contrast to conventional
optics the incidence angle of x-rays is typically given as angle between the incidence beam
and the surface. More detailed descriptions on the theory of x-ray reflectivity are available
in the literature in large quantity, e.g. [15, 27]. In case of reflectivity the scattering vector has
only a vertical component which is given by q = 4π

λ sinαi.

The most important value to describe the reflectivity of a material is the refractive index n.
For x-rays it is defined as

n = 1 − δ + iβ (2.41)

where δ and β are material specific constants related to the x-ray scattering probability of
the material. The value of δ is proportional to the electron density and is typically on the
order of 10−6 while β is proportional to the absorption and about a factor 100 smaller than
δ. Thus, the refractive index in case of x-rays is slightly smaller than unity. Therefore, it
is possible to observe total external reflection when studying the reflectivity of surfaces and
thin films with x-rays below a critical angle αc. Using Snell’s law the value of this critical
angle can be approximated to

αc ≈
√

2δ . (2.42)

The reflectivity of an interface of two layers (j and j+1) of different composition with different
refractive indexes is given by the Fresnel coefficient

rj,j+1 =
qj − qj+1

qj + qj+1
(2.43)

where qj = k
√

n2
j − cos2 αi is the vertical component of the wave vector transfer in layer j.

k = 2π
λ is the absolute value of the wave vector and λ is the vacuum wavelength.

ai af

ki
kf

substrate

film

Fig. 2.10: Reflectivity of a thin
film on a substrate. At each inter-
face the incidence beam (ki) is re-
flected and transmitted. Also, the
reflection and transmission of the
beam reflected at buried interfaces
is contributing to the total reflected
intensity.

The reflected intensity of a layer system on flat substrates as sketched in Fig. 2.10 can be
calculated by a recursive algorithm known as Parratt algorithm [28] taking into account the
reflectivity and transmission of each interface. To consider the interface roughness when using
the Parratt algorithm different roughness models have been proposed. The most common
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model for solid thin films is a formalism described by Nevot-Crocet [29]. This model assumes
an error-function type electron density profile at the interface. It results in an exponential
factor reducing the reflectivity of the interface. This model is only valid if the roughness is
small compared to the film thickness. If this is not the case other models have to be used,
e.g. the electron density profile might be represented by a stack of very thin flat layers. This
is known as arbitrary density model [27].
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Fig. 2.11: Reflectivity curve for a
magnetite layer on MgO. Up to the
critical angle total external reflec-
tion is observed. After that the in-
tensity is decreasing. The observed
oscillations originate from an in-
terference between the beams re-
flected at the film/vacuum and the
substrate/film interface.

Fig. 2.11 shows a calculated reflectivity curve for a magnetite layer on MgO(001). Up to the
critical angle for total reflection the reflectivity is 1, i.e. total reflection occurs. Afterwards,
the intensity is dropping with 1/q4. In addition intensity oscillations occur, which originate
from interference between the x-rays reflected at the film/vacuum and at the substrate/film
interface. The periodicity of these oscillations is characteristic for the film thickness. For such
a simple one-layer-plus-substrate model the thickness can be estimated to d = 2π

∆q ≈ λ
2∆αi

where the distance between two maxima is given by ∆q and ∆αi.
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2.5. Low-energy electron diffraction

For electron and x-ray diffraction in principle the same Bragg formula is valid. Also the
wavelength used in both low-energy electron and x-ray diffraction is in the same range. The
major difference between electrons and x-rays is the scattering cross section, which is orders
of magnitudes larger for electrons compared to the photons used in x-ray diffraction. Thus,
the penetration depth of electrons is much smaller and as a result the surface sensitivity
is considerably higher. With low-energy electron diffraction (LEED) usually only the near
surface region is accessible (typically ≈ 3 atomic layers). As a consequence in reciprocal space
the Bragg peaks which are observed are smeared out in vertical direction and become Bragg
rods similar to the surface scattering in the x-ray case. In contrast to the x-ray case almost no
bulk information contributes when using electron diffraction due to small penetration depth
of the electrons. Thus, only the rods in vertical direction originating from the surface can be
observed. However, a small bulk contribution as well as atomic steps on the surface typically
lead to a modulation of the intensity along the vertical rods.

ki

kf
q

(0 0) (0 1)(0 )1 (0 2)(0 )2

Fig. 2.12: Ewald construction for a LEED setup using
normal incidence. The Ewald sphere (dashed line) is
defined by all possible positions for the wave vector of the
diffracted beam. The rods (solid line) are the positions
in reciprocal space where the 2D Laue conditions are
fulfilled. At the interception points of the rods and Ewald
sphere diffraction spots can be observed with LEED.

In a typical LEED experiment a fixed normal incidence beam is used and the diffracted in-
tensity is recorded using a two dimensional detector (usually a fluorescent screen). According
to the Ewald construction (cf. Fig. 2.12), diffraction can be observed whenever the Ewald
sphere is intercepting a Bragg rod. The surface of the Ewald sphere is defined by the set of
all possible exiting wave vectors kf . Its radius is equal to the length of the wave vector |kf | .
The 2D detector covers the hemisphere above the sample (or at least a large amount of it)
and all peaks originating from wave vectors pointing towards the direction of the detector
can be observed on the screen. The 2D spot pattern shows the symmetry of the reciprocal
space in lateral direction. The electron beam is typically focused on the detector to achieve
narrow peaks. However, it is also possible to focus on the sample if only a very small sample
area shall be studied.

Since the incidence angle is usually fixed in LEED experiments the only possibility to change
the scattering condition is to change the electron energy, i.e. its wavelength. By changing
the wavelength the radius of the Ewald sphere changes and therefore the position where the
sphere and the Bragg rod intercept also varies.
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Due to the large scattering probability of electrons a quantitative analysis would require the
use of a complex multiple scattering theory. However, already from a qualitatively analysis
of the diffraction pattern a lot of information can be obtained. Most obvious is the lateral
symmetry of the crystal surface, which can be derived from the symmetry of the diffraction
spots. In addition to that superstructure peaks are frequently observed. These additional
peaks originate from changes in the surface structure compared to the bulk structure, and
leads to a larger surface unit cell. The changes in the surface structure are typically related
to uncompensated bounds or polar surfaces. A famous example for such a superstructure is
the (7 × 7) superstructure of the Si(111) surface [30].

A typical LEED setup consists of two major parts: the electron gun and the fluorescence
screen. Fig. 2.13 shows a schematic drawing of a three-grid LEED setup [31]. The electron
gun typically has an energy range from 20 to 500 eV and consists of a filament and a Wehnelt
cylinder (W). The electrons emitted by the filament are collimated by the Wehnelt cylinder
and afterwards pass an electrostatic lens (apertures A, B, C, D). The lens is used to accelerate
and focus the electron beam. The focused electron beam is hitting the sample at normal
incidence and the scattered electrons are detected by a spherical fluorescent screen (collector).
Since only high energy electrons are visible on the fluorescent screen the screen has to be put
to positively charged high voltage (≈5 keV) to accelerate the low energy electrons. By biasing
the middle grid negatively the background scattering from inelastic scattered electrons can be
suppressed. The inner grid as well as apertures A and D are usually put to the same potential
(ground) to create a field-free area between sample and the fluorescent screen system.

W ABCD

lense

filament

acceleration
voltage

suppressor
voltage

sample

fluorescent screen
(collector)

~5 kV

-

-

+

+

Fig. 2.13: A three-grid LEED
setup [31] with a filament emit-
ting the electrons, Wehnelt cylin-
der (W), electrostatic lens (A, B,
C, D), and the fluorescent screen
with the three-grid system for back-
ground suppression and electron
acceleration.
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2.6. X-ray photoemission spectroscopy

X-ray photoemission spectroscopy (XPS) or also known as electron spectroscopy for chemical
analysis (ESCA) is a spectroscopic technique to study the electronic structure of the occupied
states in a material [19]. The basis of this technique is the photoelectric effect. A photon with
the energy ~ω is absorbed by an electron which originally is in a state with the binding energy
Ei relative to the Fermi level EFermi. The electron leaves the solid with a kinetic energy of

Ekin = ~ω − Ei − φ (2.44)

where φ = Evacuum − EFermi is the work function of the material, i.e. the energy necessary
to remove an electron from a solid. To excite electrons from the core levels photon energies
in the x-ray region are necessary. For studying the valence band photon energies in the ultra
violet region are typically used due to the larger cross section.

core levels

photoemission
spectra

density of states (DOS)

E

EFermi

Ekin

valence band

ϕ
Evacuum

Ei

ħω

Fig. 2.14: Schematical drawing of
the photoemission excitation pro-
cess. Electrons are exited by in-
coming photons with an energy ~ω
and are emitted with a kinetic en-
ergy Ekin = ~ω − Ei − φ.

To observe a photoelectron the photon energy has to be larger than Ei + φ, the electron
emission has to be directed towards the sample surface and the electron should not be scattered
on its path leaving the solid. Therefore, the mean free path of the electron within a solid is an
important issue in XPS. The mean free path depends on both the investigated material as well
as the kinetic energy of the electron. For the kinetic energies used by XPS the electron mean
free path is in the order of some Ångstroms up to a few nanometer. Thus, XPS is a technique
which is very surface sensitive. However, it is possible to even increase the surface sensitivity
by illuminating the sample at grazing incidence below the critical angle of total external
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reflection and/or collect photoelectrons at grazing exit. The bulk sensitivity can be increased
by increasing the photon energy and therefore the kinetic energy of the photoelectrons. This
method is known as HAXPES (hard x-ray photoemission spectroscopy).

Eq. 2.44 gives a direct relation between the kinetic energy of the photoelectrons and the
binding energy of the state from which the photoelectrons were emitted. Thus, using XPS
one probes the binding energy of the occupied states. These binding energies are characteristic
for specific elements. Since, the chemical environment of an atom within a material influences
the electronic structure of the atom, the binding energy is also influenced by the chemical
environment. As a result the characteristic peak positions are shifting typically by 1 to 10 eV.
Hence, XPS can be used to determine the chemical composition of material compounds.

In addition to the main line peaks also satellite peaks may occur. Shake-up and shake-down
satellites occur when the photoelectron excites an electron from the valence band. In case of
shake-up satellites the valence band electron is excited to a higher energy level and a satellite
peak occurs. Since the photoelectron loses energy when exciting the valence band electron the
satellite are shifted by a few eV to lower kinetic energies (higher binding energies) compared
to the main line. Shake-off satellites occur when the excited valence band electron leaves the
ion.

photo-
electrons

x-ray
tube

sample

electron
detector

hemispherical
analyzer

Fig. 2.15: Typical XPS setup consisting of an x-
ray tube and a hemispherical analyzer. Due to the
incoming x-ray beam the sample emits photoelec-
trons. By applying electric fields in the analyzer only
electrons of a certain energy can pass the analyzer
and can be detected at the detector.

Due to the small mean free path of electrons at ambient conditions, XPS experiments are
usually performed under ultra high vacuum conditions. A typical XPS setup consists of an
x-ray source, either x-ray tubes or synchrotron radiation are used, and an energy dispersive
electron detector. In case of XPS mainly hemispherical analyzers are used. By applying
electric fields the electrons entering the analyzer are forced on a circular trajectory where
only electrons with a desired kinetic energy can pass the analyzer and reach the electron
detector. To increase the efficiency, the electrons which enter the analyzer at different angles
are focused on the detector.

26



3. Properties of iron oxides and iron oxide
thin films

This chapter will take a closer look onto the material investigated in this work: iron oxide.
Here, the properties of both bulk iron oxide as well as iron oxide thin films will be discussed.

3.1. Iron oxide

Iron oxides can be found in three stoichiometric forms: FeO, Fe3O4, and Fe2O3. These sto-
ichiometries are also often characterized by the charge of the iron ions. FeO contains exclu-
sively Fe2+ ions, Fe3O4 contains both Fe2+ and Fe3+ ions, and Fe2O3 contains only Fe3+ ions.
Fig. 3.1 shows the bulk phase diagram for the different iron oxides as a function of tempera-
ture and oxygen partial pressure obtained by Kettler et al. from theoretical calculations [32].
At ambient conditions Fe2O3 is the most stable phase. However, the calculated free energies
suggest that, especially at low pressures, different oxides might coexist as metastable phases.
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Fig. 3.1: Phase diagram as a
function of temperature and oxy-
gen partial pressure obtained by
Kettler et al. from theoretical
calculations [32].

Wüstite (FeO)

Wüstite is the iron oxide with the lowest oxidation state of all iron oxides containing only diva-
lent iron. Since it is not stable under ambient conditions it usually forms a non-stoichiometric
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iron deficient phase [33]. Therefore, it is often referred to as Fe1−δO where δ ranges from 0.04
to 0.12. Wüstite crystallizes in the rock salt (NaCl) structure which consists of two fcc1 lat-
tices shifted by half a unit cell with respect to each other along one lattice vector. FeO has
a bulk lattice constant of a = 4.332 Å. It is antiferromagnetic and electrically insulating.

Fe
2+

O
2-

Fig. 3.2: Sketch of the wüstite unit cell.

Magnetite (Fe3O4)

Magnetite is an iron oxide containing divalent and trivalent iron. Magnetite crystallizes in
the inverse spinel structure and has a bulk lattice constant of a = 8.3963 Å.

The generalized formula for the inverse spinel structure is given by B(AB)C4 and it has a
cubic symmetry. Tetrahedrally coordinated sites (A sites) are occupied by cations of type B,
while octahedrally coordinated sites (B sites) are occupied by randomly distributed A and B
type cations. The anions (type C) form an fcc sublattice.

In case of magnetite type A ions are Fe2+, type B ions Fe3+ and type C ions O2−. Thus,
the oxygen anions are forming a fcc sublattice, Fe3+ ions occupy tetrahedral sites, while the
octahedral sites are occupied by randomly distributed Fe2+ and Fe3+ ions. An important
point to consider about spinel type unit cells is the anion parameter u describing a distortion
of the anion fcc sublattice. For magnetite the anion parameter u = 0.2548 is almost matching
the ideal value of u = 0.25 for an undistorted fcc anion sublattice [34].

Fe
3+

Fe /Fe
2+ 3+

O
2-

Fig. 3.3: Sketch of the magnetite
unit cell.

Due to the antiparallel coupling of the spin moments from A and B sites magnetite is ferri-
magnetic with a net magnetic moment of 4µB. It is a half-metal with full spin polarization

1face centered cubic
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at the Fermi level. Another important property of magnetite is that it has a metal/insulator
transition at about TV = 125 K, known as Verwey transition [35]. Below the Verwey tem-
perature the conductivity as well as the magnetization are dropping by several orders of
magnitude. This behavior is attributed to a charge ordering in the tetrahedral sites. The
actual temperature of the Verwey transition depends on the purity of the magnetite phase
and already small deviations from the magnetite stoichiometry lead to a broadening of the
transition. Hence, a sharp Verwey transition is believed to be a good indication for the purity
of the magnetite stoichiometry and a high crystallinity.

a) b) bulk unit cell

superstructure

Fig. 3.4: a) typical LEED image from a magnetite thin film showing the (
√

2 ×
√

2)R45
superstructure of the reconstructed surface. b) LEED image (taken from [36]) of a magnetite
film grown on MgO which was annealed at 600◦C after deposition showing the typical (3× 1)
superstructure for magnetite films contaminated by magnesium segregation.

The (001) surface of magnetite typically shows a (
√

2×
√

2)R45 superstructure (cf. Fig 3.4a)
which is reported in large quantity in the literature [37–39]. In order to explain the superstruc-
ture two different models have been purposed. One assuming a so called A-layer termination,
and the other model assuming a B-layer termination [40]. As suggested by the names the
A-layer termination model assumes that the top surface layer is consisting of A sites, i.e. ions
tetrahedrally coordinated in the bulk. To compensate for the polarity each second row is
missing and thus leading to a superstructure. The B-layer termination model assumes that
the terminating top surface layer is consisting of B sites, i.e. iron ions which are octahedrally
coordinated in the bulk, as well as oxygen anions, but with the ions are shifted compared to
their bulk positions [39].

Maghemite (γ-Fe2O3) and hematite (α-Fe2O3)

Maghemite and hematite contain only trivalent iron. Hematite crystallizes in the trigonal
corundum (Al2O3) structure with lattice constants a = b = 5.112 Å and c = 13.82 Å and
lattice angles α = β = 90◦ and γ = 120◦. Maghemite crystallizes in a defect spinel structure
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similar to magnetite with a lattice constant of a = 8.3515 Å. In contrast to magnetite only 131
3

of the 16 octahedral B sites are occupied randomly distributed. Like magnetite, maghemite
is also ferrimagnetic while hematite is antiferromagnetic.

Concerning bulk structures hematite is the more stable phase of Fe2O3. However, the struc-
ture of Fe2O3 thin films strongly depends on the substrate. While e.g. Fe2O3 films on Al2O3

typically form α-Fe2O3, Fe2O3 films typically form γ-Fe2O3 on MgO(001).

X-ray photoelectron spectroscopy

Iron oxides of different compositions have been studied by XPS in the past. The Fe2p region
is generally used to give a rough estimate of the oxide phase since the Fe2p peak has a
characteristic satellite structure for each oxide phase [41, 42]. Fig. 3.5 shows the experimental
spectra corresponding to the three iron oxide phases from Yamashita et al. [41]. For Fe1−δO
and Fe2O3 satellites peaks with characteristic peak positions occur between the Fe2p1/2 and
the Fe2p3/2 signals. For Fe3O4 containing divalent and trivalent iron ions in principle both
satellite peaks should occur. However, due to the superposition of both peaks an intensity
plateau is formed so that no peak can be distinguished. Thus, by observing the peak structure
of the Fe2p peak region it is possible to roughly estimate the oxide phase. To obtain more
precise values for the ratio of iron and oxygen, however, a more detailed analysis is necessary.

700710720730740

0

500

1000

1500

2000

2500

3000

3500

Fe2p
3/2Fe2p

1/2

satellites

satellites

binding energy [eV]

in
te

ns
ity

 [a
rb

. u
ni

ts
] Fe

1−δO

Fe
3
O

4

Fe
2
O

3

Fig. 3.5: XPS spectra for different
iron oxide phases as determined by
Yamashita et al. [41]
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3.2. Iron oxide thin films on MgO(001)

3.2. Iron oxide thin films on MgO(001)

For the growth of epitaxial iron oxide thin films magnesium oxide (MgO) is one of the most
common used substrates. Typically, the iron oxide is grown on the (001) plane of a MgO
single crystal since the lattice mismatch between MgO and the cubic iron oxides is very low.
Concerning the doubled MgO lattice constant which is slightly bigger than that of magnetite
and maghemite the misfit is ǫ = −0.3% and ǫ = −0.8%, respectively. The FeO lattice constant
is slightly larger than the MgO lattice constant and the misfit is ǫ = 2.6%. Thus, iron oxide
films, especially magnetite, can be grown on MgO almost without any strain effects.

Magnesium oxide

Magnesium oxide crystallizes in the rock salt structure, like wüstite, with a lattice constant
of a = 4.2117 Å. It is electrically insulating and diamagnetic.

Epitaxy

The growth of iron oxide thin films on magnesium oxide as well as other substrates (e.g.
Al2O3) has been extensively studied in the past by a large quantity of research groups,
e.g. [38, 43–45]. In the following the most important results from these studies will be dis-
cussed.
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Fig. 3.6: Phase diagram for the
deposition of iron oxide thin films
using plasma assisted MBE ob-
tained from Gao et al. [46]. The
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conditions for each phase. The
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as well as γ-Fe2O3 depending on
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Iron oxide thin films are mainly prepared using reactive approaches [38, 46,47]. Thus, pure
iron (or in rare cases also iron oxide) is evaporated in the presence of oxygen. Using such a
deposition approach the quality and stoichiometry of the film strongly depends on the oxygen
concentration given by its partial pressure as well as the deposition rate. Fig. 3.6 shows a
phase diagram as a function of growth rate and oxygen partial pressure for the deposition of
epitaxial iron oxide films by plasma assisted MBE obtained by Gao et al. [46] using different
types of substrate.

The phase diagram clearly shows that in general higher growth rates result in a lower oxidation
state while higher oxygen pressures lead to a higher oxidation state. Both can easily be
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Chapter 3. Properties of iron oxides and iron oxide thin films

explained by the fact that a higher concentration of oxygen as well as a lower deposition
rate increase the reaction probability of iron and oxygen. The phase diagram was obtained
using oxygen plasma instead of molecular oxygen as done in this work. Plasma assisted
MBE is similar to reactive MBE. But instead of molecular oxygen an oxygen plasma is used.
Therefore, the reaction probability between oxygen and iron changes and the exact values in
the phase diagram might differ from the reactive MBE case but the general relation between
growth rate, oxygen concentration, and the oxidation state can be transfered to this deposition
technique as well.

Another important parameter for the deposition of epitaxial thin films is the substrate tem-
perature. In several different studies the influence of the substrate temperature on the film
structure is discussed. Although, Voogt et al. [48] observed layer-by-layer growth of magnetite
over a wide range of studied substrate temperatures (from room temperature up to 450◦C),
generally 250◦C is assumed to be the lower limit for the deposition of high quality magnetite
films. However, several studies showed that higher substrate temperatures lead to a segre-
gation of substrate magnesium into the iron oxide film so that magnesioferrite (MgFe2O4) is
formed [46, 49,50]. Like magnetite magnesioferrite has also a spinel type structure with a lattice
constant of a = 8.3866 Å which is very similar to the magnetite lattice constant. Therefore,
it is quite difficult to distinguish between magnetite and magnesioferrite films using x-ray
diffraction. However, magnesioferrite shows a different superstructure. Both a (3 × 1) super-
structure (cf. Fig 3.4b) [36, 51] and a (4× 1) superstructure [37] have been observed by LEED.
Studies on the magnetic properties of magnetite films on MgO show that the segregation of
magnesium leads to a weakening of the magnetic properties of the film as well as a suppression
of the Verwey transition.

Antiphase boundaries

Since the magnetite and maghemite lattice constants are doubled in size compared to the MgO
lattice constant such epitaxial films grown on MgO show antiphase boundaries (APB) [45, 52–54].
When two or more iron oxide islands start to grow from different nucleation centers on a MgO
surface the lateral size of these islands increases until the borders of the islands meet. Since
the MgO unit cell is half the size of the magnetite unit cell the spacing between two nucleation
centers might be n or n + 1

2 times the magnetite unit cell size (n is an integer number). In
the latter case an antiphase boundary occurs where both islands meet. Detailed studies on
APBs could show that the density of APBs is related to the deposition temperature [45]. At
higher deposition rates a lower density of APBs can be observed due to the higher mobility
of the ions adsorbed at the surface. The APB density can also be reduced by post-deposition
annealing. Like the segregation of magnesium the formation of APBs also leads to a reduction
of the magnetic properties of magnetite films and suppresses the Verwey transition [45, 54].

3.3. The surface lattice coordinate system for the reciprocal space

As described in Sec. 2.3 for x-ray diffraction usually the reciprocal space is defined by the
reciprocal lattice vectors. When performing surface x-ray diffraction it is often desirable to
use a surface specific coordinate system and therefore obtain also surface specific reciprocal
lattice vectors.
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substrate
unit cell

a) top view

film
unit cell

antiphase
boundary

b) side view

Fig. 3.7: Illustration of a
thin film grown on a substrate
showing antiphase boundaries
in a) side view and b) top view.

For a layer system of one or more thin films on a substrate it is also reasonable to define a
common coordinate system for the reciprocal space. Here, a typical choice is a coordinate
system, which is related to the surface unit cell of the substrate as a common coordinate
system.

aBulk

asurf

xsurf

ysurf

zsurf

dMgO

Fig. 3.8: Sketch of the MgO unit
cell with the surface coordinate sys-
tem used for indexing the reciprocal
space in this work.

In this work the MgO(001) surface coordinate system is used for the description of iron oxide
thin films grown on MgO. This surface coordinate system is half the size of the bulk unit
cell in vertical direction and rotated by 45◦ in lateral direction as illustrated in Fig. 3.8.
Thus, the basis vector pointing in vertical direction zsurf gives the MgO(001) layer distance
dMgO = 2.106 Å.

The transformation matrices to convert from the bulk coordinate system of MgO and FeO
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(rock salt type unit cell) into the surface coordinate system are given by
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for the reciprocal space. The respective transformation matrices for Fe3O4 and γ-Fe2O3

(spinel type unit cell) are given by
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Fig. 3.9: Sketch of the MgO surface unit cell.

Using this coordinate system the lattice vectors of the MgO surface unit cell are given by
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Hence, the unit cell contains only one Mg2+ one O2− while the bulk unit cell definition
contains four ions of both types. Although, this unit cell shows a lower symmetry than the
bulk unit cell it offers several advantages, especially concerning the simulation of the diffracted
intensity. On the one hand the number of unit cells in vertical direction has to be doubled
compared to the bulk case when describing a crystal of the same height. On the other hand
the number of atoms per unit cell is reduced. Since, the calculation time using the formulas
derived in Sec. 2.3 increases with the number of atoms per unit cell but is independent of
the number of unit cells per film, smaller unit cells with less atoms automatically lead to
a better performance of the simulation. Another advantage of the reduced unit cell size,
especially in vertical direction is, that it leads to a more realistic model describing the film
structure. As explained in more detail in Sec. 4.5 only integer numbers of atomic layers, or
more precise of unit cells, can be used within the model. When depositing crystalline thin
films it happens very likely that the top layer might not form a complete but a truncated
unit cell. This behavior can be described much better using unit cells as small as possible in
vertical direction.

Fig. 3.10 shows the H = 0 plane of the reciprocal space for the iron oxide/MgO(001) system
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Fig. 3.10: Sketch of the H = 0 plane of the reciprocal space for the MgO(001)/iron oxide
system assuming the bulk lattice parameters. Open symbols indicate Bragg peaks originating
exclusively from tetrahedral sites.

using the MgO(001) surface coordinate system for indexing. Bulk lattice parameters are used
to calculate the position of the Bragg peaks shown in Fig. 3.10. Since MgO as well as FeO
have essentially the same crystal structure they exhibit Bragg peaks at approximately the
same positions except for a small deviation due to the different lattice constants. Fe3O4 as
well as γ-Fe2O3 have additional peaks due to their larger unit cells. These additional peaks
originate exclusively from the tetrahedral sites of the spinel structure.

The contribution of the different types of sites to the structure factor Ftotal = Ftetrahedral +
Foctahedral+Foxygen is shown in Fig. 3.11 a) and d). Fig. 3.11 b) and e) show the total structure
factor while Fig. 3.11 c) and f) show the diffracted intensity from a magnetite film. Here, it
is clearly visible that some Bragg peaks, e.g. (011

2), originate exclusively from iron ions on
octahedral sites and oxygen ions while other Bragg peaks, e.g. (011), originate exclusively
from iron ions on tetrahedral sites. Therefore, it is possible by studying certain Bragg peaks
to distinguish between the tetrahedral and octahedral sites. However, as shown in Fig. 3.10
the Bragg peaks originating from octahedral sites are always overlapping with the Bragg
peaks of the MgO substrate.
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Fig. 3.11: a), d) contribution of the different magnetite sites to the structure factor. The
solid line shows the contribution from iron ions at the tetrahedral sites, the dashed line iron
ions at the contribution from the octahedral sites and the dash-doted line the contribution
from oxygen ions. b), e) The total structure factor of magnetite. c), f) the diffracted intensity
from a magnetite film. The top row shows calculations for the (00L) direction, the bottom
row for the (01L) direction.
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4. Experimental setup and data analysis for
synchrotron radiation experiments

X-ray diffraction and reflectivity experiments are generally performed using diffractometers.
A diffractometer is a device to position sample, detector and in some cases also the x-ray
source in a way that the desired scattering condition is fulfilled. XRD and XRR experiments
in this work are performed using synchrotron radiation sources. Compared to conventional
lab sources the synchrotron light has several important advantages

1. higher intensity

2. tunable energy/wavelength

3. smaller beam size

4. smaller divergence.

The performance of x-ray sources, especially in case of synchrotron radiation sources, is usually
measured by the brilliance of the x-ray beam. The brilliance B of the x-ray beam

[B] =
photons/second

(mrad)2 (mm2 source area) (0.1% bandwidth)
(4.1)

is defined by the number of photons per second, the horizontal and vertical divergence (given
in mrad), the beam size (in mm2) within an energy bandwidth of 0.1% [15]. In general the
brilliance is a function of the energy. Thus, the brillance as a function of photon energy is
an important x-ray source characteristic. Within the past decades there have been a lot of
improvements on the brilliance of x-ray sources. Starting with the first x-ray tubes to modern
third generation synchrotron radiation sources and free electron lasers (FEL) the brilliance
has increased by several orders of magnitude.

In the following the generation of synchrotron radiation at modern sources will be explained
as well as a typical setup of an x-ray scattering beamline using the beamlines W1 [23, 55]

(DORIS, DESY) and P08 [56] (PETRA III, DESY), where the experiments presented in this
thesis were performed, as an example. More details on the generation of synchrotron radiation
can be found in the literature [15, 16]. In addition, the used scattering geometries, correction
factors to the measured intensity, and the analysis of diffraction data will be discussed.

4.1. Generation of synchrotron radiation

Synchrotron radiation was first observed at a special type of particle accelerator called syn-
chrotron from which it got its name. However, synchrotron radiation has become a general
name for radiation originating from charged particles (typically electrons or positrons) travail-
ing near the speed of light. Nowadays, dedicated synchrotron radiation sources are typically
storage rings where electrons (or in some cases also positrons) are traveling at a constant

37



Chapter 4. Experimental setup and data analysis for synchrotron radiation experiments

speed close to the speed of light. In contrast to particle accelerators they provide a very
stable particle beam, which results in a very stable radiated beam, and the spectrum of the
emitted radiation is not shifting due to the change in particle speed. Modern storage rings are
not exactly circular, but have a polygon like shape. They consist of straight sections which
are connected by so-called bending magnets deflecting the particles from one straight section
into the adjacent one. The straight sections usually host insertion devices as explained below.

The basic consideration for the generation of synchrotron radiation is that charged particles
which are accelerated emit electromagnetic radiation. Traveling at non-relativistic velocities
the radiation of the particle has a dipole radiation pattern. This pattern has a toroidal shape
with the main axis pointing into the direction of the accelerating force. For particles traveling
close the speed of light one has to consider relativistic effects and the Doppler shift. This
results into a change of the radiation pattern. The electromagnetic radiation becomes a cone
with its center pointing into the direction of propagation.

electron

centripetal force centripetal force

electron

electron path

electron path

a) b)

Fig. 4.1: Radiation pattern of an electron traveling along a circular path a) with non-relativistic
velocity and b) with a velocity close to the speed of light. Taken from [57] and revised.

Since the intensity of the emitted radiation is related to the mass m of the particle by 1
m4 only

light particles such as electrons and positrons can practically be used to generate synchrotron
radiation [16]. In most synchrotron radiation sources electrons are used since they can be
generated more easily than positrons which are antiparticles. However, due to collisions
of the electrons or positrons with residual gas positively charged particles are generated in
storage rings. Electron beams attract these particles and thus keep them in the path of the
electrons. This often leads to a reduction of the electron beam lifetime. This problem can be
avoided by using positrons instead of electrons. In the storage rings DORIS and PETRA III,
therefore, positrons are used.

The most basic device to generate synchrotron radiation is the bending magnet. By forcing
the charged particles onto a circular path they are accelerated and emit radiation. The
emission spectrum of a bending magnet depends on the bending radius and the energy of
the particles. Since the bending radius is usually defined by the storage ring geometry the
emitted spectrum of the bending magnets is also determined by it.

To achieve higher intensities of the emitted radiation and smaller beam sizes special insertion
devices have been developed, which are placed into straight sections of the storage rings.
These devices consist of periodically alternating magnetic structures forcing the electrons on
an oscillating path. Thus, an insertion device is an accumulation of many bending magnets.
There are two different kinds of insertion devices, the wiggler and the undulator. The main
difference between both types is the strength of the magnetic field and the displacement of
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gap

electron beam

synchrotron radiation

Fig. 4.2: Schematical drawing of a wiggler/undulator. The wiggler/undulator consists of
an alternating magnet structure which forces the electron beam on an oscillating path while
traveling through the wiggler. This causes the emission of synchrotron radiation.

the electron from its straight path. If the displacement is larger the insertion device is called
a wiggler, and if it is small it is called an undulator. This leads to different characteristic
emission spectra.

The spectrum emitted by wigglers is similar to the spectrum emitted by bending magnets.
However, in contrast to bending magnets the bending radius within the magnet structure
of the wiggler is not determined by the storage ring geometry and can be chosen to deliver
an energy spectrum optimized for certain experimental techniques. The second advantage of
wigglers compared to bending magnets is the higher intensity of the emitted radiation due to
the iteration of several magnet structures in a row.

In case of undulators the small deviation of the charged particles from the straight path
through the undulator leads to a coherent sum of the radiation emitted at each dipole of
the undulator. This generates an emission spectrum consisting of a sharp intensity peak at
a certain energy and its repetition at corresponding higher harmonics. The characteristic
energy can be changed by changing the magnetic field. This is usually done by changing the
opening gap of the undulator.

4.2. Setup of an x-ray scattering beamline for (grazing incidence)
x-ray diffraction and x-ray reflectivity

A typical beamline consists of three main parts. The first part is the front end with the
radiation source (a bending magnet, wiggler or undulator). The second part is the beamline
optics containing different devices for modification of the beam supplied by the frontend like
monochromatization or focusing. The third part is the beamline endstation containing the
experimental setup, most important is the diffractometer.
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The frontend

The frontend of a beamline contains the radiation source and high power slits capable to
withstand the high intensity from the raw beam provided by the insertion device (or bending
magnet). This is necessary to protect sensitive components in the beamline. At beamline
W1 a wiggler with 16 periods (length 2 m) is used as insertion device. The P08 beamline is
equipped with a undulator with 67 periods (length 2 m).

The optics

The most important part of the optics for almost any synchrotron radiation beamline is
the monochromator. The monochromator filters the photons of the desired photon energy
(or wavelength) out of raw beam energy spectrum and dumps the rest. The most common
monochromator design in the field of hard x-rays is an arrangement of two crystals called
double-crystal monochromator (DCM). The first monochromator crystal is aligned to fulfill
the (first order) Bragg condition for the desired energy. The second crystal is positioned so
that the diffracted beam from the first crystal is hitting the second one fulfilling the same
Bragg condition (see Fig. 4.3). Thus, only photons which fulfill the given Bragg condition
can pass the monochtomator. Typically, the monochromator crystals are made of silicon or
germanium which can be grown at large size with very high purity and very small defect
density. This is important since impurities in the crystal would cause diffuse scattering and
therefore lower the intensity of the monochromatized beam.

main
axes

2nd crystal
pitch

2nd crystal
translation

monochromator
crystals

Fig. 4.3: Schematical drawing of a typical double-crystal monochromator. The white beam
from the x-ray source is hitting the first DCM crystal. Here, the beam is diffracted at both
the first and the second DCM crystal. To achieve a fixed vertical offset the second crystal can
typically be shifted perpendicular and parallel to the first crystal. To compensate for small
misalignments of both DCM crystals the second crystal typically has two additional rotations.
One rotation in the same plane as the main axis (pitch) and the other one perpendicular to it
(roll).

At beamline W1 a water cooled Si(111) DCM is used. At the P08 beamline an arrangement of
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a DCM and a large-offset monochromator (LOM) is installed. The DCM is a liquid nitrogen
cooled Si(111) monochromator with a fixed vertical offset of 22.5 mm. The LOM is also a DCM
with fixed offset, but the vertical offset of 1250 mm is rather large compared to conventional
DCMs. This is required to separate the beams of the P08 beamline and the adjacent beamline
P09 located in the same straight section. Since the heat load of the monochromatic beam
from the Si(111) DCM is much smaller compared to the raw beam no cooling is required for
the LOM. The LOM is equipped with two crystal pairs. The first one is a Si(311) pair and
the second one a Si(511) pair covering the energy range from 5.4 to 18.4 keV and from 8.4
to 29.4 keV, respectively. Since, the energy bandwidth of the Si(311) and Si(511) reflection
is much smaller than the peak width of the Si(111) reflection the LOM also serves as a high
resolution element in the beamline.

Another important component of a beamline optics is a device for higher harmonic suppres-
sion. So called higher harmonics are photons of an integer multiple of the fundamental energy.
These photons can not be filtered by the monochromator since according to the Bragg law
the diffraction angle for a first order Bragg reflection at an energy E is the same as for the
nth order Bragg reflection at an energy Ehh = n ·E. In case of silicon or germanium (111)
monochromators the second harmonic can usually be neglected since the (222) reflection is
forbidden in the diamond structure1. Therefore, the third harmonic is usually the strongest
harmonic which is observed.

A typical way to suppress these higher harmonics is the use of x-ray mirrors. Here, one takes
advantage of the fact that the critical angle for total reflection depends on the energy of the
incidence x-rays. As mentioned above, the critical angle can be approximated by αc =

√
2δ

where the material constant δ generally decreases with increasing energy, leading to a lower
critical angle αc,hh for the higher harmonics. By choosing a mirror angle between the critical
angles αc and αc,hh, where the fundamental energy is totally reflected while the reflectivity for
the higher harmonics is already decreasing the intensity of the higher harmonics is significantly
reduced. Fig. 4.4 shows the reflectivity of an x-ray mirror of aluminum with a 100 nm gold
coating for 10 and 30 keV. The reflectivity curves show clearly that for a fundamental photon
energy of 10 keV and therefore a third harmonic of 30 keV a higher harmonic suppression of
about 10−2 can be achieved by choosing a mirror angle between the critical angles of total
reflection for both photon energies.

At the W1 beamline a gold coated mirror is used for higher harmonic suppression. At the
P08 beamline no mirrors are used. Instead the LOM serves as a higher harmonic suppressor.
Here, one uses the fact that according to dynamical diffraction theory the Bragg angle of
a symmetric reflection geometry slightly differs depending on photon energy and reflection
index. Together with the very small divergence of the Petra III beam this leads to a virtually
complete suppression of higher harmonics at P08 [56].

The third important component of the beamline optics are devices focusing or collimating the
x-ray beam. Typical focusing devices are curved x-ray mirrors [58–60], compound refractive
lenses (CRLs) [61] or in case of focusing to very small beam sizes also waveguides [62].

At W1 the same mirror which is used for the higher harmonic suppression is also used for
focusing. Here, a spot size of 1.6 × 4 mm2 at the sample can be achieved. At P08 two CRL

1Due to an asymmetry in the electron density distribution within the silicon and germanium unit cell the
(222) reflection vanishes not completely but the integrated intensity of the reflection is significantly reduced
compared to the other non-forbidden reflections.
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Fig. 4.4: Calculated reflectivity of a x-ray mirror coated with 100 nm gold for 10 and 30 keV.
The critical angles for total reflection are indicated by dashed lines.

changers are installed equipped with different sets of beryllium CRLs which can be moved
into the beam to achieve the desired focusing or collimation of the beam. The first CRL
changer is positioned approximately in the center between the source, i.e. the undulator,
and the sample position for collimation or moderate focusing. The second CRL changer is
installed at a distance of 1.5 m to the sample position allowing microfocusing. The typical
spot size at the sample position in collimation mode is 700 × 400 µm2 and 30 × 2 µm2 using
the microfocusing mode.

The endstation

At the beamline endstation the actual experimental setup is located. The main part of an
endstation for x-ray scattering experiments are: a diffractometer for sample and detector
positioning, one or more slit systems to define the beam shape and to cut off unwanted
scattering within the beamline, a primary beam intensity monitor and a beam attenuator.

When performing x-ray scattering experiments the incidence beam on the sample, and the
detector have to be positioned according to the desired scattering condition. Since tilting
the incidence x-ray beam is very complicated in most cases the sample is moved instead.
Only in cases where sample movement is not possible or hard to achieve, e.g. liquid samples,
the x-ray beam is tilted using special x-ray mirror or monochromator setups [63]. For x-ray
reflectivity and specular x-ray diffraction the calculation of scattering angles for sample and
detector is rather simple. If the sample is tilted in one plane, typically perpendicular to the
beam polarization, by an angle θ, the detector has to be rotated by 2θ in the same plane
to fulfill the scattering condition. Therefore, this geometry is also known as θ − 2θ setup.
For other sample geometries like CTR scans in a grazing incidence setup calculations to
convert angular positions into a position in reciprocal space are available in the literature for
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a broad range of different diffractometer types. For beamlines dedicated to such techniques
these calculations are usually implemented into the beamline control software. Depending on
the requirements of the experimental techniques, different diffractometer types are used, e.g.
z-axis diffractometers are mainly used at surface diffraction beamlines.

The W1 beamline endstation is equipped with a six-circle z-axis heavy load diffractometer
(cf. Fig 4.5) designed and build by the Risø National Laboratory (Denmark). Detailed in-
formation on possible scattering geometries can be found in the literature e.g. [64]. This
diffractometer type is optimized for surface diffraction in a grazing incidence mode but can
also be used in so called four-circle mode e.g. for specular x-ray diffraction or reflectivity.

α

δ

γ

ω

sample
stage

sample
goniometer

4 blade slit

Fig. 4.5: Sketch of the z-axis
diffractometer at W1. The rota-
tion α is rotating the whole diffrac-
tometer with respect to the incom-
ing beam. The rotations δ and γ
are used for the positioning of the
detector, while ω is used for sam-
ple positioning. Using the z-axis
mode, where the sample is verti-
cally mounted, α is the fixed an-
gle of incidence, ω the sample az-
imuth, δ the inplane detector angle
and γ the out of plane detector an-
gle. In the four-circle mode, where
the sample is horizontally mounted,
α and γ are fixed to zero, ω is the
variable angle of incidence and δ
the out of plane detector angle.

At the P08 beamline endstation a Kohzu Multi-Circle Diffractometer NZD-3 is installed. This
is a 4S+2D type diffractometer, i.e. it has four degrees of freedom for sample positioning and
two for detector positioning. It was specially designed to meet the P08 requirements of a
small beam height (1 m) and high precision. Compared to the six-circle z-axis diffractometer
at W1 this diffractometer offers several additional scattering modes [65]. However, in the
experiments shown in this work only the grazing incidence geometry and the four-circle mode
which are also available at the W1 instrument were used.

X-ray detectors are necessary to detect the x-rays scattered at the sample. Different types
of x-ray detectors are available like scintillation detectors, photo diodes, pixel detectors or
ccd cameras. Detectors are also available in different dimensions. The most simple ones are
zero dimensional point detectors which are usually cheaper, faster and have, together with
certain slit systems, a better spacial resolution compared to higher dimensional detectors.
Also one dimensional array detectors and two dimensional area detectors are available. The
advantage of these detectors is that the data from a quite large range of possible detector
positions can be recorded at the same time e.g. for reciprocal space mappings or background
subtraction. However, if a small part of a one or two dimensional detector is illuminated by
very intense x-rays, e.g. from a Bragg reflection, the primary beam has to be attenuated by
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a certain level to avoid a damaging of the detector. In this case the intensity detected on
other detector regions is also attenuated and gets very noisy or is not detectable any more
within a reasonable time period. To measure these regions anyway beam stops have to be
used blocking the high intensity beam which would hit the detector without blocking the low
intensity parts. While this problem is negligible in most cases for array detectors it becomes
a serious problem for two dimensional detectors.

At both beamlines W1 and P08 Cyberstar NaI scintillation point detectors and Mythen array
detectors [66] are available. Due to its higher dynamic range and the capability of creating
reciprocal space maps within a much smaller time compared to the point detector the Mythen
detector was used in most experiments shown in this work.

As mentioned above detectors can be damaged by high intensity x-ray beams. It is also
important that the intensity measured by the detector is only proportional to the real intensity
up to a certain intensity level. For the Cyberstar and Mythen detectors this level is 105 photon
cts (counts per second) and 106 photon cts per pixel, respectively. Thus, the primary beam
with a flux of ≈ 1011 cts at W1 is far above this value. However, the high flux is necessary
when measuring regions in reciprocal space with low scattering probability. To overcome
this problem beam attenuators, often called absorbers, are used. The principle of beam
attenuators is an absorbing object which is moved into the primary beam. Typical absorber
setups have the possibility to attenuate the beam by several different absorption factors. This
guaranties that the beam is not attenuated by an inadequate high factor.

Absorber setups where several foils can independently be moved into the beam are installed
at both W1 and P08. By combining different foils attenuation over the whole range from
completely blocking the primary beam to no attenuation can be achieved. The beamline
control software can be used to automatically choose a reasonable attenuation value within
the measurements. The data is corrected afterwards by the attenuation factor used at each
data point.

Since the intensity of the primary beam might change during one measurement it is important
to monitor this intensity to normalize the measured data. Detuning of optical components
(e.g. the monochromator), decay of the storage ring current, or partial beam loss in the storage
ring are possible reasons for changes in the primary beam intensity. A typical technique
to obtain this intensity is to measure the scattered intensity from a target with very low
absorption like gas targets or foils of low electron density materials, e.g. carbon. In case of
gas targets it is also possible to measure the charge induced by ionizing gas molecules using
an ionization chamber. At beamline W1 the scattering from residual gas in the beampipe and
at beamline P08 the intensity scattered from thin carbon foil is detected by NaI scintillation
point detectors. At P08 the primary beam can also be monitored by a fluorescence crystal
tilted by 45◦ with respect to the beam which is recorded by an optical ccd-camera.

To shape the beam profile and cut off unwanted background scattering slits can be put into
the beam. A typical design is a four-blade slit system. These systems consist two horizontal
and two vertical blades, which can be used to define a horizontal and a vertical slit.

At beamline W1 a four-blade slit system is installed before the sample position to shape the
beam and a second one is installed at the entrance of the detector flight tube. In front of
the Mythen detector an additional slit of fixed size is installed. Together with the slit at the
flight tube entrance this slit defines the acceptance angle of the detector. At beamline P08
a similar slit setup is installed but with two four-blade slits before the sample position. The
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second slit is installed to cut of scattering from the first one.

The beamline control software

Due to the high radiation level of the x-rays the experiments have to be set up in specially
shielded areas usually called hutches. These hutches can only be entered when the x-ray beam
is ”switched off”, i.e. the beam is blocked by a beam shutter. Basically, a beam shutter is
an object which can be moved into the beam and is able to completely block the x-ray beam
without getting damaged. Interlock systems are installed to ensure that nobody can enter a
hutch when the beam shutter is not blocking the beam.

Therefore, almost all experimental equipment can be operated remotely. All equipment is
controlled from a computer via the beamline control software. This is usually a special
software designed to communicate with the beamline equipment like detectors, motors, etc.
and which is able to perform the measurements and display the results as graphs. A typical
measurement is detecting the scattered intensity for different positions of one or more motors.
These measurements are called scans. Beamline control software, especially at diffraction
beamlines, often also includes algorithms for converting between reciprocal and angular space.

At both beamlines W1 and P08 the beamline control software online [67] is used which was
developed at Deutsches Elektronen-Synchrotron.
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4.3. Scattering geometries

An incident x-ray beam has two degrees of freedom for positioning with respect to the sample
surface, assuming that the incident beam is always hitting the sample surface at the center of
the sample. The first degree of freedom is the angle between incident beam and the sample
surface (αi). The second one is the rotation of the sample (φ) around the surface normal
with respect to the incident beam. The detector has the same two degrees of freedom for
positioning; the rotation around the surface normal (γ) and the exit angle between sample
surface and detector (δ). Thus in total there are four degrees of freedom to position the
incident beam and the detector with respect to the sample according to a certain diffraction
condition as illustrated in Fig. 4.6. However, the diffraction condition is defined by a three
dimensional scattering vector. Thus, there is no unique solution for the positioning of incident
beam and detector to achieve a certain diffraction condition. Therefore, different scattering
geometries have been developed for different purposes. For each of this scattering geometries
certain angular restrictions are defined, e.g. the angle between incidence beam and sample
surface should be fixed. Using these restrictions a unique conversion from angular space to
reciprocal space and vice versa is possible. In this work two different scattering geometries, a
setup for specular and a grazing incidence scattering, are used.

sample rotation φ
ki

ki

kf

kf

detector rotation γ

sample

a)

b)

incidence angle iα

exit angle δ

Fig. 4.6: Sketch illustrating the four degrees of freedom for the position of the incidence angle
and the exiting angle.

Different types of diffractometers have been developed according to the requirements of dif-
ferent scattering geometries. However, it is important to note that in real diffractometers the
four angles (αi, φ, γ, and δ) are usually not fully independent. Thus, these dependencies have
to be considered when converting between reciprocal and angular space.

In the specular setup the lateral components of the scattering vector are zero. This can only
be achieved if the angle between the incidence beam and the sample surface is the same as the
angle between the detector and the sample surface. Furthermore, the wave vectors resulting
from the incident and the exiting beam have to be in the same plane perpendicular to the
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surface, i.e. γ = 0. When using the incident beam as a reference frame for this geometry the
detector has to be tilted by 2θ if the sample is tilted by αi = θ. Therefore, this scattering
geometry is often referred to as θ − 2θ setup.

This sample geometry has two important advantages. First, the angular calculations for
certain scattering conditions are rather simple (αi = δ). Since only two angles are involved
moving in the same plane, this geometry is already supported by the most basic types of
diffractometers. The second advantage is that since the lateral components of the scattering
vector are zero (H = K = 0) all lateral effects can be neglected, e.g. lateral misfit or the
absorption site of a film. Therefore, the analysis of the diffraction pattern simplifies.
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Fig. 4.7: Penetration depth of an
x-ray beam of 10.5 keV upon a
magnetite surface as a function of
the angle of incidence αi.

To use a grazing incidence setup a fixed incidence angle αi is necessary. Typically, it is
close to the critical angle for total reflection αc to increase the surface sensitivity of the
measurement. The penetration depth of the x-rays strongly depends on the incidence angle
(cf. Fig. 4.7). Choosing certain angles of incidence it is possible to change the surface
sensitivity of a measurement. For αi < αc an evanescent wave is formed, which is traveling
along the sample surface. In this case the scattering originates exclusively from the near
surface region. For αi > αc the penetration depth rapidly increases with increasing angle
of incidence. Therefore, grazing incidence x-ray diffraction (GIXRD) has become a standard
tool to study the structure of surfaces and ultrathin films [23, 24].

Since the angle of incidence is fixed in the grazing incidence setup only three degrees of
freedom remain to fulfill a scattering condition.
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4.4. Data correction

To analyze the experimental diffraction data obtained by CTR scans one has to take into
account several correction factors for the measured intensity (Imea). These corrections will be
explained briefly in the following. A more detailed derivation by E. Vlieg can be found in the
literature [68]. The correction factors are calculated for specular diffraction with horizontal
sample surface and grazing incidence diffraction in the z-axis mode with a vertical sample
surface alignment. For the data correction we will neglect all effects which give a constant
correction for the whole scan, e.g. intensity of the primary beam. In the data analysis these
factors are collected in a single constant resulting in an arbitrary scaling of the intensity.

Illumination correction

For small incidence angles usually a part of the beam is not hitting the sample and, therefore,
not contributing to the diffracted intensity. The illumination correction takes into account
the intensity loss due to this.

Illumination correction is not taken into account since it only applies for small angles. Thus,
in case of specular diffraction it is not relevant. In case of grazing incidence diffraction the
angle of incidence is small but fixed. Thus, the illumination correction is constant.

Polarization factor

The polarization of the x-ray beam reduces the scattered intensity by a factor of cos2 αpol

where αpol is the angle between the direction of observation and the vector indicating the
direction of polarization.

Taking the setup of the z-axis diffractometer (as shown in Fig 4.5) into account we obtain for
the polarization factor

P =phPhor + (1 − ph)Pver (4.2)

=ph(1 − (sinα cos δ cos γ + cosα sin γ)2) + (1 − ph)(1 − sin2 δ cos2 γ) (4.3)

where the ph is the horizontal fraction of the polarization. Phor and Pver are the polarization
factors for the horizontal and vertical fraction, respectively.

The experiments shown in this work were performed at wiggler/undulator beamlines at syn-
chrotron radiation sources. Here, the polarization is typically 99% (or better) vertically
aligned. Thus, we assume ph ≈ 1.

For the grazing incidence case we obtain the factor

Pg ≈ 1 − (sinα cos δ cos γ + cosα sin γ)2 (4.4)

while for specular diffraction no polarization effects (Ps = 1) have to be taken into account
due to the horizontal setup.
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Lorentz factor

When measuring the intensity of the scattered beam one integrates over the intensity in the
area of the detector acceptance. To compensate changes in the integration volume when
performing the conversion from angular to reciprocal space the Lorentz factor is introduced.

For the grazing incidence setup the Lorentz factor is given by

Lg =
1

sin γ
(4.5)

while we obtain

Ls =
1

sinω
(4.6)

for specular diffraction.

Active area

The active area describes the sample area which is illuminated by the x-ray beam and is
visible to the detector (see fig. 4.8). This is determined by the setting of the slits and the
detector position. Since the slits are not moved during the measurement the slit contribution
is constant and therefore neglected.

entrance
slit size

δ

detector
slit size

active area

Fig. 4.8: Sketch illustrating the
active sample area for the graz-
ing incidence geometry. The active
area is defined by the entrance slit
size, i.e. the primary beam size, the
detector slit size and the angle be-
tween sample and detector.

In the grazing incidence case the active area is given by

Ag =
1

sin δ
(4.7)

and by

As =
1

sinω
(4.8)

in the specular diffraction case.
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Total correction

The correction factor η is now given by taking all corrections mentioned above into account

η =
1

P LA
. (4.9)

The corrected intensity (Icor) is now given by

Icor = η Imea (4.10)

=
1

P LA
Imea (4.11)

Thus the corrected intensity for grazing incidence setup is given by

Icor,g =
1

Pg Lg Ag
Imea (4.12)

=
sin γ sin δ

1 − (sinα cos δ cos γ + cosα sin γ)2
Imea (4.13)

and the corrected intensity for the specular setup is given by

Icor,s =
1

Ps LsAs
Imea (4.14)

= sin2 ω Imea . (4.15)
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4.5. Data analysis of x-ray diffraction data

To analyze CTR scans the data fitting program RodsNPlots was used. This program was
developed by A. Greuling [69] and extended in several other works [70, 71]. For calculating the
diffracted intensity along CTRs it uses the formula derived in Sec. 2.3 (Eq. 2.39).

The model assumed in RodsNPlots consists of a variable number of lateral coexisting columns.
The scattering from all columns is summed incoherently, i.e. the scattered intensity is
summed. Each column consists of a variable number of layers. The bottom layer is al-
ways assumed to be the substrate. Each layer has the following parameters:

• material: RodsNPlots contains many predefined unit cell definitions which are selected by
the material parameter. By selecting a material one defines the structure factor used
for the specific layer and the vertical lattice vector c. The material can not be changed
by the fitting algorithms.

• layer: Layer gives the number of atomic layers within the film. The number of layers has
to be an integer number. Therefore, it is not practical to fit this parameter.

• theta: The occupation factor Θ describes the coverage as well as holes or other impurities
within the film which do not contribute to the diffracted intensity. It is also used for
weighting the contribution from different columns.

• intern: Intern is a scaling factor for the vertical component of the vertical lattice vector c

as well as the vertical component of the unit cell atom positions. Thus, from its value
the vertical layer distance can be calculated.

• grenz: Grenz is a scaling factor for the vertical component of the interface vector g.

• place: Place defines the adsorption site of the film. Each integer number corresponds to a
predefined interface vector g. Place can not be changed by the fitting algorithm.

• rms top/bot: The top (σ+) and bottom (σ−) rms roughness is given by rms top/bot.

• DW: The Debye-Waller factor takes into account thermal vibrations as well as impurities
within the crystal.

Other important model parameters not connected to individual films are:

• A0: The parameter A0 serves as a scaling factor of the scattered amplitude. It includes
all parameters which are constant during a single measurement, e.g. the primary beam
amplitude.

• dampening: The dampening factor ǫ takes into account absorption within deeper layers of
the substrate. This parameter cannot be fitted.

• ground: The ground parameter adds a constant background to the calculated intensity.

To find a set of variables which results in a calculated intensity reproducing the measured
data optimization algorithms are used.

Such algorithms are widely used in different fields of science. The goal of an optimization
algorithm is to find the dataset x for which a function f(x) has a minimum value, especially,
if no analytical solution to the problem is possible. In case of data fitting a function has to
be defined describing the difference between the calculated and the experimental intensity.
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In case of RodsNPlots this function is given by

E(x) =
1

N

N
∑

j=1

∣

∣

∣log Ijexp − log Ijcal(x)
∣

∣

∣ (4.16)

where x is a vector representing the different model parameters, N is the number of data
points and Ijexp and Ijcal(x) are the measured and calculated intensities at data point j,
respectively.

For data fitting four different optimization algorithms are used:

• a hillclimb algorithm based on nested intervals

• a Nelder-Mead simplex algorithm

• a Metropolis algorithm

• a differential evolution algorithm

The hillclimb and the simplex algorithm are deterministic approaches to the optimization
problem while the Metropolis and the differential evolution algorithms use also random mod-
ifications. Therefore, the Metropolis and the differential evolution algorithms are much better
suited for finding a global minimum while the other two can easily get stuck in local minima.
Detailed descriptions of the four algorithms and their performance can be found in the work
of A. Greuling [69] and only a brief discription will be given in the following.

The hillclimb algorithm

The hillclimb algorithm uses nested intervals to find the minimum of a given function f(x).
Starting with the first element of the vector x each element is varied using nested intervals
until a minimum for f(x) is reached. Then, the next element of x is varied accordingly. After
the last element of x has been varied the whole process is repeated for several iterations.

The Nelder-Mead simplex algorithm

For a vector x with N elements a simplex containing N + 1 points in the N dimensional
parameter space is created. In RodsNPlots the first point of the simples is given by the user
defined start parameters while all other points are initially randomly generated.

To minimize the function f(x) the Nelder-Mead algorithm replaces the point of the simplex
for which f(x) is maximized using certain rules for creating the new point in parameter space,
e.g. reflection, contraction, and expansion of the simplex. This procedure is continued over
several iterations.

The Metropolis algorithm

The Metropolis algorithm is a Monte Carlo based technique. Within each integration step
one parameter of the vector x is modified randomly. If this modification leads to a lower
value for f(x) the change is accepted. However if, the modification leads to a larger value for
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f(x) the change is only accepted at a certain probability given by

p = e
− (f(xold) − f(xnew)) /T

(4.17)

where the parameter T can be used to adjust the probability of accepting changes leading to
higher values of f(x). This procedure is repeated for several iterations.

RodsNPlots offers the possibility to gradually decrease the parameter T with each iteration.
Thus, the probability of accepting changes leading to higher f(x) is decreasing. It is also
possible to change the maximum step width for each iteration so that in the beginning, when
the distance to the minimum is relative large, huge changes are applied while in the end
when the distance to the minimum is relative low, only smaller changes are applied. Within
the Metropolis algorithm also changes leading to a higher f(x) are accepted. Therefore, this
algorithm can escape local minima in contrast to the previously presented algorithms.

The differential evolution algorithm

The differential evolution is a genetic algorithm which tries to model the natural evolution to
minimize a function f(x). First, a set of different vectors x is generated. This set of vectors
is called population. With each iteration step called generation the population is modified
according to specific genetic operations. The genetic operations used in RodsNPlots are
recombination, mutation and selection. Recombination generates a new vector by combining
two existing vectors, while the mutation modifies existing vectors by random changes. The
selection ensures that only the best vectors, i.e. those where f(x) has low values, are continued
towards the next generation. Since the mutation as well as the recombination include random
operations this algorithm is also able to escape local minima. In RodsNPlots the algorithm
is implemented as described by Wormington et al. [72].

Concerning the analysis of x-ray diffraction data the differential evolution algorithm has
proven to be the most effective of the algorithms presented here during daily work.

Limitations of the theoretical model

Although, the theoretical model and the resulting formula developed in sec. 2.3 (Eq. 2.39)
can describe the diffracted intensity from epitaxial thin films with a very high accuracy one
has to consider some restrictions.

First, the model does not include any lateral misfit. In case of the films studied in this work
this fact is not a problem since the lateral misfit is very small compared to the lateral width
of Bragg peaks.

Second, only integer values for the number of atomic layers can be used within the theoretical
model. The reason is that the N-slit function becomes a non-continuous function if N is not
an integer number and becomes infinite when exp(ix) becomes zero, i.e. when x is an integer
number, as shown in Fig. 4.9 a).

In this context a non-integer number of atomic layers means that the average number of
atomic layers is not an integer number. This means one or more layers are not fully occupied,
e.g. in case of a rough surface. This can be modeled by assuming an integer number of layers
with an occupation factor Θ = 1 and on top a single layer with Θ < 1. The interface vector
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Fig. 4.9: a) The intensity of an N-Slit function for different N ranging from 6 to 7. For
non-integer N the intensity becomes infinity at L = 1. b) The intensity of a stack of two
films. The lower layer consists of 6 atomic layers with Θ = 1 while the top layer consists of a
single atomic layer with Θ ranging from 0 to 1.

g has to be the same as the lattice vector c of the layer below. Fig. 4.9b) shows the intensity
distribution along L for different values of Θ. The same considerations shown here for the
N-Slit function are also true for the modified N-Slit function taking roughness into account.

Third, the roughness model causes a damping of the diffracted intensity between two Bragg
peaks. However, it does not take the structure factor into account. Thus, if a Bragg peak is
forbidden according to its structure factor the roughness results in a damping of the intensity
around this forbidden Bragg peak but not at the position of this forbidden peak. This effect
is illustrated in Fig 4.10 where forbidden Bragg peaks are present at the half order positions.
At the position of the forbidden peak a small peak is visible which results from the missing
dampening at that point. With increasing roughness this becomes even more pronounced.
Thus, analyzing regions around forbidden Bragg peaks using this roughness model will lead
to unreasonable results. Similar to the case of non-integer numbers of atomic layers a model
introducing several single layers with different Θ < 1 could be used to describe a roughness
which is also valid around forbidden Bragg reflections.

This problem is another reason why the unit cell implemented in the program should be as
small as possible. When choosing a larger unit cell the number of forbidden Bragg peaks
increases at which the intensity can not be accurately described by the theoretical model.

Keeping these restrictions in mind, however, the theoretical model is a powerful tool for
analyzing the diffracted intensity from epitaxial thin film layer systems.
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Fig. 4.10: Calculated intensity using different roughness values. For reasons of simplicity
the calculation is done for a Fe3O4 substrate but the same behavior occurs for thin films.
With increasing roughness the intensity between the Bragg peaks is dampened. However, the
intensity at the Bragg peaks forbidden by the structure factor (half order positions) remains
constant independent of the roughness.
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5. Experimental results on the structure of
iron oxide thin films

In the following chapters the experimental results on the structure of iron oxide thin films are
presented. In the first two chapters (Chap. 6 and 7) the influence of the deposition conditions
on the film structure are discussed, while the subsequent chapters (Chap. 8 and 9) deal with
the influence of post-deposition annealing (PDA) on the structure. In Chap. 10 the design of
a high vacuum heating chamber for in-situ x-ray scattering experiments is presented, which
was used for the in-situ experiments presented in Chap. 9.

The iron oxide thin films studied in the following chapters were all prepared by reactive
molecular beam epitaxy (MBE) at low oxygen atmosphere. Here, commercially available
MgO(001) single crystals of 10× 10× 0.5 mm3 from MaTeck GmbH were used as substrates.

The sample preparation was performed in a multichamber ultrahigh vacuum (UHV) system
consisting of a deposition chamber with a base pressure of 10−8 mbar and an analysis chamber
with a base pressure of 10−10 mbar. The preparation chamber is equipped with an electron
beam heating system, a high precision leak valve to supply low gas doses, and two evaporators
for iron and silicon deposition. Both evaporators use an electron beam heating. Electrons
emitted from a tungsten filament are accelerated by high voltage towards the material source.
In case of the iron evaporator high voltage is applied directly to the iron rod. This is possible
since at UHV conditions iron starts to sublimate before it starts to melt. For the silicon
evaporator a crucible is necessary to store the silicon.

The analysis chamber is equipped with a back-view LEED system and an XPS system con-
sisting of a SPECS XR-50 x-ray tube with an Al anode and a Phoibos HSA 150 hemispherical
analyzer. The dominant photon energy in the emission spectrum of such aluminum tubes is
the Al Kα line with an energy of 1486.6 eV. The energy resolution of the analyzer is 1 eV.

All samples have been prepared according to the procedure described in the following. Prior
to the thin film deposition the samples have been cleaned by heating in UHV and low oxygen
partial pressure. This leads to films without any carbon contaminations as checked by XPS
and a high crystal quality with flat surfaces. Prior to the deposition the samples are first an-
nealed to the desired substrate temperatures and the required amount of oxygen is introduced
using the leak valve. Afterwards the evaporators are adjusted to deliver a certain deposition
rate as measured by an oscillation quartz balance. As soon as all parameters are adjusted the
evaporator shutter is opened to start the deposition. To prevent the reduction of the oxide
films due to high substrate temperatures the oxygen level is kept constant after deposition
until the sample has cooled down. Afterwards in-situ LEED and XPS measurements are
performed.
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X-ray diffraction study on size effects in epitax-
ial magnetite thin films on MgO(001)
F. Bertram, C. Deiter, O. Hoefert, M. Suendorf, T. Schemme, F. Timmer, B. Zimmermann,
and J. Wollschläger

Abstract

Epitaxial ultrathin iron oxide films of different thicknesses were grown by reactive
molecular beam epitaxy in 10−6 mbar oxygen atmosphere on MgO(0 0 1) single
crystal substrates at room temperature. Afterwards, the films were studied by x-ray
diffraction, x-ray reflectivity and x-ray photoelectron spectroscopy to provide infor-
mation regarding film structure as well as chemical composition of the films. Except
for a very thin interface layer of subnanometer thickness, the iron oxide films have
magnetite stoichiometry and structure and Mg does not diffuse from the substrate
into the iron oxide film. The interface layer has wuestite structure as determined
by kinematic diffraction analysis. The magnetite films exhibit very homogeneous
thickness while the vertical lattice constant decreases gradually towards its bulk
value.
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Reordering between tetrahedral and octahedral
sites in ultrathin magnetite films grown on MgO(001)

F. Bertram, C. Deiter, T. Schemme, S. Jentsch, and J. Wollschläger

Abstract

Magnetite ultrathin films were grown using different deposition rates and substrate
temperatures. The structure of these films was studied using (grazing incidence)
x-ray diffraction, while their surface structure was characterized by low energy elec-
tron diffraction. In addition to that we performed x-ray photoelectron spectroscopy
and magneto optic Kerr effect measurements to probe the stoichiometry of the films
as well as their magnetic properties. The diffraction peaks of the inverse spinel
structure, which originate exclusively from Fe ions on tetrahedral sites are strongly
affected by the preparation conditions, while the octahedral sites remain almost un-
changed. With both decreasing deposition rate as well as decreasing substrate tem-
perature the integrated intensity of the diffraction peaks originating exclusively from
Fe on tetrahedral sites is decreasing. We propose that the ions usually occupying
tetrahedral sites in magnetite are relocated to octahedral vacancies. Ferrimagnetic
behaviour is only observed for well ordered magnetite films.
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8. Post-deposition annealing induced
reordering of tetrahedral sites

8.1. Introduction

In the previous chapter [98] the influence of deposition conditions on the structure of thin
magnetite (Fe3O4) films grown on MgO(001) was studied. The ordering of the tetrahedral sites
of ultra thin magnetite films was found to be strongly depending on the deposition parameters.
For low deposition rates as well as low temperatures a weak ordering on tetrahedral sites was
observed while the ordering on octahedral sites remains almost unaffected. In this chapter
the effect of post-deposition annealing (PDA) at low oxygen atmospheres on the structure
of films with such weak ordering on the tetrahedral sites will be discussed. In the literature
several reports can be found that PDA at oxygen atmospheres can improve the structure of
iron oxide thin films, e.g. reduce the density of antiphase boundaries (ABP) [53].

8.2. Experimental setup

A magnetite thin film was grown by reactive MBE under molecular oxygen atmosphere of
5× 10−6 mbar at room temperature in a multi chamber UHV system as previously described
(cf. Chap. 5). After deposition the sample was removed from the UHV system and split in
four equally sized parts. Each part was successively introduced into the UHV system again
for PDA. The PDA was performed at an oxygen pressure of 10−5 mbar at three different
temperatures (200◦C, 400◦C, and 600◦C) keeping one part as a reference sample.

After the film preparation and after PDA in-situ XPS measurements were performed to
determine the magnesium content diffused into the film. Due to contaminations of the sample
surface it was not possible to record LEED images after removal from UHV and the following
PDA.

Afterwards, the samples were removed from the UHV system for ex-situ XRD measurements
at the high resolution x-ray scattering beamline P08 at Petra III, Desy [56], using a photon
energy of 12.38 keV (λ = 1 Å). The diffraction measurements were performed using a specular
geometry (XRD) as well as using a grazing incidence (GIXRD) setup.

8.3. Results

X-ray photoemission spectroscopy

Fig. 8.1 a) and b) show measurements of the Fe2p and Fe3p peak region, respectively.
The Fe2p region of the as-deposited sample shows no satellite peaks indicating a Fe3O4
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Fig. 8.1: XPS measurements of the Fe2p (a) and the Fe3p (b) peak regions for the as-
deposited sample and the PDA samples.

stoichiometry [41], while for all annealed samples satellites are visible. The satellites indicate
a shift of the film oxide phase from Fe3O4 towards Fe2O3. They are most prominent for the
sample annealed at 400◦C. Thus, the 400◦C sample has the highest oxidation state.

To estimate the magnesium diffusion into the film we studied the Fe3p peak region where
the Mg2p peak is also present (cf. Fig 8.1). Curve fitting of this region was performed
assuming two pseudo Voigt functions and a Shirley background. Fig 8.2 shows the relative
iron and magnesium content obtained by the peak fitting taking the different cross sections
into account.

We observe a magnesium concentration which is already very high (almost 50%) for the as-
deposited film. With increasing PDA temperature the magnesium content increases. While
the increase is relatively small for PDA at 200◦C it becomes more pronounced at 400◦C and
600◦C.
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X-ray diffraction

X-ray diffraction CTR scans of the (00L) rod and the (01L) rod, obtained from the the as-
deposited film and the annealed films, were performed using specular (i.e. θ−2θ) and GIXRD
geometry, respectively. For indexing of the Bragg peaks the surface coordinate system as
described in Sec. 3.3 is used.

Measurements of the (00L) rod (cf. Fig 8.3) show clear fringes for the as-deposited film
indicating a well ordered homogeneous crystalline iron oxide film and curve fitting using
kinematic diffraction theory gives a film thickness of 3.3 nm. The films annealed at 200◦C
and 400◦C also show clear fringes like the as-deposited film. For the film annealed at 200◦C
the fringes are slightly dampened compared to the as-deposited and the 400◦C case. The
sample annealed at 600◦C shows no fringes and the iron oxide Bragg peak is not visible due
to the overlapping with the more intense MgO substrate Bragg peak.

Fig. 8.4 shows CTR measurements of the (01L) rod performed in a GIXRD geometry. The
as-deposited film shows fringes around L = 0.5 indicating a homogeneous well ordered film.
At L = 1, however, only a weak broad Bragg peak originating from the iron oxide film is
observed. As explained in Sec. 3.3 the (011

2) Bragg peak originates exclusively from iron
at octahedral sites while the (011) peak originates exclusively from iron at tetrahedral sites.
With increasing PDA temperature the intensity of the (011) peak increases while the peak
width is decreasing (cf. Fig. 8.5). For samples annealed at 200◦C and 400◦C fringes are
still present at L = 0.5, but the sample annealed at 600◦C shows no fringes and the iron
oxide Bragg peak can not be observed due to the overlapping with the more intense substrate
Bragg peak. Thus, at L = 0.5 we observe essentially the same behavior as on the (00L)
rod. However, the dampening of fringes for the 200◦C sample mentioned above is even more
prominent here.
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Fig. 8.4: CTR scans of the (01L) rod for the as-deposited sample and the PDA samples.

8.4. Discussion

The weak signal of the (011) Bragg peak for the as-deposited film indicates a weak ordered
tetrahedral sublattice as expected from the studies presented in Chap. 7. With increasing
PDA temperature the intensity of the peak increases while its width decreases. Thus, the
order on the tetrahedral sites as well as the vertical domain size increases.

While the ordering on the tetrahedral sites increases a contrary effect is observed at the (001)
and the (011

2) Brag peak. The fringes originating from the iron oxide film at these Bragg
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Fig. 8.5: Integrated intensity (a) and FWHM (b) of the (011) peak obtained by fitting a
Gaussian function.

positions vanish for the 600◦C sample and are slightly dampened for the 200◦C sample.
The vanishing of the fringes for the 600◦C sample can be clearly attributed to an increased
inhomogeneity within the film which is caused by the excessive diffusion of magnesium into the
film as observed by XPS. For the 200◦C sample the dampening remains unclear. As suggested
by the XPS measurements the iron oxide film is oxidized due to the PDA. For the 400◦C
sample the highest oxidation state (close to Fe2O3) is reached. Thus, the 200◦C annealed film
has an intermediate oxidation state. For the reduction of iron oxide films a dampening of the
fringes for intermediate oxidation states was found by in-situ XRD measurements as described
in the following chapter [99]. A similar effect could occur here for the oxidation. Another
possible explanation is that the initial as-deposited film was not homogeneously covering the
whole substrate area leading to small deviations in the film structure and composition for
each of the four pieces leading to small deviations in the diffraction pattern.

The very high magnesium content initially observed is related to the very small film thickness
of 3.3 nm. For deposition of magnetite at room temperature no diffusion of magnesium into
the film is expected but the mean free path of the electrons was previously estimated to be
≈ 5.3 nm [93] for Fe3p and Mg2p photoelectrons. Since this value is larger than the film
thickness obtained by XRD a large contribution to the XPS spectra is originating from the
substrate. The strong increase of magnesium content with increasing PDA temperature is
expected from reports in the literature, e.g. [77].

8.5. Conclusion

As shown by XRD measurements it is in fact possible to improve the ordering at the tetrahe-
dral sites by PDA, where the ordering increases with increasing PDA temperature. However,
the reordering is accompanied by significant diffusion of substrate magnesium into the film
and increasing inhomogeneity within in the film.
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In-situ x-ray diffraction studies on post deposi-
tion annealing of ultra-thin iron oxide films
F. Bertram, C. Deiter, K. Pflaum, M. Suendorf, C. Otte, and J. Wollschläger

Abstract

A maghemite (γ-Fe2O3) film of 8.3 nm thickness is epitaxially grown on MgO(001)
single crystal substrate by reactive molecular beam epitaxy. Chemical composition
and crystal structure of the surface was studied by x-ray photoelectron spectroscopy
and low energy electron diffraction, respectively. Afterwards the sample was moved
to a heating cell for in-situ x-ray diffraction experiments on the post-deposition
annealing process in high-vacuum to study structural phase transitions of the iron
oxide film. The iron oxide film is reduced with increasing temperature. This re-
duction occurs in two steps which are accompanied by structural transitions. The
first step is a reduction from γ-Fe2O3 to Fe3O4 at 360◦C and the second step is the
reduction from Fe3O4 to FeO at 410◦C.
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A compact high vacuum heating chamber for
in-situ x-ray scattering studies
F. Bertram, C. Deiter, K. Pflaum, and O. H. Seeck

Abstract

A very compact multi purpose high vacuum heating chamber for x-ray scattering
techniques was developed. The compact design allows the chamber to be installed
on high precision diffractometers which usually cannot support heavy and/or large
equipment. The chamber is covered by a Be dome allowing full access to the hemi-
sphere above the sample which is required for in-plane grazing incident x-ray diffrac-
tion and out-off plane wide angle x-ray diffraction.
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11. Summary and outlook

The following chapter gives a short summary of the most important results obtained in this
thesis together with an outlook on possible following research steps.

In this thesis the influence of deposition conditions and post-deposition annealing (PDA) on
the structure of ultra thin iron oxide films grown on magnesium oxide (MgO) substrates has
been studied.

Studying the dependency of film structure and thickness (Chap. 6), we showed that the iron
oxide phase of MBE grown films is changing for fixed deposition conditions. For large film
thickness (>20 nm) bulk like magnetite (Fe3O4) structure and stoichiometry were observed.
With decreasing film thickness the oxide phase is shifting towards a wüstite (FeO) phase.
However, at a thickness of 6.1 nm the oxide phase is still closer to Fe3O4 than FeO. In
addition a FeO interface film of three atomic layers between the MgO substrate and the
Fe3O4 film was found. Also, XPS measurements revealed that no magnesium has diffused
into the magnetite film. For the design of spintronic devices this suppression of magnesium
diffusion into the magnetite film is essential since the magnesium contamination is weakening
the magnetic properties of the magnetite film.

When changing deposition rate and substrate temperature a strong influence on the Fe3O4

film structure was observed (Chap. 7). It was shown that the ordering of the tetrahedral
sites of the inverse spinel lattice is strongly correlated with the deposition conditions while
the ordering of the octahedral sites remains almost unaffected. For a high deposition rate
and a substrate temperature of 250◦C perfect ordering of the tetrahedral sites was observed.
For lower deposition rates as well as lower substrate temperatures the ordering of the tetra-
hedral sites decreases and consequently the intensity of Bragg peaks originating exclusively
from these sites also decreases. Here, we proposed a model that the ions usually occupying
tetrahedral sites are relocated to octahedral vacancies.

In the following we studied the effect of PDA under low oxygen atmosphere on the structure
of a Fe3O4 film with an initially weak ordered tetrahedral sublattice (Chap. 8). The ordering
of the tetrahedral sites improved with increasing PDA temperature. However, the increase in
ordering is accompanied by a significant diffusion of magnesium into the iron oxide film and
a decrease in film homogeneity.

The ordering of the tetrahedral sites is of special importance for the design of spintronic
devices since the magnetic properties of Fe3O4 are strongly correlated with its crystal struc-
ture. Therefore, additional work on this topic is required. Especially, experiments revealing
the magnetic structure of the magnetite films should be performed and correlated with the
atomic structure of the films. X-ray magnetic circular dichroism (XMCD) measurements
should deliver detailed information on the spin polarization depending on the film structure.
In-situ x-ray diffraction measurements could deliver a deeper insight into the reordering pro-
cess driven by PDA under low oxygen conditions.

Studying the effect of PDA under high vacuum conditions on the structure of an ultra thin
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maghemite (γ-Fe2O3), which represents the highest oxidation state of all iron oxides, we
observed a reduction of the iron oxide phase occurring in two steps (Chap. 9). The PDA was
studied by in-situ x-ray diffraction measurements monitoring the vertical layer distance using
a newly developed high vacuum chamber for in-situ x-ray scattering experiments (Chap. 10).
Increasing the PDA temperature, first, a reduction from γ-Fe2O3 to Fe3O4 was observed.
After further increasing the temperature a reduction from Fe3O4 to FeO was observed. Thus,
it is possible to select certain oxidation states of the iron oxide film using PDA.

In the present work only structural changes in vertical direction have been studied. Further
studies including in-plane measurements could yield important information on the lateral
structure of the film during the reduction process. Especially, it could be determined if the
lateral lattice constant is pinned to its original value due to interactions with the substrate
or if it changes due to the reduction process as observed for the vertical lattice constant.
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A. Derivation of the rms roughness model for
x-ray diffraction

As derived in section 2.3.5 the diffracted intensity from a semi-infinite crystal substrate along
a crystal truncation rod is given by

Asubstrate (q) = A0C F (q)NaNb

〈

e
(i q · c + ǫ)Nc(na, nb)

〉

1 − e
−(i q · c + ǫ)

. (A.1)

In the following the average

〈

e
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will be calculate. Assuming a Gaus-

sian distribution of Nc(na, nb), the average can now be substituted by a summation over all
nc, which leads to
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where Nc is the average surface height. This summation can now be converted into a Inte-
gration. We obtain
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Neglecting the contribution from ǫ this integration is the Fourier transformed F of
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=
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Thus, the average

〈

e
(i q · c + ǫ)Nc(na, nb)

〉

is given by the convolution of a Gaussian and

a periodic repetition of δ-functions with peaks where the Bragg condition is fulfilled as illus-
trated in Fig. A.1.
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Fig. A.1: Gaussian peak shape, periodically iterated delta peaks, their convolution, and its
approximation using a cos function for σ = 1.5.

To avoid the summation over the periodically repeated δ-function the average is approximated
using a periodic cos function. Thus, the averaging results in

〈

e
(i q · c + ǫ)Nc(na, nb)

〉

= e
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e
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Therefore, the diffracted amplitude of a semi-infinite crystal assuming Nc = 0 is given by

Asubstrate (q) = A0C F (q)NaNb
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”Epitaxy of single crystalline PrO2 films on Si(111)”
Applied Physics Letters 93, 032905 (2008)
doi:10.1063/1.2958227

• G. Jnawali, H. Hattab, C. A. Bobisch, A. Bernhart, E. Zubkov, C. Deiter, T. Weise-
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”XRR and XRD studies on ultra thin Fe-films on MgO(001)”
HASYLAB Annual Report (2008)

• B. Zimmermann, F. Bertram, O. Hoefert, C. Deiter, M. Suendorf, and J. Wollschläger
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[69] A. Greuling. Röntgenstrukturanalyse von Isolatorschichten. Master’s thesis, Universität
Osnabrück, 2007.

[70] S. Hahne. Strukturanalyse von Praseodymoxidschichten mit Röntgenbeugung. Bachelor’s
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3.2. Sketch of the wüstite unit cell. . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3. Sketch of the magnetite unit cell. . . . . . . . . . . . . . . . . . . . . . . . . 28

3.4. a) typical LEED image from a magnetite thin film showing the (
√

2×
√

2)R45

superstructure of the reconstructed surface. b) LEED image (taken from
[36]

)
of a magnetite film grown on MgO which was annealed at 600◦C after deposi-
tion showing the typical (3×1) superstructure for magnetite films contaminated
by magnesium segregation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.5. XPS spectra for different iron oxide phases as determined by Yamashita et

al.
[41]

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.6. Phase diagram for the deposition of iron oxide thin films using plasma assisted

MBE obtained from Gao et al.
[46]

. The border between the different phases is
indicated by solid lines while the boxes mark the optimal deposition conditions
for each phase. The Fe2O3 data includes both α-Fe2O3 as well as γ-Fe2O3

depending on the used substrate. . . . . . . . . . . . . . . . . . . . . . . . . 31

3.7. Illustration of a thin film grown on a substrate showing antiphase boundaries
in a) side view and b) top view. . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.8. Sketch of the MgO unit cell with the surface coordinate system used for index-
ing the reciprocal space in this work. . . . . . . . . . . . . . . . . . . . . . . 33

3.9. Sketch of the MgO surface unit cell. . . . . . . . . . . . . . . . . . . . . . . . 34

92



List of Figures

3.10. Sketch of the H = 0 plane of the reciprocal space for the MgO(001)/iron oxide
system assuming the bulk lattice parameters. Open symbols indicate Bragg
peaks originating exclusively from tetrahedral sites. . . . . . . . . . . . . . . . 35

3.11. a), d) contribution of the different magnetite sites to the structure factor. The
solid line shows the contribution from iron ions at the tetrahedral sites, the
dashed line iron ions at the contribution from the octahedral sites and the
dash-doted line the contribution from oxygen ions. b), e) The total structure
factor of magnetite. c), f) the diffracted intensity from a magnetite film. The
top row shows calculations for the (00L) direction, the bottom row for the
(01L) direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.1. Radiation pattern of an electron traveling along a circular path a) with non-
relativistic velocity and b) with a velocity close to the speed of light. Taken

from
[57]

and revised. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.2. Schematical drawing of a wiggler/undulator. The wiggler/undulator consists
of an alternating magnet structure which forces the electron beam on an os-
cillating path while traveling through the wiggler. This causes the emission of
synchrotron radiation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.3. Schematical drawing of a typical double-crystal monochromator. The white
beam from the x-ray source is hitting the first DCM crystal. Here, the beam
is diffracted at both the first and the second DCM crystal. To achieve a
fixed vertical offset the second crystal can typically be shifted perpendicular
and parallel to the first crystal. To compensate for small misalignments of
both DCM crystals the second crystal typically has two additional rotations.
One rotation in the same plane as the main axis (pitch) and the other one
perpendicular to it (roll). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.4. Calculated reflectivity of a x-ray mirror coated with 100 nm gold for 10 and
30 keV. The critical angles for total reflection are indicated by dashed lines. . 42

4.5. Sketch of the z-axis diffractometer at W1. The rotation α is rotating the whole
diffractometer with respect to the incoming beam. The rotations δ and γ are
used for the positioning of the detector, while ω is used for sample positioning.
Using the z-axis mode, where the sample is vertically mounted, α is the fixed
angle of incidence, ω the sample azimuth, δ the inplane detector angle and
γ the out of plane detector angle. In the four-circle mode, where the sample
is horizontally mounted, α and γ are fixed to zero, ω is the variable angle of
incidence and δ the out of plane detector angle. . . . . . . . . . . . . . . . . 43

4.6. Sketch illustrating the four degrees of freedom for the position of the incidence
angle and the exiting angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.7. Penetration depth of an x-ray beam of 10.5 keV upon a magnetite surface as
a function of the angle of incidence αi. . . . . . . . . . . . . . . . . . . . . . 47

4.8. Sketch illustrating the active sample area for the grazing incidence geometry.
The active area is defined by the entrance slit size, i.e. the primary beam size,
the detector slit size and the angle between sample and detector. . . . . . . 49

93



List of Figures

4.9. a) The intensity of an N-Slit function for different N ranging from 6 to 7. For
non-integer N the intensity becomes infinity at L = 1. b) The intensity of a
stack of two films. The lower layer consists of 6 atomic layers with Θ = 1 while
the top layer consists of a single atomic layer with Θ ranging from 0 to 1. . . 54

4.10. Calculated intensity using different roughness values. For reasons of simplicity
the calculation is done for a Fe3O4 substrate but the same behavior occurs
for thin films. With increasing roughness the intensity between the Bragg
peaks is dampened. However, the intensity at the Bragg peaks forbidden by
the structure factor (half order positions) remains constant independent of the
roughness. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

8.1. XPS measurements of the Fe2p (a) and the Fe3p (b) peak regions for the
as-deposited sample and the PDA samples. . . . . . . . . . . . . . . . . . . . 64

8.2. Relative iron and magnesium content obtained by peak fitting of the Fe3p peak
region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

8.3. XRD in specular geometry for the as-deposited film as well as the PDA samples. 66

8.4. CTR scans of the (01L) rod for the as-deposited sample and the PDA samples. 66

8.5. Integrated intensity (a) and FWHM (b) of the (011) peak obtained by fitting
a Gaussian function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

A.1. Gaussian peak shape, periodically iterated delta peaks, their convolution, and
its approximation using a cos function for σ = 1.5. . . . . . . . . . . . . . . . 76

94



List of Tables

95





Acknowledgments

Finally, I would like to acknowledge several people who supported me during my time as a
PhD student.

First, I would like to thank my supervisor Prof. Wollschläger for his support, fruitful discus-
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