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The solubility of organic molecules is a well established property, founded on decades of measurements, the results of which
have been tabulated in handbooks. Under atmospheric conditions water droplets may form containing small amounts of other
molecules. Such droplets typically have a very large area to volume ratio, which may shift the solvation equilibrium towards
molecules residing on the droplet surface. The presence of organic molecules on droplet surfaces is extremely important for
reactivity – it is well established that certain chemical reactions are more prevalent under atmospheric conditions than in bulk.
Here we present a thermodynamic rationalization of the surface solvation properties of methanol, ethanol, propanoic acid, n-
butylamine, diethyl ether, and neopentane based on potential of mean force (PMF) calculations - we have previously demonstrated
that an energetic description is a very powerful means of disentangling the factors governing solvation (Caleman et al., Proc.
Natl. Acad. Sci. U.S.A. 108 (2011) 6838-6842). All organic molecules investigated here are preferentially solvated on the
surface of the droplets rather than in the inside, yet the magnitude of surface preference may differ by orders of magnitude. In
order to dissect the energetic contributions that govern surface preference, we decompose the PMF into enthalpic and entropic
components, and, in a second step, into contributions from water-water and solute-water interactions. The analysis demonstrates
that surface preference is primarily an enthalpic effect, but the magnitude of surface preference of solutes containing large apolar
groups is enhanced due to entropy. We introduce an analysis of the droplet PMFs that allows one to extrapolate the results to
larger droplets. From this we can estimate the solubility of the solutes in water droplets, demonstrating that the solubility in
droplets can be orders of magnitude larger than in bulk water. Our findings have implications for understanding the process
of electrospray ionization, an important technique in biological mass spectrometry, since our work strongly suggests that in
equilibrium biomolecules would be adsorbed on the droplet surface as well.

1 Introduction

Water in the atmosphere plays an important role in the cli-
mate on earth and is highly involved in the atmospheric chem-
istry. Oceans cover over 70% of the surface of earth and wa-
ter in some form (vapor, aerosols, liquid or ice) can be found
anywhere in the troposphere, the atmospheric layer closest to
the surface of earth1. Measurements have shown that atmo-
spheric aerosols include a significant portion of organic mate-
rial2–7. These aerosols originate from surfaces of oceans, seas
or lakes and are ejected into the air through bubbles, which are
converted into a fine spray as they burst8,9. Reactions at sur-
faces containing organic films are often different from those in
the bulk, and water-air interfaces in the atmosphere provide a
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competent reaction environment10,11, although not necessarily
better than bulk water12. The exact composition of the surface
is therefore relevant to many of the chemical reactions that oc-
cur in the atmosphere and that affect climate13. In addition,
organic molecules serve as cloud condensation nuclei14–16,
and nucleation due to sulphuric acid particles is enhanced by
the presence of organic compounds17–19. Therefore, the effect
of organic layers on water aerosols in the atmosphere has been
the subject of research for several decades, for reviews on the
subject see references20–22.

Despite the significance of surface solvation, little is known
about the thermodynamic driving forces underlying the pref-
erence of organic molecules for the water/vapor interface.
Therefore, we present here a systematic analysis of the en-
ergies that are involved in the solvation of solutes in a
small water droplet. We investigate the surface preference
of six molecules of different size and bulk solvation ener-
gies: methanol, ethanol, propanoic acid, n-butylamine, di-
ethyl ether, and neopentane. Except for neopentane, these so-
lutes are amphiphilic —containing both hydrophobic and hy-
drophilic parts—, promoting the surface preference of these
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Fig. 1 Solvation of (A-D) propanoic acid and (E-H) neopentane at different positions in a droplet of water. Positions in the direction of the
arrow for r = 0.15, 0.6, at the minimum of the respective PMF, and at 1.7nm, where r denotes the center of mass distance between water and
solute.

solutes. Neopentane, in contrast, represents a purely hy-
drophobic solute. Although neopentane is to some extent sta-
bilized at the water surface as well, we included neopentane
in this study in order to compare the thermodynamics of sur-
face solvation to the well-established thermodynamics of the
hydrophobic effect, that is the increase in free energy upon the
transfer of a hydrophobic molecule from a non-aqueous phase
into bulk water23,24. At room temperature, the free energy
change upon that transfer is mainly due to entropy, whereas
the change in enthalpy is approximately zero25.

Mixing of liquids is determined by a subtle balance of en-
thalpy and entropy. Even though molecules like methanol and
water can be mixed over the whole concentration range, the
methyl groups still tend to cluster to some degree in methanol
solutions26. Dielectric relaxation measurements of a number
of alcohol/water mixtures have revealed mixing to be a com-
plex function of alcohol concentration27–30. Molecular simu-
lation of such mixtures reproduces most features of these mix-
tures at least qualitatively31,32. A key feature that was found
in such simulations is that all alcohols (methanol, ethanol, and
1-propanol were tested) have elevated concentrations at the
air/water surface33, due to the hydrophobic effect. The ex-
cess surface tension of alcohol/water mixtures was predicted
by these simulations to deviate less from ideality than what
is found experimentally, a typical problem in classical non-
polarizable force fields. Further studies reported effects of an
organic surfactants on ion distributions at the air/water inter-

face34, and the adsorption of water on organic surfaces has
been addressed35.

Here we use droplets rather than 2-dimensional periodic
surfaces, because small droplets are more relevant from an at-
mospheric chemistry perspective, but also because they pro-
vide a means to compute exact potentials of mean force
(PMFs) since all interactions can be taken into account ex-
plicitly. In previous studies of the evaporation from pure wa-
ter droplets36 and water droplets containing ions37,38 we have
studied evaporation properties as well as ion PMFs. The re-
sults of these simulations were corraborated by Otten et al.
recently39. From microsecond simulations using simple wa-
ter models like the simple point charge model40 we were able
to confirm that evaporation from droplets stops if the tempera-
ture drops to below 220 K36, however, such low temperatures
are found only in the tropopause, at the border between the
stratosphere and the troposphere where the air is nearly com-
pletely dry. This implies that evaporation and condensation
are important under all relevant atmospheric conditions and
that models reproducing these features need to be applied36.

For this study of organic molecules on droplets, a non-
polarizable force field was used. The choice of force field
was validated by computing the Gibbs energy of hydration
(∆Ghyd) as well as key properties of liquids composed of the
organic molecules using the OPLS/AA force field41 in com-
bination with three different water models (SPC40, SPC/E42

and TIP3P43) as well as the generalized amber force field44 in
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combination with the TIP3P water model43. We then selected
the model that performed best in comparison to experimental
data.

2 Methods

2.1 Gibbs energy of hydration

In order to validate the choice of force field for the potential
of mean force calculations, we performed free energy pertur-
bation calculations using thermodynamic integration (TI)45.
∆Ghyd was computed in a box of water (not in the water
droplet). The TI was conducted in three steps, following the
protocol of Shirts et al46:

(i) Turn off all interactions of the solute in vacuum;

(ii) turn on Lennard-Jones interactions between solute and
solvent in a box of water;

(iii) turn on in addition the Coulomb interactions between the
solute and water.

Steps (ii) and (iii) were simulated in a cubic simulation box
of 511 water molecules, and step (i) in an simulation box of
the same volume (27 nm3) but containing the solute only. The
transitions were carried out along an alchemical reaction coor-
dinate λ , where λ = 0 and λ = 1 correspond to the initial and
final states, respectively. Step (i), (ii), and (iii) were decom-
posed into 21 equally spaced λ -steps, respectively, and each
λ -step was simulated for 550 ps, the first 50 ps of which was
discarded for equilibration. All simulation parameters were
identical to the other simulations, except that the temperature
was controlled via a stochastic dynamics integration scheme
(τ = 0.1 ps), and that step (i) was simulated at constant vol-
ume. Free-energy differences for each step were subsequently
computed by integrating 〈∂H /∂λ 〉 from λ = 0 to λ = 1.
Here, 〈·〉 denotes the average computed from the respective
trajectory, where H is the Hamiltonian of the system. ∆Ghyd
is given by sum of the free energy differences of the three
steps. Statistical errors for 〈∂H /∂λ 〉 were computed using
binning analysis, which subsequently yield the error for ∆Ghyd
via Gaussian error propagation.

2.2 Selection of models

Four different combinations of force field and water model
were used. OPLS/AA41,47,48 was combined with SPC40, the
extended simple point charge model (SPC/E)42 and the four
point transferable intermolecular potential (TIP4P)43. The
generalized Amber force field (GAFF)44 was used in combi-
nation with the three point transferable intermolecular poten-
tial (TIP3P)43. The final choice of model is described in the
results section.

2.3 PMF calculations

Potential of mean forces (PMFs) were computed similar to
the protocol in ref.38 using constrained molecular dynamics
simulations. Along the reaction coordinate r, that is the dis-
tance of the center of mass (COM) of the solute and the COM
of the water droplet, 59 positions were selected in the range
0.15nm ≤ r ≤ 2 nm, with a distance of 0.025 nm between ad-
jacent positions in the range of 0.6nm ≤ r ≤ 1.65nm, and a
distance of 0.05 nm between all other adjacent positions.

Fig. 1 illustrates the concept that shows how the molecules
are positioned when the energies are computed. For each po-
sition, the respective solute was placed into the structure and
the distance between solute COM and droplet COM was con-
strained for the following simulations. The orientation of the
solute was not restrained, allowing the simulations to aver-
age over all orientations of the solute. Overlaps between so-
lute and water atoms were removed by gradually switching on
Lennard-Jones interactions between solute and water within
1000 simulation steps, using soft-core Lennard-Jones poten-
tials and a stochastic dynamics integration scheme. There-
after, the energy of each structure was minimized and each
system was simulated for 100 ns. After removing the first
0.5 ns of each trajectory for equilibration, the PMFs were com-
puted by integration of the mean force. Statistical errors for
all properties were computed by binning analysis49, and the
errors in the PMFs using standard error propagation. An ana-
lytical entropy correction for spherical systems was applied to
the PMFs50, according to:

∆Sr0(r) = kB ln
(

r
r0

)2

(1)

where kB is the Boltzmann factor and r0 is a reference dis-
tance. r0 was chosen such that the average of the PMF within
r < 0.5 nm equals zero, yielding the PMFs relative to the in-
side of the droplet.

∆H(r) was computed as the average potential energy of the
system in each simulation since the volume is constant and the
temperature is controlled and therefore a constant contribution
from the temperature does not affect the relative enthalpies.
The entropic contribution the PMFs was computed as

−T ∆S(r) = G(r)−H(r). (2)

The interaction energies were computed as the average of the
sum of the respective Lennard-Jones and Coulomb interac-
tions. Statistical errors of the energies were likewise derived
by binning analysis49. We would like to stress that the thermo-
dynamic function G(r) is valid only for the system simulated
here, and the numbers can not be compared directly to, for
instance, an infinite slab system.

All simulations were carried out using the GROMACS sim-
ulation software51,52. Topology files as well as structure
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files of the solute molecules will be deposited on the GRO-
MACS Molecule & Liquid database53 which is available at
http://virtualchemistry.org. Details about how the structures
and the topologies were generated, as well as how well the
force field performs for such molecules in the liquid phase
were presented recently by Caleman et al.54.

Newton’s equation of motion were solved using the Leap-
Frog integration scheme55 with a time step of 2fs. The tem-
perature was controlled at 293.15 K using a stochastic dy-
namics integrator (τ = 0.1 ps)56. No cut-offs were applied
to the Lennard-Jones or Coulomb interactions, and the droplet
was simulated in vacuum (without periodic boundary condi-
tions). The SETTLE algorithm was used to constrain the wa-
ter molecules57, and bond lengths of the solutes were con-
strained by the LINCS algorithm58. Because we simulated
at room temperature, individual water molecules would fre-
quently evaporate from the droplet surface, which would lead
to an ill-defined droplet center of mass (COM). To avoid such
evaporation, we applied a spherical flat-bottom quadratic po-
tential acting on the water. That potential was implemented as
an additional force

F(r) =−k/2(r− rfb)
2 H(r− rfb) (3)

pointing towards the COM of the droplet, where k =
500kJmol−1nm−2 denotes the force constant, rfb = 1.4 nm the
radius of the sphere around the COM without any additional
force, and H the Heaviside step function. We found that the
average flat-bottom potential is < 2.2 kJ/mol for simulations
of propanoic acid and < 1 kJ/mol for all other simulations,
much smaller than the alterations of the other energies ana-
lyzed here. Therefore, a specific choice for k is not expected
to affect the results.

2.4 Solute fraction at the droplet surface

The fraction of solutes located at the surface of a droplet of
arbitrary size was estimated from the PMFs. Because that es-
timate is based on single-solute calculations, the result is only
valid at low solute concentration. At higher solute concentra-
tion, multiple solutes may stabilize each other at the surface or
in the bulk, leading to an enhanced or reduced solute fraction
at the surface, respectively.

The PMFs at the surface were assumed to be approximately
independent of the droplet radius. Thus, the PMFs ∆G(r) for
the simulated droplet (surface radius r∗s = 1.1 nm) were ap-
plied to approximate the PMF for an arbitrary droplet radius rs
via ∆G′(r;rs)=∆G[r−(rs−r∗s )]. The surface layer ri < r < ro
was defined using ri = rs−0.5 nm and ro = rs+0.6 nm. Here,
ri and ro were motivated from the shape of the minima of the
PMFs (see Results), yet the specific choice hardly affects the
results. The average number of molecules in the surface layer

Ns is given by

Ns(rs) =Cb

∫ ro

ri

4πr2 exp[−∆G(r;rs)/kBT ]dr. (4)

Here, Cb denotes the concentration of the solute in the bulk,
where the PMF is defined to zero, and T is the temperature.
Likewise, the number of molecules in the bulk is Nb(rs) =
4πr3

i Cb/3, and the fraction of molecules on the surface equals
Ns(rs)/[Ns(rs)+Nb(rs)]. Note however, that the above anal-
ysis is valid only at concentrations low enough such that the
solute molecules do not interact.

A intuitive number to quantify to surface preference of a
solute is given by the radius req that would lead to an equal
fraction of solutes in the bulk and on the surface, that is
Ns(req) = Nb(req). Thus, an increasing req quantifies an in-
creasing surface preference of the solute. If the radius of the
droplet is much larger than the thickness of the surface layer
where ∆G deviates from zero, req can be approximated by

req = 3
∫ ro

ri

exp[−∆G(r)/kBT ]dr. (5)

That approximation is expected to hold if the solute is much
smaller than the droplet.

3 Results

3.1 Selection of force field models

In order to select an accurate model we computed the Gibbs
free energy of hydration for the six molecules, using four dif-
ferent force field/water model combinations. The results are
given in Table 1. All models reproduce the correct order of
∆Ghyd, within the precision of the calculations. The root mean
square deviation from experiment were lowest for both the
combinations of OPLS/AA with SPC and GAFF with TIP3P.
Furthermore, properties of the pure liquids were computed
(see Supporting Information), following the recipe from our
recent benchmark study54. Density as well as enthalpy of va-
porization were reproduced slightly better for the OPLS/AA
liquids and therefore we selected the OPLS/AA force field in
combination with the SPC water model for the following cal-
culations.

3.2 Droplet PMFs

Figure 3A presents the PMFs for the six solutes, with the re-
action coordinate r corresponding to the distance between the
center of mass (COM) of the water droplet and the COM of
the solute. All PMFs were defined to zero in the inside of
the droplet and thus quantify the free energy difference with
respect to the bulk water. The Gibbs dividing suface, that is
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Table 1 Gibbs energy of hydration ∆Ghyd (kJ/mol) at 300 K for six molecules using four different force fields / water model combinations.
The root mean square deviation (RMSD) from experiment is given to distinguish the quality of the models. Experimental data were taken
from the Minnesota Solvation Database59.

OPLS/AA GAFF
Molecule Exper. SPC/E SPC TIP/4P TIP3P
Methanol -21.4 -19.0±0.3 -18.7±0.5 -19.9±0.5 -19.0±0.4
Ethanol -21.0 -18.5±0.5 -18.9±0.4 -19.2 ±0.4 -16.4±0.4
Propanoic acid -27.0 -20.3±0.6 -22.6± 0.6 -20.4±0.5 -26.5±0.6
Diethyl ether -7.4 -0.9±0.6 -1.8±1.0 -1.4±0.6 1.4±0.4
N-butylamine -17.9 -10.3±0.6 -10.8±0.5 -11.7±0.5 -14.8±0.5
Neopentane 10.5 11.9±0.7 10.0±0.7 11.7±0.9 9.2±0.5
RMSD 5.0 4.2 4.5 4.2

Fig. 2 Close ups of surface solvation geometries for the six molecules. The solute positions correspond to the minimum of the respective PMF.

the surface of the droplet in the absence of the solute, is in-
dicated as a grey broken line in Fig. 3A. All PMFs show a
marked minimum near the droplet surface, varying between
-6 kJ/mol (methanol) to -28 kJ/mol (neopentane). Because the
PMFs ∆G(r) translate into the solute concentration along r via
C(r) = Cb exp(−∆G(r)/kBT ) where Cb denotes the concen-
tration in the bulk, these minina quantify the surface prefer-
ence of the solutes. Typical simulations snapshots of the water
droplet with propanoic acid or neopentane along the reaction
coordinate r are also visualized in Fig. 1.

Figure 2 shows the six molecules at representative configu-
rations at the respective PMF minima. As expected, all solutes
adopt a conformation with their polar side facing the water in
order to form favorable polar interactions (except neopentane
obviously). In addition, if compatible with the geometry of
the solute, solutes tend to “lay down” on the surface in order
to form Van-der-Waals contacts between hydrophobic solute

groups and water (Fig. 2D/E and Fig. 1C.).

The PMFs alone may not provide an intuitive measure for
surface preference. In particular, the fraction of molecules
that are dissolved at the droplet surface is not obvious from
the PMFs. Therefore, Fig. 4 presents the average fraction of
molecules dissolved at the surface versus the surface radius rs
of a water droplet (see Methods for details). At small rs, i.e.
large surface to volume radio, the surface preference of all so-
lutes is sufficiently strong to desolvate all six molecules on the
droplet surface, as apparent from a surface fraction near unity.
With increasing rs, i.e. decreasing surface to volume ratio,
an increasing fraction of the solutes becomes fully solvated
in the bulk interior of the droplet, reflected in a decreasing
surface fraction. A single intuitive number to quantify the sur-
face preference of solutes is given by the droplet radius req that
would lead to an equal fraction of solutes on the surface and in
the bulk. Hence, increasing req indicates a more pronounced
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Gibbs dividing surface.

surface preference. For large droplets, req is approximated
by eq. 5, shown as circles in Fig. 4, and the surface fraction
given by [rs/req+1]−1. For the six molecules studied here, the
calculation yields for req 8.5 nm (methanol), 28 nm (ethanol),
220 nm (propanoic acid), 2.1 µm (diethyl ether), 2.2 µm (n-
butylamine), and 32 µm (neopentane).

3.3 Energetic driving forces underlying surface prefer-
ence

Now that we have established the surface preference of the
six solutes, we turn towards the thermodynamic (or energetic)
driving forces underlying surface preference. Accordingly,
we decomposed the PMFs ∆G(r) into their enthalpic com-
ponent ∆H(r) (Fig. 3B) and entropic component (Fig. 3C),
where the latter is presented as −T ∆S(r). In this manner, the
curves in Figs. 3B and C add up to the PMFs via ∆G(r) =
∆H(r)−T ∆S(r). A number of remarkable properties of sur-
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the radius of the droplet. Droplet radii req generating an equal solute
number on the surface and in the bulk are indicated as circles.
Broken lines show the surface fraction of halide ions based on the
PMFs in Caleman et al.38

face solvation can be extraction from Figs. 3B/C.

i) All enthalpic curves (Fig. 3B) display a pronounced min-
imum at the surface, demonstrating that the stability at
the surface is mainly an enthalpic phenomenon.

ii) All enthalpic curves display a maximum just below the
droplet surface (r ≈ 0.6 nm). Two typical configuration
are visualized in Figs. 1B/F. The unfavorable enthalpy in
such configurations can be rationalized by an increased
water surface, allowing only a reduced number of water-
water contacts. However, the unfavorable enthalpy at
r ≈ 0.6 nm is nearly fully compensated by increased en-
tropy (Fig. 3C), probably through an increased rotational
freedom of water molecules. Consequently, the enthalpic
barrier is reflected only in a minute hump in the PMFs
(Fig. 3A).

iii) The simulations predict zero transfer enthalpy for
neopentane from vacuum (r = 2 nm) to bulk, that is the
positive transfer free energy of 20 kJ/mol is purely due
to entropy (Fig. 3, cyan curves). That finding favor-
ably agrees with the well-established thermodynamics of
the hydrophobic effect,23,24 giving faith in the simulation
protocol. Accordingly, at room temperature, the increase
in free energy upon that transfer (that is the hydrophobic
effect) is dominated by a decrease in entropy.

iv) Large nonpolar groups as present in neopentane, n-
butylamine, and diethyl ether lead to increased entropy
at the surface as compared to the bulk (Fig. 3C). Hence,
an entropic effect enhances the surface preference of so-
lutes with large nonpolar groups.

In order to understand the distinct shape of the enthalpic
profiles, we have further decomposed these into water-water
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Fig. 5 Decomposition of the enthalpic profiles into (A) water-water
an (B) solute-water interaction energies for the six molecules.

(Fig. 5A) and solute-water (Fig. 5B) interaction energies. The
profiles present the potential energy difference with respect
to the bulk state, and the profiles in Figs. 5A and B thus add
up to the curves in Fig. 3B, i.e. ∆H(r) = 〈Vwater-water(r)〉+
〈Vsolute-water(r)〉. While solutes travel from the bulk to the sur-
face, favorable water-water interactions form (become more
negative, Fig. 5A). That finding reflects the fact that solutes
at the surface do not disrupt water-water hydrogen bonds to
the same extent as solutes in the bulk. Simultaneously, with
increasing r, some solute-water interactions get lost (become
more positive) with increasing r (Fig. 5B). At the surface,
however, the gain in water-water interactions outweigh the
loss of solute-water interactions, yielding the favorable drop in
enthalpy (Fig. 3B). Only as the solute is transfered further into
the vapor phase at r > 1.5 nm, the loss in solute-water interac-
tions outweighs the gain in water-water interactions, yielding
an unfavorable increase in enthalpy.

To summarize the energetic analysis, the surface preference
of the organic molecules studied here is predominantly an en-
thalpic effect. However, if the molecule contains large polar
groups, the magnitude of surface preference is enhanced by
the hydrophobic effect, which is driven by entropy at room
temperature.23 The enthalpic minimum at the surface is con-
stituted by two different energetic contributions. Water-water
interactions generate unfavorable enthalpies for solutes being
in the bulk, hereby “pushing” solutes to the surface. Solute-
water interactions lead to an increasing enthalpy as the so-
lutes move from the surface into vacuum, thereby “pulling”

solutes back onto the surface, as visualized for propanoic acid
in Fig. 1D.

4 Discussion

Hydration properties can be understood by considering the hy-
drophobic effect, which states that water repels nonpolar sub-
stances. The thermodynamic reason for this is dependent on
both the temperature and the size of the hydrophobic particle,
as reviewed in detail by Southall et al.23 and Chandler24. For
small hydrophobic molecules such as neopentane, the effect is
entropy-driven at room temperature, while the effect is domi-
nated by enthalpy near the boiling temperature of water. Like-
wise, as the size of the solvated molecule increases, enthalpy
dominates the hydrophobic effect whereas entropy becomes
less important. These observations can be understood from
the hydrogen bond geometry of water around the hydrophobic
solute.60 At temperatures relevant for atmospheric conditions,
roughly 200-300 K, the entropic contribution to the hydropho-
bic effect is therefore particularly important.

In contrast, we found that enthalpy stabilizes solutes at the
surface of water droplets. Here, a combination of both water-
water and solute-water interaction energies generates favor-
able enthalpies for surface configurations. Upon the transfer
of solutes from the bulk to the surface, favorable water-water
interactions are formed (Fig. 5A), leading to decreased en-
thalpy. If the solutes are further transferred from the surface
into vacuum, however, solute-water interactions are lost, lead-
ing to an unfavorable increase in enthalpy (Fig. 5B). Whereas
enthalpy generates the stabilizing free energy minimum at
the surface, entropy can enhance the depth of the minimum,
and, hence, drastically enhance the surface preference. This
feature was here observed for diethyl ether, n-butylamine,
and neopentane, which show increased entropy of∼10 kJ/mol
(measured in T ∆S, Fig. 3C) for the surface state as compared
to the bulk state. Hence, entropy leads to the great surface
preference of these solutes. To quantify the surface preference
of solutes, we have introduced the droplet radius req that yields
an equal fraction of solutes on the surface and in the bulk. An
increasing req thus quantifies an increasing surface preference
(Fig. 4).

Recently, concerns were raised whether the decomposition
of enthalpy into water-water and solute-water interactions is
reasonable.61 As shown by Yu and Karplus 25 years ago,
the change in entropy can be mathematically decomposed
into contributions from water-water and solute-water inter-
actions62, ∆S(r) = ∆Swater-water(r) + ∆Ssolute-water(r). Here,
∆Swater-water and ∆Ssolute-water are computed from integrals
over ensemble averages of (derivatives of) water-water and
solute-water interaction energies, respectively, and, remark-
ably, T ∆Swater-water(r) cancels with 〈∆Vwater-water(r)〉.62 We
agree that the decomposition of ∆G(r) is thus not unequivocal
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and could instead be presented as ∆G(r) =−T ∆Ssolute-water +
〈∆Vsolute-water(r)〉. However, we here suggest to decompose
∆G(r) into components that are intuitive and, if possible,
experimentally accessible. The structural interpretation of
∆Ssolute-water is unclear, partly because it also depends on
water-water interactions though the ensemble averages, which
are carried out with the total potential in the exponential Boltz-
mann factor. In addition, the derivation by Yu and Karplus
only holds in the case of pairwise additive potentials (like
those used in the present paper), but not for the polarizable
models that we used previously38. In contrast to the hardly in-
terpretable T ∆Ssolute-water, the water-water interaction energy
〈∆Vwater-water(r)〉 is intuitive and mainly given by the aver-
age number of water-water hydrogen bonds, and it has fre-
quently been employed to understand the hydrophobic ef-
fect.24,63 T ∆S(r) is experimentally accessible. The decom-
position used here, ∆G(r) = −T ∆S(r) + 〈∆Vwater-water(r)〉+
〈∆Vsolute-water(r)〉, is therefore useful to gain qualitative insight
into surface preference.

What are the implications of these findings for atmospheric
droplets? First, bulk solubilities cannot be transferred directly
to droplet solubilities. Instead, favorable surface solvation can
greatly enhance the solubility of solutes (if solubility refers
to solvation both in bulk and on the surface). Let us assume
that the surface layer is thin compared to the droplet radius,
that is the outermost layer with solute-water contact, but where
∆G(r) deviates from zero. Then, the solubility of a solute in
the entire droplet (including bulk and surface) is given by

xdroplet = xbulk (req/rs +1), (6)

where xbulk denotes bulk solubility. In droplets which are
small compared to req, the surface solution thus greatly en-
hances the solubility of the solute, possibly by orders of mag-
nitude.

With the observation that a large fraction of neutral
molecules may be adsorbed at the surface rather than ab-
sorbed inside the droplet (Fig. 4), follows necessarily that re-
actions under atmospheric conditions will be influenced by
this13,64,65. For instance reactions involving bromide ions
have long been known to proceed more rapidly in the atmo-
sphere than can be expected from bulk bromide concentrations
in seawater and reactions may proceed in a different manner
as well66.

Finally, these findings have implications for encapsulation
of biomolecules in droplets using electrospray ionization67,
the technique that has facilitated mass-spectrometry. We have
previously studied process of ”drying” proteins in electro-
spray68,69 and the encapsulation of proteins in lipid aggre-
gates70–72, the Konermann group have focused on the related
process of electrospray charge state distribution73,74 and more
recently on the effect of protein conformation on drying in
electrospray75. Existing models of the electrospray process, in

particular the charge residue model76,77 assume a biomolecule
will be completely immersed in solvent, and it has even been
suggested that this feature could be exploited for protecting
biomolecules in droplets in X-ray free electron lasers78–80.
However, because proteins are amphiphilic, the present study
suggests that proteins in small droplets may be transfered to
the surface as well and, thus, possibly expose parts of the
protein to the vacuum. A recent paper by Ahadi and Koner-
mann investigates this using a coarse-grained model75, how-
ever, it would be highly interesting to probe the determinants
for bulk/surface preference of proteins in atomistic detail as
well.

Supporting information

Supporting information is available for this paper containing
liquid properties for all six molecules for which PMFs were
calculated.
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